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signal attenuation constat @ in em™,
T(2)/7(0) =2~ %%,

22This domain is then equivalent to the interior of a
square of side m, centered at the origin, in the 6,-0,
plane.

21t is well known that single pulses with an area 6(0) <
do not exhibit SIT; see Ref. 1.

%Thus, the limits on 8, and 6, given above can be equiv-
alently expressed as 6;<-m and 6,=1.5,

%The 7(2)/7(0) curve (a) in Fig. 5 is artificially de-

More precisely,

AND SCULLY 3

pressed for z =100 cm, since the calculation of 7(z) is
truncated at u =100, and part of the pulse waveform obvi-
ously extended beyond that point. See Fig. 6(iii).

®Since 18,1 = 18,! in the following discussion, we de-
fine 16,1 = 16,1 =6,

?"The medium is assumed to be nondegenerate,

BFrederic A. Hopf (unpublished).

2This has been observed for T pulses in amplifiers
and for Om and 27 pulses in attenuators.
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The intensity and spectral width of light scattered by a critical mixture of phenol and water
have been measured as a function of temperature both above and below the critical tempera-
ture T,. The temperature dependence of the scattered intensity was fitted to I (T — T,)™ for
T>T,and I <(T,— T)" for T<T,. Also measured was the ratio R;=I(AT)/I(- AT) of inten-

sities scattered at a given temperature interval AT above and below T,.
of % v’, and R; were quite close to the predictions of the 3-D lattice gas model.

The measured values
The spec-

tral width T was measured using a photon correlation method, and the data were fitted to
T =DK? (1 +K*t}), with the diffusion constant D=Dg) T=T,1 "™ and &p=&op) T—T,1°T The
Fixman term K%t% (K being the photon momentum transfer) was observed only above the cri-

tical temperature.

The value of v and the values of ¥* both above and below T, were in fairly
good agreement with the theory of Kadanoff and Swift.

The spectral width measurements also

provided the ratio Rp=D(— AT)/D(AT), a quantity for which no theoretical prediction exists.
Comparison of this work on phenol-water with that of Swinney and Cummins and others on
CO, near its gas-liquid critical point reveals remarkable similarities between the two systems.

I. INTRODUCTION

The last few years have witnessed a rapid growth
of interest in the critical behavior of systems under-
going a second-order phase transition. Experiments
in a wide variety of systems including ferromagnets,
simple fluids, and binary liquid mixtures, reveal
a striking similarity in their behavior near the
critical point. This similarity is a reflection of
the fact that fluctuations which develop near the
critical point are of sufficiently long range as to be
remarkably insensitive to the detailed form of the
atomic interactions in the system.! As a result,
the critical behavior of many of these systems can
be characterized by a small number of dimension-
less parameters.

The work described here is a study of the tem-
perature dependence of the magnitude and lifetime
! of concentration fluctuations in a critical mix-
ture of phenol and water. Measurements were
made both above and below the critical temperature
T,. The lifetime measurements below T, appear to
be the first which have been reported for a binary

mixture. A preliminary account of this work has
already appeared. 23
The temperature dependence of the magnitude of
the fluctuations, which can be characterized by
the exponents 7 and 7', was measured by following
changes in the average intensity I of light scattered
by the system. The lifetime of the concentration
fluctuations was determined by using a photon cor-
relation method to analyze the fluctuating light
intensity. The lifetime is inversely proportional
to the mutual diffusion coefficient D whose temper-
ature dependence is described by the exponent y*.
In addition to determining 7 and y*, measure-
ments were made of the following dimensionless
intensity and diffusion coefficient ratios:

R =I(AT)/I(- AT); Rp=D(-AT)/D@AT). (1)

Here the argument AT(—AT) refers to measure-
ments made at equal temperature intervals above
(below) T,. The experimentally determined values
of ¥ and R; can be compared with predictions of
the three-dimensional (3-D) lattice gas model. *°
Recent theoretical work of Kadanoff and Swift®’
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gives a prediction for the value of ¥*. However,
there exists as yet no theoretical prediction for
R).

Section II of this paper will be devoted to a pre-
sentation of the details of the light-scattering
measurements. Section II will contain a presen-
tation of the results. These results will be dis-
cussed in Sec. IV and compared with theory and
with measurements in other systems.

II. EXPERIMENTAL METHODS
A. Sample Preparation

The phenol used in our samples was manufactured
by Mallinckrodt. ® Its major impurities were water
and 0. 15% hypophosphorous acid (H;PO,). The
H4PO,, which is a preservative introduced to pre-
vent oxidation of the phenol, was removed by re-
peated washing with distilled water under a nitrogen
atmosphere. °

The samples were made by diluting the purified
phenol-rich solution with distilled water to give the
desired concentration. They were judged to have
an impurity concentration of 2-3X 1072 wt. %, the
dominant impurity being H3PO,. To remove dust
particles, both the phenol-rich solution and the
distilled water were filtered with Millipore filters
of pore dimension 0.5 K before being dispensed
from a micropipette. 10 The sample tubes were
standard Pyrex with an i.d. of 8 mm and a length
of about 2 cm. The phenol concentration ¢ of each
sample was believed to be known with an absolute
accuracy of about 1% and a relative precision of
0. 1%.

In an early stage of the work it was observed
that phenol-water samples prepared under air
exhibited a slow change in phase-separation tem-
perature with time. !! For example, one of these
samples, ostensibly of the critical concentration,
showed a change in T, of 0. 15 °C in a two-week
period. There seems little doubt that this change
in critical temperature was caused by oxidation of
the phenol in the solution. Once the H;PO, pre-
servative is removed from phenol, it is therefore
necessary to keep oxygen out of the samples in
order to prevent this slow time variation of 7.
The residual oxygen was removed by several
freeze-pump-thaw cycles after which the sample
tubes were sealed in vacuo. Samples prepared in
this way were found to have phase-separation tem-
peratures which remained constant over a period
of several months.

B. Temperature Control

The sample was placed in a constant temperature
bath which consisted of a cylindrical glass Dewar
containing two quarts of heavy paraffin oil. The
sample itself was held in a copper support on the

axis of the Dewar. The main heating came from
a nichrome-wire heater wound around the outside
of the Dewar. This heater was supplied with power
sufficient to maintain the bath temperature a few
degrees below the desired final temperature. In
addition, a nichrome-wire heater coil was placed
inside the Dewar. This second heater was wound
on a copper cylinder to help establish temperature
uniformity. The cylinder was slotted to permit
entrance and exit of the light. The inner heater was
driven by a temperature controller which has as
its sensing element a platinum resistor. By
changing the resistance of the Wheatstone bridge
to which the platinum resistance thermometer was
connected, it was possible to change the bath tem-
perature in steps of 0.013 °C. To minimize tem-
perature fluctuations in the bath, the paraffin oil
was stirred.

The performance of the bath was checked with
a thermistor temperature sensor connected to a
second Wheatstone bridge. The long-term stability
of the temperature bath was better than 0. 013 °C,
and the short-term stability was better than 0. 002
°C. The temperature difference across the sample
was less than 0.01 °C. With all uncertainties taken
into account, temperature was believed to be
known to a relative precisionof + 0. 01 °C and an
absolute accuracy of about 0.1 °C.

C. Light-Scattering Geometry

The light source was a15-mW He-Ne laser. The
scattered light was collected through two circular
apertures of diameter =~ 0. 5 mm separated by about
2 m. The first aperture was about 10 cm from the
sample, and the second was a few centimeters in
front of the photomultiplier, an Amperex 56TVP.
With this arrangement, roughly one coherence area
(A,) of the photomultiplier is exposed, i.e., the
following condition was satisfied'?:

dldzn/RXO : 1 ’ (2)

where d, and d, are the aperture diameters (sep-
arated by the distance R), »n is the index of re-
fraction of the mixture, and )\, is the wavelength
of the incident laser beam. When Eq. (2) is satis-
fied, one is assured that only one spatial Fourier
component of concentration fluctuation scatters
light into the photodetector. Since each Fourier
component scatters light independently in a ther-
modynamic system, temporal fluctuations in the
photocurrent tend to be averaged out if Eq. (2) is
not satisfied. Thus nothing is gained in terms of
signal-to-noise characteristics for the lifetime
measurement by exposing more than one coherence
area of the photocathode.

D. Photon Correlation Spectrometer

The lifetime measurements reported in this
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paper were made using a photon correlation method
to analyze the temporal fluctuations in the scattered
light. This method gives a direct measurement of
the intensity correlation function (I(¢)I(t +7)),
where I(¢) is a quantity proportional to the light
intensity striking the phototube, and the brackets
denote a time or ensemble average. ! The spec-
trometer has been described in detail elsewhere,
but its principle of operation will be summarized
here. '*

Figure 1(a) shows a typical trace of the time
variation of light of fluctuating intensity I(¢) falling
on a photomultiplier P. The output of Pis aseries of
short pulses, each corresponding to the detection
of a single photon, which are fed into a discrimina-
tor (D) whose output is shown in Fig. 1(b). The
duration of the discriminator pulses was several
nanoseconds. The fluctuations in I(¢) reflect them-
selves in a temporal bunching of the discriminator
output pulses whose instantaneous rate we define
as Cy(#), i.e., Cy(t)= I(¢). [We will, in fact, take
C,(t)=1(#)]. To measure (I(t)I(t+7)), the correlator
performs as follows: One of the pulses from D
(occurring at time ¢, say) initiates a delayed gating
pulse of duration 7,. In order to simplify the al-
gebra, the delay time 7 is measured from the time
of occurrence of the initiating pulse to the center
of the gate pulse, as indicated in Fig. 2. By a
circuit arrangement to be described below, any
pulse that might occur in the interval 7, is stored
in a counter CTR 2. The first pulse which occurs
after the gate interval has ended initiates another
gate, and the whole sequence repeats itself for
T sec. In these experiments the counting time T
was typically of the order of 100 sec. The delay
time 7 could be varied from ~ 5 usec to ~ 5 msec,
and 7, was adjusted to be £ to & the maximum delay
time used in the measurement. Since the number
of counts accumulated in CTR 2 is proportional
both to the number I(¢) of gates per sec and to

I(t)

(a)
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FIG. 1. (a) Fluctuating intensity I(¢) falling on photo-
multiplier tube (P). (b) Photomultiplier pulses after
having passed through amplifier-discriminator (D).
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FIG. 2. (a) Expanded view of pulses from discrimin-
ator (D). (b) Output of the delayed gate generator (GD).

In this figure, pulses (1) and (2) initiate the delayed
gates. Pulses (1), (2), and (3) all get counted in CTR 1,
whereas only pulse (3) is countedin CTR 2. The situation
depicted here corresponds to the scaling factor s equal
to unity,

I(t + 1), the counting rate in the gate interval Tes
it follows that'*
1-'=n(1"/2)

Cyp= f
T =‘r-(‘rl/2)

Here C,; is the mean number of coincidence counts
accumulated per sec, and it has been assumed
that the optical field is stationary.

For thermally induced fluctuations, the light
will be Gaussian, for which®

(IOIE + 7))y = (IO)Y2 + |[CE@) EX(t+ 7)) | 2, (4)

where (E(¢) E*(t + 7)) is the electric field autocor-
relation function. !2

Near the critical point in a binary mixture, the
fluctuations in electric susceptibility, which scatter
the light, are almost entirely due to concentration
fluctuations. These fluctuations decay by diffusion.
The diffusional decay implies that!®

[CE@E*(@t+7)| =(|E0)[*)e ™.

Combining Eqs. (3)-(5) and inserting a factor 8
which accounts for the loss of temporal coherence
in the photocurrent owing to a small degree of
spatial incoherence of the scattered light across
the photocathode, 2 one has

a1 +7"))ydT" . (3)

(5)

n(‘r‘/2)

Cip= <Ct>2f
T=(14/2)

=(Cy )2, (1+/se'2“

(1+Be2™™) dr’

£

I'r

sinhI'T > 6)

£

In these experiments, the chosen values of d,, d,,
and R, gave f=~ 0.9. The quantity of interest I
is obtained from the slope of a semilog plot of
(C12/(Cy)?7, - 1) as a function of 7 for fixed T,.
For most measurements, sinh(I'7,)/T'7, could be
taken equal to one.

As described so far, the photon correlation spec-
trometer has a serious deficiency, viz., it can only
be used at counting rates (C,) sufficiently low that
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the probability of a pulse occurring in the time in-
terval 7 is very small. This is because the instru-
ment is “dead” during this delay time, so that
pulses occurring then cannot initiate a subsequent
gate. !” The result is a distortion of the measured
correlation by loss of counts in CTR 2. Were it
possible to produce the delay 7 by a continuous
delay line of one sort or another, this difficulty
would not arise. Unfortunately, satisfactory delay
lines with a delay time in the range of interest have
not been readily available. !® To circumvent this
difficulty to some degree, one can artificially re-
duce the number of gate-initiating pulses without
reducing the number of counts which are recorded
during the gating intervals. This was done in the
following manner: Pulses from the discriminator
D are divided into two channels. The pulses in
channel 1 go directly to one input of a coincidence
circuit (CC) as indicated in Fig. 3. The counting
rate C, is monitored by the counter CTR 1. The
pulses in channel 2, however, pass through a
scaler (S) which gives one output pulse for every s
input pulses. Typically s =10. The output of S ini-
tiates a delayed gate (DG) as previously described.
The scaling factor s is selected to assure that the
probability of two pulses from S occurring in the
interval 7 is small.

Scaling the pulses in channel 2 obviously alters
their time distribution; the probability of a gate
being initiated at time ¢ is no longer solely depen-
dent on I(¢) but depends also on the time at which
the previous gate was initiated. In fact, the pulses
are debunched in the sense that the occurrence of
a gate-triggering pulse at a given time sharply
decreases the probability of a subsequent pulse
occurring a short time later. This is because s-1
pulses must accumulate in the scaler before the
second gate-triggering pulse is emitted. Never-
theless, it can be shown that, provided the counting
time T> 1/T and the total number of coincidence
counts C,, T accumulated is large, the sole effect
of the scaler on C,; is to introduce a factor s in
the denominator of Eq. (6), ©*i.e.,

ci inhI"
Cp-S (1aper SIIL) ()
4
NN [»)

cc
channel 1 =

channel 2

radiation

FIG. 3. Simplified block diagram of photon correla-
tion spectrometer. All symbols are defined in the text.

1.0 T T T T T T

0.7 k- 4

0.1 1 I 1 1 1 1
! 20 40 60 80 100 120 140

T (psec)

FIG., 4. Typical result of a decay-rate measurement
with the photon correlation spectrometer. Except for
the one point on the far right, statistical errors were too
small to be indicated. Here C,=C,/S.

It can also be shown that scaling down the counting
rate in channel 2, rather than avoiding loss of
counts by reducing the incident light intensity,
leads to much higher coincidence counting rates. 3
In part, this large enhancement is due to the de-
bunching effect of scaling mentioned above.

While the values of T of interest in these exper-
iments were relatively small (300 sec™ < T' < 30000
sec™!), the instrumentation was capable of mea-
suring very short correlation times down to values
of the order of nanoseconds. !* It should be mentioned
that the photon correlation method described here
provides the same physical information about the
scattered light as the commonly used “self-beat”
or homodyne method developed by Ford and Ben-
edek. 218 1® A comparison of the two methods has
been given elsewhere. '*

Figure 4 shows a typical set of measurements
using the photon correlation spectrometer. In our
experiments the photomultiplier dark current was
approximately 200 counts/sec, and C, was typically
~5x10° counts/sec. Uncorrelated counts such as
those due to stray room light or dark current con-
tribute tothe first term onthe right-hand side of Eq.
('7) but not to the second. On inclusion of this noise
contribution, one has

sCy, sinhT'7, _or.
— - 1=5 — £ ¢ , 8
(Cy)°t, r'r, (®)

where 6= r%/(C,)%. The quantity »/{C,) is the
ratio of the counting rate due to the light under
study 7 to the total counting rate (C,). For the set
of measurements shown in Fig. 4, 6 ~0. 8 and
B=0.9.

A useful parameter characterizing the signai-
to-noise ratio in this type of experiment is »n
=(C/T, which is the average number of photon
counts per correlation time. For the data in Fig.
4, n is approximately equal to 0. 8. The ap-
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paratus has been successfully used at values of

n as small as 0.1. Of course when n is small, the
data must be accumulated over longer times (7)

if the signal-to-noise ratio is not to suffer. The
errors on the points in Fig. 4 correspond to the
statistical variation in the total number of counts
accumulated in the interval 7.2° Except where
indicated, these errors were smaller than the size
of the data points.

III. RESULTS

A. Phase Diagram

Determination of the phase diagram was not one
of the main aims of this experiment. However,
because most of the existent data on the phenol-
water system appeared to be several decades old, 2!
it was decided to make a rough study of the phase
diagram in order to locate the critical point. Ac-
cordingly, nine samples were prepared ranging in
concentration around the expected critical concen-
tration. The phase-separation temperatures Tp
were determined as follows: The sample was al-
lowed to reach equilibrium in the one-phase region.
The temperature was then lowered in steps of

about 0.013 °C until phase separation was observed.

In all cases, this separation occurred unambig-
uously after one such temperature drop. T, was
“then taken to be midway between the temperatures

prior and subsequent to the temperature step
causing separation. The relative precision of the
measurement was thus about + 0. 007 °C.

Theory predicts that the coexistence curve is
characterized by the equation!*

IC _cc‘ o (Tc - Tp)B ’ 9)

where c, is the critical concentration. For the
3-D lattice gas model, f=~0.31. Experimental in-
vestigations of various critical systems usually
give values of 8 in the range 0.30<f<0. 36.*
With this in mind, the sample concentration was
plotted against (T, - 7,)!/%, and the results are
shown in Fig. 5. T, was taken to be the phase-
separation temperature of the sample at ¢ =34. 0-
wt% phenol. It can be seen that the data fit fairly
well to two straight lines, but that the lines do
not cross the concentration axis at the same point.
This could indicate a “flat top” to the phase dia-
gram, as has been found by some other investiga-
tors. 22 Flat tops are usually attributed to the effect
of impurities. However, in Fig. 5, a plot is also
given with f=0. 28. Again the data fit reasonably
well to straight lines. For f=0. 28 there is no flat
top to the phase diagram, and the critical concen-
tration is ¢, = 35. 0+ 0. 5-wt% phenol.

As an added check on this graphical method of
determining c¢,, the following experiment was per-
formed: Four samples were prepared with concen-
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tration of 34.5-, 35.0-, 35.5- and 36. 0-wt% phenol.
All four samples had the same measured T,. Ac-
cording to the lever rule, a sample at the critical
concentration should, on cooling to the critical
temperature, develop a phase boundary dividing

it into equal volumes of each phase. This occurred
most nearly in the sample for which ¢ = 35. 0-wt%
phenol. The critical temperature was found to be
T.=65.50+0.01 °C with an absolute accuracy of
about 0.1 °C. %

B. Intensity Measurements

The intensity measurements reported here were
performed by Bak in our laboratory.? Mea-
surements of the scattered light intensity were
made at two scattering angles, #=30.4+0.5° and
74.8+0.5°. Experiments were carried out above
the critical temperature and in both the low-density
(water-rich) and high-density (phenol-rich) phases
below T,. The results will be compared with the
Ornstein- Zernike prediction®'2®

au \ !
IockyT (57) (1+K%3)™ (10)
T
where I, is the intensity of scattered light due to
concentration fluctuations, kg is Boltzmann’s con-
stant, M is an appropriately defined chemical
potential difference,!® ¢ is the correlation length,
and K is the photon momentum transfer, i.e.,

K = (4mn/Xy) sinz 6 . (11)

The quantity (8u/8c), determines the magnitude
of the concentration fluctuations, and the length &
is a measure of the spatial range of correlation be-
tween fluctuations at different points. The temper-

301
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FIG. 5. Phase diagram of the phenol-water system
in the vicinity of the critical concentration.
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ature dependences of these quantities are charac-
terized, respectively, by ¥ and v for T>7,,% i.e.,

T

(12)

gl (T -T,)" . (13)

Below the critical temperature the behavior is char-
acterized by the exponents ¥’ and v’.

In these experiments, the factor K%t2 in Eq. (10)
was much less than unity, whence one expects that

T/I,<(T-T,) . (14)

The light-scattering geometry was identical to
that described in Sec. II C except that the photo-
multiplier aperture diameter was enlarged to 1.2
mm. [Since the spatial-coherence condition, Eq. (2),
need not be satisfied for the intensity measure-
ments, there is no reason not to use a larger aper-
ture.] The intensity of the laser beam transmitted
through the sample was monitored with an E.G. and
G SGD-100 photodiode. The values of I, were cor -
rected for variations in the source light intensity.
After a suitable warmup time (about 1 h), these
variations were generally less than 5%.

The measurements at 6 =30.4° are shown in Fig.
6. According to Eq. (14), the exponents ¥ and ¥
are obtained from the slopes of this log-log plot of
T/I, as a function of IT —T,|=|AT|. The straight
lines A, B, and C in Fig. 6 are, respectively,
least-squares fits to the data for T>T,, T<T,
(high-density phase), and T < T, (low-density phase).
The data points on lines A and B designated by
crosses were taken at exactly the same optical ge-
ometry. The same is true of the measurements
denoted by open circles on lines A and C. The solid
circles on line A represent a different run in which
the scattering angle was reset as accurately as pos-
sible to 30.4°.

A word should be said concerning the method of
measuring I.. The total amount of light (7,,,) reach-
ing the photomultiplier at a given scattering angle
arises from three sources. These are scattering
from concentration fluctuations, density fluctua-
tions, and spurious scattering from the sample
tube. To obtain an estimate of these latter two
contributions, separate measurements were made
using samples cells which contained pure water and
pure phenol. To a first approximation, an appro-
priately weighted averaged of the light intensities

from these two samples should provide a measure
of the background, i.e.,

Iczltot _Cprhenol _(1 _Cc)Iwater .

Here, I heno and I, .. denote the light scattered by
the pure components. The method of background
correction which we have described fails to take
into account the fact that the pure phenol and pure

Pure Phenol - Water
400} 8 -30.4°
- é
200l ©,., /@
o
B /x/ o
> 100 o/ o/
B C /s /
> 60f / /
: %L
£ aof / ).
r-]
R N 4 /n
=’ 20+
- l/ ®
4 /
10 /D
6k ®
L /
a A
| @
/
2 1ol 11 Lol L1
06 | 2 4 6 10 20
|aT](°c)
FIG. 6. Temperature dependence of the reciprocal

light intensity at scattering angle 6 =30.4°, Curves A,
B, and C, respectively, correspond to T>T,, T<T,
(high-density phase), and T< T, (low-density phase).

water samples have a different optical match to the
sample cell than does the critical phenol-water mix-
ture. However, since the total background was only
7% of I, at even the smallest values of I,, the cor-
rection procedure was regarded as satisfactory.

Finally, there remains the problem of multiple
scattering. To minimize its effects, the measure-
ments were not carried very close to the critical
temperature. At the smallest value of (T - T,)
shown in Fig. 6, the incident beam attenuation was
15%. At(T-T,.)=1.5°C, multiple scattering was
negligible. By normalizing I.(T) to the transmitted
beam intensity as described above, correction was
automatically made for attenuation of the incident
and singly scattered beams. However, no correc-
tion was attempted to account for multiply scattered
light reaching the phototube. It should be noted that
discarding the data points in Fig. 6 for |T - T,|
<1.6 °C would not affect seriously the conclusions
drawn from the data.

The data in Fig. 6 yield the critical exponents y
and 7’ and the ratios R, shown in Table I. The fact
that the points in this figure fall on a straight line
confirms the earlier statement that the factor K2¢2
is much less than unity. This observation was fur-
ther corroborated by similar measurements carried
out above T, at 6=74.8°. Even at this large scat-
tering angle, In(7/I,) was proportional to In(7 - T,)
over the temperature interval 0.6 C°<T -T,< 20
C°. In addition, the value of ¥ obtained from this
plot agreed with that obtained at the smaller scat-
tering angle.
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C. Decay Rate Measurements

In a binary mixture, the inverse lifetime I of the
concentration fluctuations is expected to be given
by the equation?®> %

I'=DK%(1 + £2K?) ,

when K¢ < 1. In the above equation, D is the binary
diffusion coefficient and £ is a correlation range.
This range is not necessarily expected to have the
same value as its counterpart ¢ obtained from in-
tensity measurements. 3 Following Chu,*! we define
the exponent v - by the equation

Ep=tor (T -T,)7T (16)

According to the fluctuation dissipation theorem, the
diffusion constant D in (15) can be written as the
product of two factors, one of which is the thermo-
dynamic derivative (8u/9c)r and the other being the
time integral of a flux correlation function, ¥i.e.,

au ap ”
D= a*(——) ac (—— f T It +7))dT,
oc / 3C)T . (17

where J, is the flux of the component of concentra-
tion c. The temperature dependence of D is de-
scribed by the critical exponent v*, i.e.,

D“,T'Tc,.’* .

(15)

(18)

Since I;! is also proportional to (3u/3¢)y, from mea-
surements of both I, and the decay rate I', one may
determine the exponent which characterizes the
critical behavior of the dynamic factor a* alone.
The temperature dependence of this variable will
be discussed in Sec. IV A.

Measurements of the temperature variation of
T in phenol-water were made at the critical con-
centration c¢,. The following angles and tempera-
ture intervals were studied:

(a) T>T,, 6=33.0£0.5°, 0.1<(T-T,)<12C°;
(o) T>T,, 6=145.2+0.5°, 0.1< (T -T.)<2C";
(¢) T<T,, high-density phase (phenol-rich),
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FIG. 7. Temperature dependence of the decay rate T
at two scattering angles, both above and below the crit-
ical temperature.

6=33.0°,0.1< (T-T) <6C°;
(d) T<T,, low-density phase (sater-rich), 6=33.0°,
0.1< (T,-T)<3C°.

The maximum value of |T - T,| was limited by the
available intensity of the scattered light. The re-
sults are shown in Fig. 7, where log,(T./7) is
plotted against log,, /T —T,|. The corrected decay
rate T, in this graph takes into account the weak
concentration dependence of the index of refraction
in the two-phase region. This correction, which
is made to refer all data to the same value of K, is

— .2 2
I-‘c_no1-‘|-uea.~;ux-ed/" )

where n, is the refractive index of the critical mix-
ture above T.. To a sufficiently good approxima-
tion, n%=¢n? +(1 - ¢;)ni.*® The indices n, and
n, refer to the pure phenol and pure water, and ¢,
denotes the volume fraction of phenol in the phase
in question. The ratio nZ/»? varied by less than
10% over the temperature range covered.

The upward curvature at small (T - T,) in curves

TABLE I. Comparison of critical exponents and ratios measured in this work with similar measurements in two
simple fluids.
T>T, T<T, T<T,
Low-density phase High-density phase
¥ v* v y* Rp Ri/Rp v’ y* Rp R; Ri/Rd
Phenol- 1.32 0.68 1.36 0.68 2.29 .6 2.4 1.28 0.60 1.84 5.0 2.7
water (0.03) (0,03) (0.03)  (0.03) (0.13) (0.3) 0.4) (0.04) (0.02) 0.09) (0.3) 0.3)
CO, 1.26 0,73 1.1 0.66 1.99 4.4 2,21 0.72 1.93 4.4 2.28
(0.1) (0, 02) 0.4) (0. 05) (0, 23) (>0.30) (0, 05) (0.19) (?) (>0.25)
SFg 1.26 0.632 0.635
(0. 02) (0. 002) (0, 003)




3 LIGHT-SCATTERING MEASUREMENT OF CONCENTRATION - - 773

A and B is attributed to the Fixman (¢2K?) term in
Eq. (15). The data shown in Fig. 7 were analyzed
as follows: From the curves A and B, a rough val-
ue of &£ was extracted. This value of £ was used
in conjunction with Eq. (15) to obtain DK? for 6
=33.0°. Then a computer least-squares fit to the
data for DK? at 6=233.0° was made to the equation

*
DK%, 0= DoK33. (T - T,)" .

It can be seen that the three high-temperature
points on curve A fall slightly off the straight line
formed by the other points. It is not known whether
this is a real effect or an experimental error. In
the least-squares analysis, therefore, two fits were
made, one to all the data and the other to the data
excluding the three high-temperature points. The
first gave

DK%, o /m=(45124) (T =T,)" %5+ gec™! | (19)
and the second gave
DK2, o/m=(441£4) (T - T,)" 2+ gec-! | (20)

Finally, a three-parameter fit, with T, floating,
was made to the data excluding the three high-tem-
perature points, to check for possible error in the
measurement of T.. This yielded

DK%, o/n=(4405)
X[(T = T,)+(0.002+0.01)]*87+0-02 goc-t
(21)

i.e., the measured value of T, lies within the error
of the calculated value. Combining the results of
these three analyses, the data are certainly in
agreement with

’

DK%s.o/": (445:t 10) (T— Tc)o.eeto.os sec“ . (22)

The line in curve A is
I,/n=445(T - T ) sec™.

The data of curve B were analyzed using Egs. (15),
(16), and (22) to obtain the magnitude and approxi-
mate temperature dependence of £-. This analysis
gave the result

£r=(86+10) (T - T,) "TA,

with v.=0.58+0. 1.

The measurements at §=33.0°, T< T, (curves
C and D) give no evidence of upward curvature at
small T,- T although a small Fixman correction can
be noted at 6 =33.0°, T>T, (curve A). This re-
sult is not unexpected on theoretical grounds since
the correlation length ¢ is expected to be smaller
for T< T, than for T>T,. For instance, classical
theories predict £(AT)/£(~ AT)=v2. '3 If this
value of the ratio is appropriate for phenol-water,
the Fixman correction in Eq. (15) would cause, in

this experiment, an immeasurably small effect on
curves C and D.

Since the Fixman term is negligible below T,
the temperature dependence of T, is contained en-
tirely in the first term of Eq. (15). Analysis of the
data gives the following results: High-density phase
(phenol-rich, curve C):

T./7= (820 20) (T, - T)°8%02 gec-!; (23)
low-density phase (water-rich, curve D):

I'./m= (1020 + 30) (T, — T)°-%%*0+03 gec-!, (24)

The values of y* are displayed in Table I. Also
shown are the ratios R, defined in Eq. (1). These
ratios, which are obtained directly from Eqs. (22),
(23), and (24), are of physical interest only to the
degree to which they are independent of |ATI, i.e.,
if ¥* has the same value above and below T.. Since
this was not exactly the case, it must be stated that
the ratios in Table I were evaluated at |AT|=1°C,

D. Further Experimental Considerations

(a) Equilibration times. When the temperature
of the sample is changed, one must, of course,
wait for it to come to equilibrium at the new tem-
perature. For T>T, only heat transport is in-
volved in this equilibration process, and it was
found necessary to wait less than 1 h between mea-
surements at different temperatures. For T<T,,
the equilibration process after a.change of tempera-
ture involves mass transport across the phase
boundary as well as heat transport. It was found
that for phenol-water this process took as much as
8 or 10 h to complete. This meant that a maximum
of two data points could be taken per day, and col-
lection of data for T< T, was therefore tedious. To
check that this waiting period was long enough, the
points for T< T, at T,- T=2.0 °C were taken after
a four-day wait. It can be seen that these points
lie well on curves C and D of Fig. 7.

When taking data below T, the temperature was
always decreased, since in this case the mass
transport involved in the equilibration process was
aided rather than hindered by gravity.

(b) Heating of the sample by the laser. The
possibility that the laser beam might be causing an
appreciable rise in temperature in the sample was
checked by monitoring the scattered-light counting
rate immediately after unblocking the laser beam.
A decreasing counting rate was interpreted as in-
dicating heating, causing a decrease in the light-
scattering cross section of the mixture. Such heat-
ing was found for (T- T_)<0.5°C, where the cross
section is large enough that an appreciable fraction
of the incident light is scattered. When heating was
observed, the laser beam was attenuated by an ap-
propriate amount with filters.
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(c) Effect of multiple scattering on spectral
width measurements. It has been observed by sev-
eral authors that, while multiple scattering is dif-
ficult to correct for in intensity measurements, it
does not appear seriously to affect spectral width
measurements. Recently, Volochine and Berge®
have performed experiments which confirm that
the measured value of I' is independent of sample
cell size even when multiple scattering is present.
They give the following explanation for this result®:
Multiply scattered light arriving at the photodetec-
tor generally originates from a larger volume in
the sample than does singly scattered light. This
nteans that in most cases the coherence area for
multiple scattering can be expected to be consid-
erably smaller than the coherence area A for
singly scattered light, The result is that if one
uses a photodetector with aperture~A,, asisusu-
ally the case, the exposed photocathode area will
contain many multiple-scattering coherence areas.
Thus the photoelectrons arising from multiply
scattered light will be virtually uncorrelated in time
and, as with stray light, they will contribute only
to the first term of Eq. (8). Multiple scattering,
therefore, has no effect on the measurement of I
other than reducing the signal-to-noise ratio. Nev-
ertheless, we note that, in our experiment, multi-
ple scattering was negligible over most of the tem-
perature interval covered. To be precise, at T
-T,=0.1C°, the attenuation length of the incident
beam was about 1 cm, which was roughly the sam-
ple tube diameter.

(d) Effect of impurities. It has been noted in
Sec. ITA that the dominant impurity in the sample
was HgPO, and that its estimated concentration was
2-3x 102 wt%. To determine the effect of this im-
purity on the critical exponents and ratios, an ad-
ditional set of experiments was performed on a phe-
nol-water sample containing 5.7 wt% of HyPO,.
Though the results of this study have been reported
elsewhere, % we summarize them here. The im-
purity produced a large drop in the critical tem-
perature (~30 °C)and a slight change in the criti-
cal concentration of the phenol and water compo-
nents. It did not, however, change appreciably
either the critical exponents or R;. Only the pa-
rameter R; was different in this highly impure
system. The greatest change was in the high-den-
sity phase value of R; below T,. Here

R;(impure)=3.8+0.4,
as compared with R;=5.0+0. 3 in the pure system.
It thus appears that impurities in small amounts
do not appreciably alter the critical parameters
in this system.

IV. DISCUSSION
A. Critical Exponents
While the exponents ¥ and y* have been measured
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in a number of one- and two-component fluids
above the critical temperature, there exist very
few measurements in the two-phase region.% Our
intensity measurements below T, lead to values of
y’ (Table I) which are in good agreement with the
prediction of the 3-D lattice gas model, namely,
¥'=1.31+0.05.* The value of y, while in reason-
able agreement with the observations of others,

is slightly but significantly different from the 3-D
lattice gas value y=1. 25+0.003.

It has previously been noted that a measurement
of I' near T, provided a rough estimate of the im-
portant critical exponent v, which describes the
temperature dependence of the correlation length
&r. The value we obtain (v=0.58+0.1) is not in-
consistent with either the classical value, v=0.5
or the 3-D lattice gas value v=0. 64. *

We turn now to a discussion of the exponent y*.
The theory of Swift” predicts that the diffusion co-
efficient D should be given by D=D, T - T_|".
Thus, the values of y* appearing in Table I should
be compared with the theoretical values of v and
v’. It may be seen that they are in much better
agreement with the nonclassical values v=0, 64,
v'~0.67 than with classical values v=»'=0.5.*

Our values for y* can also be compared with the
results of similar experiments on other systems.
For T>T,, eight or ten such experiments have
now been performed, measuring either D in a lig-
uid mixture or the analogous thermal diffusivity
Xr in a pure fluid.*’ To our knowledge, only three
of these experiments include extensive measure-
ments in the two-phase region. These are the
present experiment, the work of Swinney and Cum-
mins*® on CO,, and the measurements of Bene-
dek'®'!® on SF,. With the exception of y*=1. 26 for
SFg above T, for which no theoretical explanation
has yet been given, all the experimental values of
y* lie in the range 0.60<y<0. 75.

It was noted in Sec. IIIC that D is the product
of a thermodynamic variable (8u/dc); and a dy-
namic variable a* and that by measuring both I,
and I', the temperature dependence of a* can be
determined. According to Egs. (12), (17), and
(18),

a*:D/(%)Ta(T—TC)-*, (25)

where y=y-y*. In a one-component fluid, the
analogs of D, (8u/dc)r, and a* are, respectively,
the thermal diffusivity, the inverse isothermal
compressibility k3!, and the thermal conductivity
A. From the data of Table I, it may be seen that
$=0.64+0.04 and §'=0.68+0.04. For many years
it was expected that a* and A should at most show
a weak divergence near the critical point. %7 More
recently, stronger divergences have been predict-
ed: Based on a classical van der Waal’s model,
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Fixman obtained ¥=9"=0.5.*® The nonclassical
calculations of Kadanoff and Swift lead to ¥= ¢’
~0,67.%7 Our values of § are clearly in better
agreement with the results of Kadanoff and Swift.

We conclude this section by drawing attention
to the slightly different temperature dependences
of both D and (9u/8c); in the two-phase region.
All current theories of critical phenomena predict
symmetrical behavior in the two-phase region. !
However, it is possible that the observed dissym-
metry is due to concentration-dependent effects,
which would vanish on close enough approach to
the critical temperature. For example, when T
<T,, we might assume that

D¥ =Dy(T, - T)" 1+ 8¢, (T)],
D* = Dy(T, - T)*[1+ 8¢, (T)].

Here D¥ and D' are the measured diffusion coef-
ficients on the high- and low-concentration sides
of the critical concentration. The term 6cy (T) and
8¢, (T) are regarded as temperature-dependent
corrections to the “true” diffusion coefficient
Dy(T,- T)"", and we therefore expect

dcy(T,)=06c,(T)=0.

In the immediate neighborhood of the critical point,
it seems reasonable to assume 6cy (T) = - ¢, (T),
whence

4(D¥ +D*)= Dy(T,- T)"".

It is interesting to note that if this average is per-
formed on the data of curves C and D of Fig. 7,
the results can be fitted to:

(/) = (920 + 25)(T, — T)%64%0-03 gec-t,

This value of ¥* includes our value of y*=0. 68
£0.03 for T>T, in its experimental error.

A similar dissymmetry between phases was ob-
serve;;i in the spectral-width measurements in
CO,.

B. Ratios

Possibly the most interesting result of this ex-
periment appears in a comparison of our measure-
ments of the ratios R;, R,, and R;/R, with the
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TABLE II. Expressions for the ratios R; and Rp in
one- and two-component systems.

System R, Rp Ry/Rp
8 8\ D(-AT) a*(AT)
Two component <§aAT/<aC r D@D a*(-AT)
¢ KF(=AT) xp(-AT) AAT)
One componen! k 7AT) Xp(AT) AAT)

work of others. These quantities, defined in Eq.
(1), may be expressed in terms of dynamic and
thermodynamic variables as shown in Table II,
All of the variables in Table II have already been
defined, and the relations which appear there fol-
low from Egs. (10), (15), and (17), assuming K¢,
KEp <1,

We first discuss the intensity ratio R;. In both
phenol-water and CO, this number is of the order
of 4 or 5%'*! and has the same value in both phases.
Values of R; around 4 have also been obtained for
He,* and Xe, *' and methanol-cyclohexane, #2143
Classical theories give R;=2, whereas the 3-D
lattice gas model predicts R;=5.2+0.5, the exact
theoretical result depending on the lattice used for
the calculation. The number quoted here repre-
sents an average for simple cubic, fce, and bee
lattices.*

Turning now to R, it is seen from Table I that
this parameter is approximately 2 in both CO, and
phenol-water. Perhaps even more interesting is
the near equality of R;/R, in these two systems.
Since this ratio involves only time integrals of
correlation functions [see Eq. (17)], it may be more
amenable to calculation then the directly measur-
able quantity R,. As yet however, there exists
no theoretical prediction of either of these quan-
tities. It is obvious that more experimental work
must be done to determine if similar results are
found in other systems,
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The ground-state energy of a system of hard-sphere bosons of diameter o is calculated by a
variational method using a Jastrow wave-function for the fluid phase and a “localized” Jastrow
times a Gaussian wave function for the solid phase. The transition densities are pg;,34=0.23
+0, 02 particles/o® and pgy44=0.25+0. 02 particles/o.

A well-known peculiarity of liquid helium at very
low temperature is that the density at which it
crystallizes is more than twice as small as the
crystallization density of the heavier inert gases;
the crystallization density of helium-4 (Ref. 1) at
0°K, expressed in units of particles/o® (where o

is the diameter of the Lennard-Jones 12-6 poten-
tial?) is 0. 425 and that of helium-3 (Ref. 3) is
0.385. On the other hand, the reduced density of,
say, argon at the triple point is 0.84. This pecu-
liarity can be accounted for, at least qualitatively,
by the large zero-point motion of the helium atoms.



