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Experimental Rate Coefficients for Collisional Excitation of Lithiumlike Ionss
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Collisional excitation rates in N v, 0 vz, and Ne vzxz havebeen derived from absolute line
intensities emitted by these ions in a well-diagnosed plasma. The plasma was produced in a
8-pinch device, and several plasma conditions were investigated. The electron density and

temperature were obtained as a function of radius and time from the spectrum of scattered
laser light. The experimental results are compared with Bely's calculations using the Coulomb-
Born approximation. Although the maximum error of the individual rate coefficients is a fac-
tor of 2, the standard deviation of the experimentalvalues fromthe theoretical ones is less than
30% for excitation to the n = 2 and n =3 levels and less than 40% for excitation to the 4s level.
The rates to the 4p and 4d levels are on the average -60% of the theoretical ones.

I. INTRODUCTION

Excitation-rate coefficients for ions of the lithium
isoelectronic sequence are of considerable impor-
tance in the spectroscopy of laboratory as well as
astrophysical plasmas. In 1963 Heroux'~ showed
that the intensity ratio of the 2s-2P and 2s-3P
transitions in the same lithiumlike ion allows a
unique determination of the electron temperature
as long as the plasma is optically thin and colli-
sional depopulation can be neglected. Under these
conditions the absolute intensities of the lines are
controlled by collisional population rates from the
ground state. In the laboratory this technique has
been applied to numerous plasmas. Hinteregger
et al. ~ used it to obtain temperatures from solar
emission lines. Lines of lithiumlike ions are quite
prominent in the solar spectrum, and their absolute
intensities are conveniently used to deduce relative
abundances of the various species.

The study of lithiumlike ions is further intriguing
from a theoretical point of view. Their simple
electronic structure renders them amenable to
rather detailed calculations (see Sec. II). A com-
parison of theoretical and experimental data is thus
possible.

Direct measurements of the electron-impact ex-
citation cross sections for multiply ionized atoms
are very difficult. However, it is quite possible
to measure the rate coefficients (i. e. , the product
of cross section and initial electron velocity aver-
aged over the electron-velocity distribution func-
tion) in transient plasmas. ' Atoms of interest
are introduced into a well-diagnosed plasma and
absolute line intensities are then interpreted in
terms of desired rate coefficients.

II. THEORY

A. Principle of the Measurements

In a plasma which is optically thin with respect

to the line radiation of interest, the emission co-
efficient of a spectral line arising from a sponta-
neous transition between bound levels P and q is
given, per unit volume and per steradian, by

e(q, P) = (4v) '»(q, P)A(q, P)N(p)

where v(q, P) is the fre(luency of the emitted radi-
ation, A(q, P) is the atomic transition probability,
and N(P) is the population density of the upper
level. At low electron densities N (i. e. , neglecting
cascading), the steady-state population'0 of the
excited levels is determined by a balance between
the sum of collisional excitation rates into that
state and the sum of all spontaneous radiative decay
rates. Lithiumlike ions have the further advantage
that they have no metastable levels; at low electron
densities, excitation occurs thus mainly from the
ground state g, and the emission coefficient may
be written

~(s, ()= 4
' &(q, p) Z A(~, p))4m r&p

+ NX(P g)N(g )

where X(P,g) is the rate coefficient for excitation
from the ground state.

In the actual experiment the determination of the
ground-state population N(g) of the ion of interest
poses a most serious problem. At present there
exists no direct way for its determination. The
method usually employed, therefore, is to add the
atoms of interest in small quantities to the filling
gas and to assume that the mixing ratio and com-
position do not change during the discharge. One
further has to know the fraction which is in the
appropriate ionization stage. In steady-state plas-
mas this fraction can be calculated using the coro-
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nal-equilibrium relationship. While the distribu-
tion of the ions in this model is independent of the
electron density, it depends strongly on the magni-
tude of the collisional ionization and the radiative
recombination coefficients. Unf ortunately, these
are not known with sufficient accuracy. However,
in transient hot plasmas the degree of ionization
lags behind the coronal-equilibrium situation: Each
ion goes through successive ionization stages with
a lifetime in each stage determined only by the
ionization rates. (Recombination rates are usually
very much smaller. ) The rate equations governing
the population in the various ionization stages are
thus very much simplified.

Using the experimentally obtained electron tem-
perature and density time histories, these equations
can be solved numerically. It turns out that the
peak population in each ionization stage depends
less critically on the accurate value of the ioniza-
tion rates than in the equilibrium situation. Thus
estimates of the ground-state populations of the
various ions are found with sufficient accuracy.
With the emission coefficient e(q, P) measured ex-
perimentally, Eq. (2) yields then the desired rate
coefficient at the temperature existing in the plasma.

B. Theoretical Rate Coefficients for Excitation

Where no specific calculations are available the
cross sections and rate coefficients for excitation
of allowed dipole transitions are usually derived
using the well-known g approximation of Seaton"
and Van Regemorter. ' They used the Bethe-Born
approximation in the calculation of the cross sec-
tions, substituting, however, an effective Gaunt
factor I which they determined empirically from
all available cross-section data. In this approxi-
mation the rate coefficient can be written

bidden) monopole or quadrupole transitions, a cor-
responding approximate formula does not exist. An

order of magnitude estimate can be obtained through
the collision strength (see, e. g. , Refs. 13 and 16).

Recently, cross sections have been calculated
specifically for ions of the lithium-isoelectronic
sequence. Burke et al. ' computed the excitation
cross sections corresponding to the array 2s, 2P,
3s, 3P, 3d in N v using both the Coulomb-Born and
the close-coupling methods, while Bely did the
calculations for the transitions 2s ns, 2s-np, and
2s-nd as well as 2P-ns, 2P-nP, and 2P-nd for
Bert, Nv, Nevrrr, and for a hydrogenic ion with
an infinite nuclear charge using only the Coulomb-
Born approximation. The conclusions and results
of both calculations are essentially the same, where
they overlap. Bely's results are given in a form
convenient for extrapolation to other ions and higher
principal quantum numbers, so they will be used in
the following. He was able to fit the computed cross
sections to an analytical form; this allows a con-
venient integration over the velocity distribution in
order to obtain the rate coefficients. Figure 1
shows these rate coefficients for the excitation from
the ground state to the 2P, 3P, and 4P levels in N v,
Ovr, and Nevrrr. Figure 2 compares the 2s-3s,
2s-3P, and 2s-3d excitation rates for Nv and Ne
vm. At low electron temperatures (near threshold),
the quadrupole and monopole excitation are found
to be much larger than the dipole excitation. At
higher temperatures all excitation rates are, rough-
ly speaking, comparable, though the quadrupole
transition remains the strongest one. According

IO

(c-s O~ NNX

Ne 2m

(3)

where f~, is the absorption oscillator strength, 4E
the energy difference between levels P and q, and
kT the electron temperature, both measured in elec-
tron volts. The effective Gaunt factor (g) averaged
over a Maxwellian velocity distr'ibution is given in
Ref. 12 and can also be found in Ref. 13. Seaton
and Van Regemorter's g is a function only of E,/nE,
where E& is the energy of the incident electrons.
When deriving g from the quasiclassical line-broad-
ening theory, Griem'~ suggested an additional de-
pendence on two parameters, namely, the Coulomb
parameter and the relative size of the dipole ma-
trix elements. This dependence, ho~ever, is weak.
Work along similar lines has also been done by
Roberts.

For the collisional excitation by (optically for-
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FIG. 1. Excitation-rate coefficients, after Bely, as
a function of electron temperature for the transitions
2s np with n=2, 3, 4 in Nv, 0 vi, and Ne vnz.
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crease linearly, "which excludes nonlinear wall ef-
fects .The C v 2271-A line viewed radially at the
midplane of the coil was used again as the monitor
of the plasma conditions.

Several discharge conditions were investigated.
They were obtained by varying the energy stored
in the main bank, the filling pressure, the magni-
tude of the bias magnetic field, and the time be-
tween the beginning of the preheater discharge and
the ignition of the main bank.

B. Determination of Plasma Parameters

lOO

~e tft eV

FIG. 2. Excitation-rate coefficients, after Bely, as
a function of electron temperature for the transitions
2g 3l Wth l =s,p, d in N v and Ne vm.

to the author' ' the values shown in the curves
above should be good to about 20% for the 2s-2p
transitions and to better than 50% for all the other
transitions. We should mention, however, that the
author calculated the cross sections only to five and
ten times the threshold energy, respectively, so
that the excitation coefficients (Figs. 1 and 2) at
high temperatures depend somewhat on the analyti-
cal form of the cross section adopted by Bely, '8

which is correct only for dipole transitions. Fur-
ther, it is interesting to note that by far the strong-
est rates in lithiumlike ions are those for the 2P-
nd transitions.

III. EXPERIMENT

A. Apparatus

The plasma used for these experiments was pro-
duced in a 8-pinch machine described in detail else-
where. ' The measurements being discussed were
done mainly with an energy of 15 kJ stored in the
main bank, although some results were also obtained
with the original 9-kJ version. The energy in the
preheater was slightly increased; also increased
was the damping of the preheater discharge in order
that the main discharge could be fired 15 p, sec after
the preheater. The filling gas was always hydrogen,
and the elements of interest (nitrogen, oxygen, and
neon) were added in small quantities ( & 1%). As
pointed out in Sec. I, one basic assumption for our
measurements is that the mixing ratio does not
change during the discharge. This assumption is
supported by the fact that, when adding known
amounts of the impurities, hne intensities observed
from various ioni2', att. on stages were found to in-

The electron density and temperature were de-
rived as functions of radius and time from the
analysis of laser Eight scattered by the plasma. A

general description of this technique can be found,
e. g. , in Ref. 23. The specific setup is identical
to that used in Ref. 9, and the whole experimental
arrangement can be seen in Fig. 3. Laser head
and multichannel detection system are mounted on
a common carriage, thus permitting easy scanning
of the scattering volume along a diameter of the
plasma column in the midplane of the coil. Results
for two cases are shown in Refs. 9 and 24. For
quantitative spectroscopic observations one needs
the length of the hot plasma core. This was deter-
mined by observing the C v 2271-A line through
equidistant holes in the coil. The length changed
with time, and at the time of maximum compression
it varied between 8 and 15 cxn for the different dis-
charge conditions.

C. Absolute Sensitivity Calibration of Two Vacuum
Ultraviolet Monochromators

The lines of interest from lithiumlike iona are in
the vacuum uv wavelength region. Two monochro-
mators were used for their measurement: A 2-m
grazing-incidence instrument (1200 lines per mm
and a, grazing-incidence angle of 86') covered the
wavelength region from 60-600 A, while a normal
incidence instrument of the Seya-Namioka-type
mount was used for the wavelength region above
400 A.

The most serious problem connected with the
measurement of absolute line intensities in the vac-
uum uv region is that no reliable radiation standards
are available. We employed, therefore, the
"branching-ratio technique, "which was developed
by Griffin and McWhirter and by Hinnov and Hof-
mann. This technique is based on the observation
of spectral Iines in the vacuum uv and the visible
regions, both of which originate from the same up-
per level and neither of which is affected by self-
absorption. The intensity ratio (in photon units) of
the two lines is then sixupEy given by the ratio of the
respective transition probabilities. The method can
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TABLE I. Line pairs for branching-ratio calibration.

(a)
(b)
(c)
(d)

(e)
(f)

(g)
|h)
(i)
(~)

Ion

C rv

N v
0 vz

Ne vrrz

0 v
He rr
He zr

H

C rzr

Her
H

312.4
209.3
150.1
88. I

172.2
1215
1085
1026
574. 3
515.6
972. 5

Transition

2s Si/2 3p Pf/2, 3/2

i/2 3p Pi/2, 3/2
2 2

2s Si/2 —3p'Pf/2 3/2
2s Sf /2

—3p Pf/p 3/2
2 2

2s2fS- 2s3pfP
n 2 —4
n: 2 —5

Lg
2pf PO 3gfD

1s S-5p P

5802
4620
3811
2860
5114
4686
3203
6563
5696
3614
4861

Transition

3s Si/2- 3p'P3/2
3s Sf/2 3p Pi/2
3s Sf/2 —3p P3/2
»'si(2- sp'pji~
2s3s S —2s3p P
n: 3 —4
n: 3 —5
H~
3pP —3d D
2s S-5p P
Hg

charge tube, and we will comment on the difficulties
encountered for each line pair. The calibration us-
ing the He rr line pairs is, in principle, straight-
forward. For best results we produced a hot
plasma with the main bank using an initial filling
pressure of VO-mTorr He. However, attention has
to be paid to the fact that the strong He rr L line
(304 A) in fourth order, as well as spurious amounts
of hydrogen (L line), can obscure the He u line at
1215 A. At 1085 A we also have the resonance lines
of Nrr. ; spurious amounts of N rr can thus falsify the
result. We therefore always crosschecked the Nrr
contribution by comparison with another line at
916 A of the same multiplet.

The Lz Hline pair-in hydrogen [Table I, line
(h)] has to be used with caution because it is nearly
impossible to produce a plasma in the laboratory
where L~ is not affected by self-absorption, at least
in cooler outer regions. The technique usually em-
ployed is, therefore, to decrease the density as far
as possible and to extrapolate to the absorption-free
limit. " This, however, can still be afflicted with
relatively large uncertainties, and since it is also
difficult to produce plasmas of sufficiently low den-
sity in a 8 pinch, we modified the method and went
to the other extreme. Using a helium-hydrogen
mixture (95% helium, 5% hydrogen) at 2 Torr we
produced a plasma having an electron density N= 2
&&10' cm . Both lines are now very broad, and
their shape is determined by the Stark effect and by
self-absorption. The self- absorption, however,
affects the line profiles only in the center and not
on the wings. Theoretical line profiles for hydro-
gen are known now to a high accuracy, ' and a
comparison of the intensities on the wings of the
two lines can thus easily be related to the ratio of
their total intensities. (Note that the intensity ra-
tio of the wings should be of even higher accuracy
than the individual line profiles, since uncertainties
in the profiles due to approximations in their cal-
culation will tend to cancel in the ratio. ) The maxi-
mum error in the absolute calibration for these 3
points will be 20% or less.

The Crrr line pair poses no experimental problem
at low electron densities. Here the drawback is, at
present, the large uncertainty in the theoretical
transition probabilities. 2' The He z [Table I, line

(j)] and H [Table I, line (k)] line pairs again will be
influenced by self-absorption since both short-wave-
length lines go to the ground state. For the L„-Hfj
ratio we used only the preheater discharge, de-
creased the density as much as possible, and extra-
polated to zero density; in the case of the He r line pair
we used a hot plasma (10-mTorr He filling pres-
sure) at early times of the discharge. Due to Dop-
pler shift and Doppler broadening, the reabsorption
of the uv line in the cooler outer region should be
thus decreased.

Three of the calibrations [Table I, lines (1)-(k)]
could be afflicted, as discussed, with relatively
large uncertainties. A higher degree of accuracy,
however, is suggested by the following fact: If we
take the known transmission curve of the mono-
chromator' and assume constant quantum efficiency
for the scintillator (P-terphenyl), we obtain a rela-
tive sensitivity curve which can be scaled to fit the
obtained absolute calibration points. The maximum
deviation of all six points from this sensitivity curve
is found to be 30%, and this covers the wavelength
region from 515-1215 A.

D. Experunental Results

Table II shows the emission coefficients of the
resonance lines obtained for the different ions under
the various discharge conditions. The emission
coefficients are given for each line at the time of
their peak intensity and are reduced to an impurity
concentration of 1%, relative to the electron density
N. (The actual quantity obtained is the intensity
of the lines in W/cm sr; it was divided by the
length of the plasma column. ) The 2s S-2p P
transitions of the lithiumlike ions pose some diffi-
culties inasmuch as they easily become optically
thick. The line intensities were measured, there-
fore, for various impurity concentrations between
0. 1 and 1.0% and were extrapolated, where neces-
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Ion

Ne vxxx

0vx
Nv

Transition

2s S —2p P3]2 112
197
236
73

185
306
460
118

770.4

2s S-2p Pai2 1032
2s S-2p Pg]2 3(2 1240

TABLE II. 2s S- 2p P radiative

A. (L) e(W/cm sr)

transitions.

~ (cm'i

4.5 x10i
6.4 x10is
6.9 x10"
2. 8 x10"
3.8 x10i5
4.9 x10"
6 ~ 2 x10
2.8 x].0~5

T (eV)

260
165
125
215
210
145
110
215

46
55
56
45
44
44
46
44

sary, to the absorption-free limit. There mere no
problems for N v and Ne vuz, and the necessary
corrections were usually less than 10%. For Ovz,
however, the situation was different. Oxygen is a
natural contaminant in our plasma. Its concentra-
tion varies between 1.5 and 3% for the different
discharge conditions; the resonance line of Ovx

mas influenced, therefore, by seU-absorption al-
ready mithout any addition of oxygen. Although the
values obtained are less reliable, attempts were
made to correct for the optical thickness theoreti-
cally.

As suggested in Ref. 8, a uniform plasma column
much longer than its diameter may be considered
as having a constant source function over the length
viewed for the line radiation of interest. (ln other
words, this approximation assumes that the popula-
tion of the upper level of the line of interest is no-
where substantially influenced by reabsorption of
the line. ) For this case the equation of radiative
transfer can be solved and the spectral intensity of
a line can be expressed in terms of the optical
depth. Lines in high-temperature plasmas usually
are broadened only by Doppler effect, which is
shown experimentally by measuring the line profiles
of appropriate lines. In this case the source func-
tion is even frequency independent, and the solution
can be integrated and the total line intensity ex-
pressed in terms of the source function and optical
depth &0 at the center of the Doppler-broadened
line. If one compares this intensity with the inten-
sity obtained if no absorption took place, the cor-
rection factor for the line intensity due to absorp-
tion is obtained. This factor is solely a function
of the optical depth at the line center, and it is tab-
ulated in Ref. 35. The optical depth at the line cen-
ter can readily be calculated for our plasma condi-
tions [see Ref. 32, Eqs. (8)-(14)]. The tempera-
ture of the Ovr ionswas taken to be equal to the mea-
sured temperature of the C v ions. In Table II me
quote only the final value obtained mith the lowest
electron density; the correction which had to be ap-
plied in this case was 15%.

The fifth and sixth column of Table II give the
electron density and temperature (for the same
time); the last column shows the corresponding

IV. INTERPRETATION AND DISCUSSION

A. Population Densities of Excited Levels

In the low-density limit the excitation-rate co-
efficients could now be calculated from the mea-
sured quantities using Eq. (2). However, at our
electron densities this limit will not hold for all

TABLE III. Radiative transitions from n = 3 levels.

&(W/cm3 sr}

Ion 2s-3p 2p-3s 2p-3d N(cm3) T(eV) p(%)

Nevxxx 37 28 64
75 53 151

118 81 183

4.5x10"
6.4 x10'5
6.9x10i5

260 46
165 55
125 56

0vx 30 24 87 5.Ox10 5 260 45

Nv 45 22
75 32

124 46

87
165
279

3.8x10"
4. 9 x10&5

6.2 x10&5

210 44
145 44
110 46

relative concentration P of the atom in the particu-
lar ionization stage obtained by solving the coupled
rate equations using a computer program and
matching calculated and observed time histories
of spectral lines. Due to changing density and tem-
perature, the time of the peak intensity of a line
does not always coincide with that of the peak con-
centration of the ion.

At low impurity concentrations the two compo-
nents of the doublet always show a 2: 1 intensity ra-
tio which corresponds to a population of the 2P~I'

levels according to their statistical weights. For
Ovr, however, this was not the case, the ratio be-
ing smaller. This can be understood readily since
the stronger line is much more influenced by self-
absorption than the weaker one.

Tables III and IV give the corresponding results
for lines from n =3 and n =4 levels, respectively.
The fine-structure lines were not resolved, so the
emission coefficient of the doublet is quoted. We
also give the results for one oxygen case only, since
at higher electron densities even the 3P-2s and
3d- 2P transitions were influenced by self-absorp-
tion.
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TABLE IV. Radiative transitions from m=4 levels.

&(Vf/cznesr)

Ion 2s-4p 2p-4s

Ne vzzz 6. 5
8.2

13.5

4. 2

11.0
12.8

2p-4d

7.4
13.5
20. 4

N(cm )

4.5 x10~5

6.4x10"
6.9 x10"

r(ev) pg)
260 46
165 55
125 56

Ovz 6.4 2. 5 9.2 5. 0 x 10&5 260 45

Nv 4. 6
7.7

10, 9

2. 8
4
5.3

13.S
19.4
33

3.8xlp»
4. 9xlp»
6.2 xlp'~

210 44
145 44
110 46

cases. At higher electron densities the population
of the low-lying 2P level becomes considerable and
thus also the excitation of higher levels from this
2P level. As a first step we calculate, therefore,
the population densities N(p) of all excited states
from the measured emission coefficients using Eq.
(1) and the transition probabilities as given in Ref s.
29 and 36. These population densities of the ex-
cited states are then compared with the total concen-
tration N&, & of each ionization stage as obtained from
the solution of the rate equations. We have N~,
= I PN, since P is expressed in percent in Tables
II-IV; the emission coefficients were reduced to
an impurity concentration of 1% relative to the elec-
tron density N.

One obtains that the population of the 2P level is
considerable. It varies from - I% for Ne vm to
-40% for Nv for the highest-density case. . The
population of all s = 3 levels is lower than 0. 01%
for Ne vm and around 0. 1% for the Nv case men-
tioned above. The total population of all n = 4 lev-
els, finaLly, is about a factor of 3 below that of the
n = 3 levels. In the analysis of the emission coeffi-
cients it is justified, therefore, to neglect all ions
in higher excited states, i. e. , we assume that only
the ground and the 2P P states are significantly pop-
ulated.

B. Excitation to the 2p Level

In a first approx~~ation we make the assumption
that the population of the RP P level is determined
by a balance between collisional excitation from the
ground state and radiative decay and collisional de-
excitation to the ground state. The deexcitation
rate is deduced from the excitation rate using the
principle of detailed balance, X(2P - 2s) = 3X(2s - 2P).
The rate coefficient can be derived then from the
population of the 2P level and is given by

X(2s- 2P) = [N(2P)/N]A/[p10-'N-$N(2p)] . (4)

When considering the population of the n = 3 and
e =4 levels the situation becomes more complicated
insofar as at highgr electron densities not only a
strong population via the 2psP state occurs, but also
the collisional rates between levels of the same
principal quantum number become comparable to
or even larger than the radiative rates: The levels
wouM be populated then according to their statisti-
cal weights, and no individual excitation rates can
be deduced any more.

We consider first the high-density Nv case. The
cross sections for collisional transitions between
the n = 3 levels have been calculated by Burke et
a/. ' We average these cross sections over the
Maxwellian velocity distribution and compare these
rates with the radiative transition probabilities '
from the n = 3 levels. We find that the level most
severely influenced by n = 3 collisional transitions
is the 3s level, the 3s 3P transition being 22% of

TABLE V. 2s 2p excitation-rate coefficients.

Ion T (eV) Measured

X (2s 2p) {cmssec ~)

Seaton,
RegemorterBely

Ne vzzz 260 1.0 x 10
165 p. 7 x 10-
125 0.7 xlp

1.2 xlp-s
1.3 xlp-'
1.4 x lp"s

O. 6 x 1O-'

0. 6 x10-'
0.6 x 10-s

terms in the rate equation for the population of the

2P level which we have to compare with each other
as well as with the other rates used above. The
cascading contribution is readily obtained from the
measured emission coefficients. We consider only

cascading from the n = 3 levels, the cascading con-
tribution from the n = 4 levels being found to be
smaller by a factor of -10.

For Ne vru the depopulation of the 2P level by
further excitation is found to be about one-half the
rate for collisional deexcitation to the ground state
and only a few percent of the radiative decay rate.
(Cross sections as given by Belyso were used for
these estimates. ) The population of the 2P level by
cascading is less than 10% of the collisional excita-
tion rate. Since, furthermore, both additional rates
enter with opposite signs into the rate equation, they
tend to cancel, and the total error introduced by
neglecting them will be - 5%. Although -40% of the
Nv iona are in the 2P P state of Nv in the high-
density case, the error introduced by neglecting
cascading and further excitation is found to be - 5%

also in this case.

C. Excitation to n = 3 Levels

The results obtained are given in Table V. In order
to justify this assumption we also consider, as a
second step, the depopulation of the 2P level by fur-
ther excitation as well as a population by cascading
from higher levels. This results in two additional

Ovz

Nv 215
21Q
145
110

3.Sx 10
3.6xlp
4.0x10
4.1x10

215 2.5 x1{} 2.2x 1p-s

3.1 xlp-s
3.2 x 1Q"

3.4xl0 s

3.7xlp

1.2xlp-s

1.8xlp '
1.8 xlp-s
1.9 xlp
1.9 x10
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X(2s-3s)= V. 1x10"
X(2s - Sp) = 5. 6 x 10 ",

X(2p-Ss)=1.6x10 ",
X(2p Sp) = 10.6 x 10 io,

X(2s-3d)=14. SxlQ '0, X(2p-M)=49. 4x10 i~,

and from the experiment one obtains

N(2s)= 1.VSx10 cm, N(2p)= 1.OVx 10 cm

Theoretically, one obtains, in this case, that the
population via the 2P level is 13% for the 3s level,
53% for the 3P level, and even SV% for the 3d level.
(The corresponding values for Ne vxu, T, = 260 eV,
and N=4. Sx10 5 cm~, are 1%, 6%, and 16%, re-
spectively. ) For all cases and ions it is thus pos-
sib1.e to derive the 2s 3s excitation rate directly
from the corresponding emission coefficient using,
for example, Eq. (2); this is also still possible
(with a small correction) for the rates to the Sp and
3d levels of Ne vrrr. However, for Nv one obtains,
for 3p and 3d, only rates averaged over the 2s and
2p levels.

For all theoretical excitation cross sections the
Coulomb-Born approximation was used. ~ Since
our average kinetic energies are at least three
times above threshold, the relative magnitude of
the theoretical cross sections from the 2s and 2P
levels to the same upper level should be very reli-
abl, even if the absolute values show larger un-
certainties; approximations should influence both
cross sections in the same vray and will tend to
cancel in the ratio. We accept, therefore, the the-
oretical ratio 8 of the two excitation rates (which
is a function af T) af Refs. 1S-20 and use it in the
analysis of the data, i.e. , we substitute X(2P- 3l )
=RX(2s - 3l) in Eq. (5). Table VI ahem the rate

the radiative decay. More than one-half of this
population loss, however, is offset by collisional
transitions in the opposite direction, so that the
net drain of the 3s level by collisions to the 3P lev-
el is about 10% only. Similarly, the population of
the 3d level occurs to about 10% through collisions
from the 3P level. The population of the 3P level
is practically not influenced by these collisions,
the drain to the 3d level being nearly offset by the
gain from the 3s level. For the lower electron
densities the collisions between the n = 3 levels be-
come even less important. Naturally they can be
neglected for higher Z ions, O vr and Ne vur in our
cases.

Very important, however, is the excitation of the
n = 3 levels via the 2P level. The steady-state pop-
ulation of any level is given now by

N(3l )A~N(2s )NX(2s Sl ) +N(2P)NX(2P 3l ) . (5)

We consider again, at first, the high-density Nv
case (T,= IIO eV, N= S. 2x10" cm~). Theoretical
calculations~s yield for the rate coefficients (in
units cms sec ')

coefficients thus obtained. They again are com-
pared with the theoretical values. (For 0vi the
population of the 2P level was calculated using the
theoretical rate since the resonance line was op-
tically thick for the case quoted. )

In the final evaluation of the rate coefficients
also the cascading contributions from the n = 4
levels as derived from measured hne intensities
were taken into account. (For Nv they were, for
example, 4$ for the 3s level, V% for the Sp level,
and - V% for the 3d level, where the cascading from
the 4f level could only be estimated. )

D. Excitation to n = 4 Levels

Collisions within the n= 4 levels will influence the
respective population densities more severely than
within the n= 3 levels. No theoretical calculations
are availaMe at present. Classical scaling suggests
that the rates are larger by a factor of -3 com-
pared to those within the n= 3 levels. Since the ra-
diative rates are smaller by a factor of ™2,the
ratios of collisional n= 4 transitions to radiative
decay rates are larger by a factor of - 6, as com-
pared to the respective ratios for the n= 3 levels.
Individual excitation rates could thus be off by up
to - 50% in the high-density Nv case. However,
these collisions still do not dominate the population
densities, which can be seen from the experimen-
tally obtained values. In the collision-dominated
case one would find N(4s): N(4p): N(4d) = 1:3: 5.
Table VII shows the rate coefficients derived in the
way as discussed in Sec. IVC. A 10% correction
for cascading was applied in all cases.

E. Estimate of Accuracy

The maximum error for the individual rate co-
efficients is estimated to be a factor of 2 for exci-
tation to the n = 2 and n= 3 levels, and less than a
factor of 2. 5 for excitation to the n=4 levels. The
larger error in the latter cases is essentially due
to the uncertainty in the collisional mixing of the
n= 4 levels.

Though all individual measurements are of re1-
atively high accuracy, the large error in the final
value of an individual rate coefficient is simply a
consequence of the number of measurements which
have to be done and of the assumptions needed for
the evaluation. The uncertainty in the calibration
of the grazing-incidence instrument is about 2(y)0,
of the Seya-Namioka monochromator about 30%.
The electron density is estimated to be accurate to
about 10%, the electron temperature to 10%, the
length of the plasma column to 10', the total con-
centration of the iona to 10$, the computed value
p of the concentration of the ion in the specific ion-
L~~~ion stage to 10% the uncertainty introduced by
optical-depth effects is about 5%, and that caused
by insufficient correction for cascading from higher
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TABLE VI. Excitation-rate coefficients to n = 3 levels.

Ion

Ne vxxx

0vr

Bate coefficient (cxn sec )

X(2s- as)

X(2s 3P)

X(2s —3d)

X(2s-3s)
X{2s 3P) = 0.94X(2P-3P)
X'(2s —3d) = 0.33X(2p 3d)

X(2s-3s)

X(2s 3P)= 0.53X{2P 3P)
= O. 6CX(2P- 3P)
= O. V9X(2P-3P)

X(2s 3d)= 0.30X(2p 3d)
=O. 3OX(2p-3d)
= 0.29X(2p 3d)

T (eV)

125
165
260

125
165
260

125
165
260

260
260
260

110
145
210

110
145
210

110
145
210

Measured

1.9 x lO-"
l.6 x 10-1o

2.0 x 1O-"

2. O x lO-"
1 5xlO-"
1.9 x 10

3.4 x 10-1o

3.5xlo
3.4x 10

3.0xlo
2.5xlo '0

5.3 x lO-"

6.6xlo
6.7xlp 10

7.6 x 10 10

6.3xlp 1

7.0 x 10-10

V. V xlO-"

1.2 x lo-'
1.3 x lO-'

1.2 xlo-'

Bely

1.6 x 10-
1.9xlo
2.0 x 10-'

l.3 xlO-"
1.6 xlo
2. 2xlp"

3.3xlp "
c.p xlo-
4.4xlO-"

4.3 x 10
5.2 x 10
9.5 x 10

7.1 xlo "
7.1xlp
6.8 x 10-1o

5.6 x 10
6.5 x 10"
V. 5 xlp-"

1.5 x 10"9

1.5xlo 9

1.5xlQ 9

levels about 10%. The errors caused by collisional
mixing of the upper levels will be about 10% for the
n= 3 levels and less than 50/g for the n= 4 levels.

For Ovx the total error will be somewhat larger
since 0vx is a natural contaminant of relatively
large concentrations in our plasmas. The uncer-
tainty in the correction for optical depth is esti-

mated to be 1ess than 10% for the 0 vt values quoted.
Other 0vi values obtained with higher electron
densities were omitted from the tables since the
resonance line was inQuenced too strongly by self-
absorption. Due to the large natural concentration
of oxygen, the uncertainty in the oxygen concentra-
tion is somewhat larger and is estimated to 257'.

TABLE VII. Excitation-rate coefficients to n = 4 levels.

Ion

Ne vxxx

0 vr

Bate Coefficient (cm sec )

X(2s 4s)

X(2s -cp)

X(2s cd)

X{2s 4s)
X{2s 4p) = X(2p Cp)
X(2s- Cd) = 0.32X(2P-cd)

X(2s 4s)

X(2s 4p) = 0.68X'(2p 4p)
= O. VSX(2P -4P)
= 0.95X(2p-4p)

X(2s 4d) = 0.33X(2p 4d)
= 0.32X(2p 4d)
= O. 31X(2g -4d)

~(eV)

125
165
260
125
165
260
125
165
260

260
260
26Q

110
145
210

110
145
210

110
145
210

Measured

3.V.1O-«

3.V.1O-«

3.5 x 10-«
2.5 xlO-«
2.0 xlo
3.5 xlo
3.5 xlp
2.8 xlQ
4.p xlp-«

3.3 xlp-«
5.2xlp-«
5.5 xlO-«

0.8 x 10-"
l. 1 xlp
1.0 xlp 1

O. 63 x lp-10

0.8x 10-1o

p. 9x 1Q

5 x lp-10

1 5 x 1Q-10

2.0 xlo

Bely

2.3 x lp-«
2.8xlo 1

3.4xlo "
2.7xlp "
3.7 xlo-«

x]0-11

4. 2 xlp-«
5.3 x lp-«
6.6 xlp-«

7.5 xlO-«
13 xlp «
16 xlo «

1.2 x 10-1o

1.2 x 10-1o

1.2x 10-"

1.6xlp 10

1.9xlQ 10

2.2xlo-"
2.4 xlp
2.5xlO-"
2.6 xlo
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V. SUMMARY

Excitation-rate coefficients for lithiumlike ions
are derived from absolute line intensities emitted
by suitable ions in well-diagnosed plasmas. The
results are compared with calculations using the
Coulomb-Born approximation. The maximum ex-
perimental error of the individual rate coefficient
is a factor of 2. However, the mean error will be
smaller, and if one calculates the standard deviation
of the experimental values from the theoretical ones
averaged over Nv, Ovr, and Nevrrr, one obtains
a deviation of less than 30%%uo for excitation to the
n = 2 and n =3 levels and less than 4(Pq for excitation
to the 4s level. The rates for excitation to the 4P
and 4d levels, however, are consistently about 4(P/o

below the theoretical ones. This discrepancy can-
not be caused by further excitation or ionization.
The ionization rate is estimated, for example, to
be less than Sfp of the radiative decay rate.

After completion of this work a paper by Boland
et al. ' appeared on measurements of excitation

rates for N v. The technique used is essentially
identical to the one employed in this paper. The
experiments were done on a large plasma device
known as ZETA, where the electron density is
- 10' cm . The excitation-rate coefficient is
obtained for five transitions in Nv at one tempera-
ture (T, =20eV). The final results are also in
agreement with the theory within the experimental
uncertainty. Both experiments thus support the
theoretical calculations obtained in the Coulomb-
Born approximation.
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