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We consider systems described by nonlinear stochastic differential equations with multiplicative

noise. We study the relaxation time of the steady-state correlation function as a function of noise

parameters. We consider the white- and nonwhite-noise case for a prototype model for which nu-

merical data are available. We discuss the validity of analytical approximation schemes. For the
white-noise case we discuss the results of a projector-operator technique. This discussion allows us

to give a generalization of the method to the non-white-noise case. Within this generalization, we

account for the growth of the relaxation time as a function of the correlation time of the noise. This
behavior is traced back to the existence of a non-Markovian term in the equation for the correlation
function.

I. INTRODUCTION q(t) =U(q(t))+g(q(t))g(t),

Recent interest in multiplicative stochastic process-
es' ' has been motivated by the study of instabilities in
nonequilibrium systems with state-dependent fluctuations.
Optical systems are a typical example in which these fluc-
tuations are relevant. ' ' ' These general type of systems
are usually described by stochastic differential equations
(SDE) with a multiplicative noise term. The origin of this
noise term can be either the existence of intrinsic fluctua-
tions or a way of modeling fluctuations in a control pa-
rameter of the system. An important quantity to charac-
terize the behavior of these systems is the correlation
function in a nonequilibrium steady state and the associat-
ed relaxation time T. In this paper we discuss the depen-
dence of this relaxation time on the noise parameters. It is
generally assumed that the noise term can be well
represented by a Gaussian white noise. The white-noise
assumption has been eliminated in several stud-
ies. ' ' ' ' ' A characteristic behavior of the correlation
function in a dye-laser system has been recently explained
in terms of a nonwhite noise. ' For a particular prototype
model first studied by Stratonovich' and lately by many
others' "" the relaxation time has been calculated
both for the white and nonwhite cases by means of a nu-
merical simulation of the SDE in Ref. 1. The purpose of
this paper is to account for these numerical results
through an analytical calculation of T. For the white-
noise case we discuss the validity of already known ap-
proximation schemes. For the non-white-noise case we
present an approximation scheme to calculate T that
reproduces the main features of the numerical data. We
do not know of any other explicit calculation of T for a
nonlinear SDE with nonwhite noise. (For linear problems
see Refs. 18 and 19.)

We will consider the following SDE for a relevant mac-
roscopic variable q:

where U(q) and g(q) are general nonlinear functions of q
and g(t) is the random force which we take to be an
Ornstein-Uhlenbeck process: a Gaussian noise with zero
mean and correlation function

(g(t)g(t') ) =—exp (1.2)

The parameter D measures the noise intensity and ~ is the
correlation time of the noise. The white-noise limit is ob-
tained by taking v~0 with D fixed:

(1.3)

The particular model that we will consider'
is given by (1.1) with

u(q) =aq —q (1.4)

(1.5}

This model has a deterministic instability point at @=0.
In this paper we set +=1 so that we are always beyond
the instability point. In the case of additive fluctuations
[g(q}=const] it corresponds to a bistable situation. In
our case the rnultiplicative fluctuations imply the ex-
istence of a boundary at q =0 which destroys the bistable
character of the stationary distribution. The conditions
for the existence of a stationary distribution for a general
model of the form (1.1) in the white-noise limit are given,
for example, in Ref. 20. These conditions are satisfied for
the prototype model of (1.4) and (1.5), and its stationary
distribution is"
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P,„(q)=2
1/2D

I —1 1 ( —1+1/D)

+exp — q
1

= lim (5q(t+s)5q(t) ), (1.7)

5q(t)=q(t) (q(t)) .—

The relaxation time is defined by

T= f dsC (s),

where C (s) is a normalized correlation function

Co( )
C(s)

((5q)').,

(1.8)

(1.10)

We note that in our parametrization of the SDE, D and
r are the only independent parameters left in the model.
We want precisely to study the dependence of T on D and

From the numerical simulation in Ref. 1 it is known
that for the model of (1.4) and (1.5) there exists a slowing
down phenomenon in the sense that T increases monotoni-
cally both as a function of D and r. To give an analytical
discussion of this behavior we consider separately the
white- and non-white-noise cases. In the first case the
problem is Markovian. The special difficulty of the
second case is due to the non-Markovian character of
q(t). ' The retardation in the decay of fluctuations when
D increases already exists in the white-noise limit. This
effect is due to the multiplicative character of the noise:
increasing the Qolsc 1ntcns1ty has RIl oppos1tc cffcct to thRt
for the additive noise case. This can be understood in
terms of a noise-dependent potential as explained below.
Tile slow111g dow11 as a f1111ct1011 of r 1s of a d1ffe1'eIlt

physical nature and it is clearly associated with memory
effects present in a non-Markovian dynamics. A slowing
down of th1s sort also cx1sts 1Q 11IlcaI' pI'occsscs with. Rdd1-

tive or multiplicative nonwhite noise. For the general
case (1.1) and also for our particular model of (1.4) and
(1.5) this effect is mixed with the problem of nonlineari-
ties.

%e discuss the white-noise case in Sec. II. The model
of (1.4) and (1.5) has been already studied in this case by
Fujisaka and Grossman using a projector-operator

This distribution is discussed in detail in Ref. 17. For
D ~ 1 it has a single maximum at a finite value of q and

P„(q =0)=0. For D ~ 1 the single maximum is at q =0
where P„(q =0)= oo. For any D, P„(q +oo)—~0. The
properties of the stationary distribution of the model of
(1.4) and (1.5) when v&0 have been studied analytically
and numerically in Ref. 1. The main difference with the
white-noise limit is the appearance for D & 1 of a new rel-
ative maximum of P„(q) when r increases from zero.
This maximum becomes preponderant as ~—+ ao.

For a general model for which a stationary state exists,
the stationary correlation function is defined by

C(s) = (5q(t+s )5q(t) )„

II. WHITE NOISE

In this section we discuss approximation methods that
have bccn proposed to calculate thc I'claxatloIl time 1Q thc
white-noise case (1.3). These methods will be one of our
essential ingredients in the calculation for r&0 of Sec. III.
In the white-noise case the process (1.1) is completely
described by the associated Fokker-Planck equation for
the probability density P(q, t):

P(q, t) =LP(q, t—), (2.1)

L = — U(q)+D g(q) g(q) .8 8 8
(2.2)

Bg Bg Bg

The operator L determines the dynamics of the process.
In terms of the adjoint operator L of (2.2) the correlation
function (1.7) is

C(s) = f dq P„(q)5q exp(L ts )5q, (2.3)

where P„(q) is the stationary solution of (2.1). The I.a-
place transform of C (s) [defined in (1.10)] is

C (w)= f ds exp( —ws)C (s)

1

(5q
i
5q)

(2 4)

method leading to a continued-fraction expansion (see also
Ref. 8). This method is a generalization of the well-
known Zwanzig-Mori formalism ' to nonequilibrium
systclTls whose dynam1cal cvolutlon 1s glvcQ by R Fokkcf-
Planck operator. From a truncation in first order of the
continued-fraction expansion it follows that T grows with
D for small D passing through a maximum at D=0.3 and
becoming a decreasing function of D for larger D. This
behavior is in disagreement with the numerical simulation
of Ref. 1. We discuss this calculation in the light of the
numerical results and also of the knowledge of the exact
spectrum of the associated eigenvalue problem. We give
an interpretation of the general scheme used in Ref. 7 in
connection with a decoupling ansatz of Stratonovich. '

The exact value of T to order D, in an expansion of T in
powers of D, is recovered from the first-order truncation
of the continued-fraction expansion. We also show that a
higher-order approximation in the continued-fraction ex-
pansion extends the range of values of D for which a qual-
itative agreement with the numerical simulation exists.
This discussion allows us to introduce the basic ideas used
in the calculation for the non-white-noise case. Such a
calculation is presented in Sec. III. %C introduce a gen-
eralization for nonwhite noise of the scheme used in Ref.
7. This generalization accounts for the main effects of be-

ing x&0. The main difference in the value of T with
respect to the white-noise case is traced back to the ex-
istence of a term of non-Markovian origin in the equation
for the correlation function. This term produces a shift of
order r of the value of T as D~O. For D&0 this effect
can be disentangled from other contributions which ap-
pear due to the nonlinear character of the problem.
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C (w)=[w+y —K (w)] (2.7)

where the scalar product (3
~

8) in (2.4) is defined by

(A
~
8)= f dq I'„(q)A (q)8(q) = (AB )„. (2.5)

From (2.4) it is possible to obtain a continued-fraction ex-
pansion for C (w). The method used to obtain such an
expansion has been reviewed elsewhere. ' ' We summa-
rize here the main steps and results. The basic idea of the
method is to identify 5q as the relevant slow variable. The
nonlinear dynamics is taken into account through memory
terms in the evolution of 5q, which represent the effect of
the remaining fast variables. This idea is put into practice
by introducing a projector operator P which projects on
the subspace associated with the variable 6q:

I' = 1 —Q =
~
5q )

— (5q
~

.1

(5q i
5q)

(2.6)

A formal manipulation of the resolvent (w —Lt) ' in
(2.4) with the projector operators I' and Q leads to

The physical contents of (2.7) are better understood invert-
ing the Laplace transform:

o o o
S

C (s)= —y C (s)+ ds'E (s')C (s —s') .
8$ 0

(2.10)

The effect of the Q subspace on the dynamics of 5q is con-
tained in the memory kernel E (s'). The nonlinearity of
the problem is now hidden in IC (s'). For a linear problem
there is no contribution from the g subspace and then
E (s)=0. If the memory effects are completely neglected
in (2. 10), C (s) relaxes exponentially with a correlation
time T=(y')-'.

C (s)=exp( —y s) . (2.11)

In order to take into account the memory effects one can
now consider QL 5q as a slow variable in Q s ace. Since
E (w) has the same formal structure for QL 5q as does
C (w) for 5q, we can proceed as above introducing a pro-
jector operator

where

y (w)= (Lt5q
~

5q)—/(5q
~
5q),

r

&o(w)= t QL 5q QL 5q
w —QL'Q

(2.8)

(2.9)
!

I', =g —g, =
~
gL'5q), , (gI. '5q

~

.
1

(QLt5q
I
QLt5q)

(2.12)

We can select again the slow variable in the Q~ subspace
by means of another projector operator.

I'z=gi —Q2=
I QiL QL'5q) t g t t (QiL QL 5q I

1

(Q&L QL 5q
~
Q~L QL 5q)

Iterating this procedure we arrive at a continued-fraction expansion for C (w):

(2.13)

C (w)= w+y— (2.14)

m+y —.2

where

y'= (L tgL t5q
~

QL—t5q)/(QL t6q
~
QL t6q),

y = (L tg i L QL t—5q i Q i L tQL t5q ) /( g &
L tQL t5q

~
Q i L ~QL t5q ),

E, =(QLt5q
~

QLt5q)/(5q
~
5q),

E2 ——(Q~L QL 5q
~
Q~L QL 5q)/(QL 5q

~
QL, "5q) .

(2.15)

(2.16)

(2.17)

(2.18)

Truncating this expansion in a first approximation by set-
ting K2 ——0 we obtain a correlation function C (s) given
by a superposition of two exponentials:

T=C (w=0)= y—
4 ~ ~

(2.22)

C (t) =(1—5)exp( —I,t)+5 exp( —I 2t), (2.19)

I i,2= —'[y'+y'+[(y' —y')'+4&i j'"I
1 I6=

(2.20)

(2.21)

The parameter 5 measures the importance of the memory
effects. A value of 6 close to 1 indicates that a truncation
at the lowest order (A ~

——0) is reliable.
From Eq. (2.14) we obtain a continued-fraction expan-

sion for the relaxation time (1.9),

Before applying this calculational scheme to the model de-
fined by (1.4) and (1.5) we wish to analyze the relation be-
tween (2.14) and an approximation proposed by Stratono-
vich. ' This approximation will be used in Sec. III as a
first step in the understanding of the non-white-noise
problem. To the best of our knowledge, Stratonovich was
the first author who tried to calculate the correlation
function C (s) for the model of (1.4) and (1.5). His calcu-
lation was based on a decoupling ansatz for the hierarchy
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(2.23)
I

of equations for the correlation function. The first of
these equations is, for a general L,

d
ds

(q(t +s)q(t) )„=( [Ltq(t+s )]q(t) )„.
The right-hand side (rhs) of (2.23) contains, in general,
correlation functions of the form (q"(t+s)q(t))„. Stra-
tonovich made the assumption that

C„'( )=(&q"(r+ )q(r)). —(q"), (q). )&((q"+'). —&q"). (q). }

decays in the same way as C (s). The ansatz consists,
then, in replacing C„(s) by C (s) in the rhs of (2.23). For
a general case the decoupling ansatz can be written as

([L q(r+s)]q(i) ) —&L tq(r) ) &q(r) )
( [L tq(t)]q(t) ) —(L tq(t) ) (q(t) )

(q(r+s)q(t) ) —(q(r) )'
(q'(r) ) —(q(r) )'

In the stationary state, in which we are interested,
(L q(t)) =(q(t)) =0. Equation (2.24) is an identity for
s =0 and leads to a linear dynamics in the sense that
(2.23) with (2.24) becomes a linear equation for
(q(t+s)q(t))„. The solution of this linear equation gives
precisely (2.11}. The zeroth-order approximation of (2.14)
can then be interpreted as a linearization given by the an-
satz (2.24). In the same way, the time constants y', y, . . .
can be identified as inverse relaxation times of the correla-
tion functions of QLf5q, Q&LtQL 5q, . . . calculated by
linearizing through a Stratonovich-like ansatz the equa-
tions they satisfy. This is equivalent to neglect memory
effects at each step of the continued-fraction expansion
calculation. As a consequence we can interpret a trunca-
tion of the continued-fraction expansion (2.14) at some
step n as given by a decoupling ansatz on the correspond-
ing Q„subspace. This truncation is reliable whenever
y" &&E„+i/y" +'. This will always occur if y" +' is suffi-
ciently large, which means a small linearized relaxation
time at the n + 1 step; that is, a fast variable in the n + 1

projection.
It is, finally, interesting to note that the ansatz (2.24) in

the steady state corresponds to the following approxima-
tion for the stationary joint probability density of the pro-
cess P„(q,t +s;q', t ):

P„(q,t+s;q', t)

=P„(q)P„(q')

T '=2 —,D—+O(D ) . (2.27)

This result will be compared with (2.22).
The zeroth-order approximation of (2.22) gives, for (1.4)

and (1.5),

p DT —y— 2
1 —&q)„

(2.28)

This is shown in Fig. I. It shows a monotonic increase
with D in disagreement with the numerical simulation.
Nevertheless, the limiting value for small D,
limD~T =2, is in agreement with (2.27) and with the
simulation.

The first-order approximation of (2.22) gives

(2.29)

where

2D+ 5D

1 —(q ),',
1

(2+ 5D —y')

(2.30)

X[4+38D+61D y(4+10D—)+(y ) ] . (2.31)

Z. 4 -t'
~ ~

~ ~

+

~ ~

~ ~

~ ~

The value of T ' [Eq. (2.29)] is also shown in Fig. 1. It is
seen that for small D, T ' decreases with D in agreement
with the simulation. The expansion of (2.29) to first order
in D agrees with the exact result (2.27). The correlation

(5q(r+s}5q(r) )„
X l+ z 5q(t+s)5q(t) . (2 25)

((5q)'),',

(q
n ) (2D )

n /21 —i

2D 2D 2
(2.26)

For this model, the eigenvalue spectrum of (2.2) is exactly
known. With the use of this spectrum the relaxation
time can be explicitly calculated for small values of D.
We have (see the Appendix)

We now consider the particular model of (1.4) and (1.5).
The stationary moments needed to calculate (2.8) and
(2.15)—(2.18) can be obtained from (1.6):

0. 4

FIG. 1. Inverse of the relaxation time vs the noise intensity
for different values of the correlation time of the noise. Aster-
isks and circles correspond to the numerical simulation of Ref. 1

for ~=0 and 3, respectively. Analytical results are shown as

follows. ~, white noise (~=0) in zeroth-order approximation
(2.28); ——,white noise (r=0) in first-order approximation
(2.29); and ( ), white noise (~=0) in second-order approxi-
mation. The other two continuous lines correspond to (3.24)
with v=0, 1; 3 as indicated.
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function corresponding to (2.29) is given by (2.19). The
dominant term in (2.19) is the second exponential
5 exp( —I 2t). I 2

' gives a characteristic time of decay of
the correlation function. Nevertheless, to obtain the
correct relaxation time to order D [Eq. (2.27)] it is neces-
sary to consider the contribution from the two exponen-
tials in (2.19). If the term (1—5)exp( —I it) is neglected,
the inverse correlation time is identified with I 2, which
for small D is

I =2 4D—+0(D ) . (2.32)

This value of I 2 coincides with the smallest nonvanishing
eigenvalue of the Fokker-Planck equation (2.1) (see the
Appendix). Therefore, the identification of T with the
smallest eigenvalue is only correct in the limit D =0.

The inverse relaxation time T ' obtained from (2.29)
goes through a minimum as a function of D, for D=0.3,
and grows with D for larger D (Fig. 1). This is in
disagreement with the numerical simulation of Ref. 1. To
elucidate the usefulness of the general scheme we have
computed the second-order approximation of (2.22). The
result is also shown in Fig. 1. It gives a fair agreement
with the simulation up to D=0.4. It gives a larger range
of values of D for which T grows with D. We then con-
clude that the expansion (2.22) is useful to calculate T for
small D but it becomes of limited practical use for larger
values of D, probably due to the important effect of the
continuous part of the eigenvalue spectrum of (2.1). The
asymptotic value of T as D~ao can also be calculated
from the eigenvalue spectrum. In the Appendix we obtain
that

T '~ +0(D ')—as D~oo .

It is, finally, interesting to discuss the differences of our
multiplicative white-noise model of (1.4) and (1.5) with the
corresponding additive model with the same u(q) and
g(q)=1. In this case the model represents the over-
damped motion of a Brownian particle of position q in a
symmetric double-well potential. In this bistable situation
the relaxation of a fluctuation implies an equilibration
process between the population of the two wells. There-
fore, the relaxation time is related to the escape time of
one of the wells. For small noise intensity the escape
time is given by the inverse of the lowest nonvanishing
eigenvalue of the Fokker-Planck operator (2.2),
A,

&

'-e' . For small noise intensity the relaxation time
T is also essentially given by A,

&
. This can be checked ex-

plicitly for a rectangular double-well potential for which
the eigenfunctions and eigenvalues of L are exactly
known. ' Therefore, for additive fluctuations T~ ~ as
D~0 and for small D, T decreases with D. In the case of
rnultiplicative fluctuations we have seen that T has a finite
value as D —+0 and that T increases with D. These two
differences can be understood from a physical and intui-
tive point of view. The divergence of T as D~0 is due in
the additive case to the impossibility of escaping from one
of the wells in the absence of fluctuations. For multiplica-
tive fluctuations there is a boundary at q =0 which cannot
be crossed by the stochastic trajectories. As a conse-
quence, only one of the two wells is accessible and the re-

laxation time has an asymptotic finite value as D~O. In
the additive noise case a large fluctuation, in which the
process overcomes the energy barrier at q=0, becomes
more probable when D increases and therefore T de-
creases. A heuristic argument to understand the slowing
down for the multiplicative case can be given rewriting
(1.6) in terms of a noise modified potential V(q, D):

]./2D

P,,(q) =2
2D

1 V(q, D)
2D D

(2.34)

In the additive case (besides modifications of the normali-
zation factor) V would be a symmetric double-well poten-
tial independent of D. In the multiplicative case V(q, D)
has a single minimum which becomes less pronounced as
D increases. This implies a slower relaxation analogous to
the slowing down which exists for additive noise and fixed
value of D in a single-well potential when the pump pa-
rameter goes to zero [a & 0 and going to zero in (1.4)]. At
D =1 the minimum of V(q, D) reaches the boundary at
q =0 and the slowing down phenomenon becomes less im-
portant, with T going to an asymptotic constant value in-
dependent of D.

III. ORNSTEIN-UHLENBECK NOISE

P(q, t) =L(~)P(q,—t),
Bt

where

L(~)= — u(q)+D g(q) h (q),
a a

Bq Bq Bq

(3.1)

(3.2)

In the case in which g(t) is the Ornstein-Uhlenbeck pro-
cess (1.2), the problem becomes non-Markovian. This
non-Markovian behavior is due to the fact that g(t) has a
slower time evolution than in the white-noise case and the
random values of g(t) at different times are correlated. As
a consequence g(t) evolves in less-random trajectories and
there are memory effects in the evolution of the process
q(t). The memory effects clearly cause the slowing down
phenomenon observed in the numerical simulation of Ref.
1 (see Fig. 1) when r increases from its zero value in the
white-noise limit. It is important to note that an increase
of the relaxation time with respect to its white-noise limit
also exists for simpler non-Markovian processes as for ex-
ample a linear process [u(q) = —aq] with additive noise. '

Here we want to discuss by means of an explicit calcula-
tion of T how this effect is modified in the presence of
nonlinearities and multiplicative noise. The calculational
scheme of Sec. II cannot be directly applied to a non-
Markovian problem. We first propose a generalization of
that scheme for the general model (1.1). The exact equa-
tions satisfied by the probability density and the correla-
tion function are not known. For a small value of the
correlation time of the noise w, approximate equations can
be obtained by a systematic expansion in powers of ~. For
the probability density and to first order in ~ the equation
satisfied by the probability density has been derived in
Ref. 1. This equation is
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= & [L (~)q(r+s)]q(t) &.,
+D exp( s/~)( —g( q(t +s))h(q(t) })„. (3.4)

h(q) =g(q) 1+~g(q)
U(q)

g(q)
(3.3)

Due to the fact that the process is non-Markovian, the
joint probability distribution P2(q, t;q't') does not satisfy
(3.1) and L(r) does not determine the evolution of the
correlation function. To first order in ~ the equation
satisfied by the correlation function has been derived in
Refs. 19 and 30 in different contexts:

(q(t +s)q(t) )„

The correlation function cannot be expressed in the form
(2.3) due to the existence of the second term in the rhs of
(3.4). It will be shown below that the slowing down
phenomenon as a function of w is mainly due to the ex-
istence of this term which disappears in the white-noise
limit (r-+0).

As a first step toward understanding the problem we
consider the limit as D —+0. From the discussion in Sec.
II we expect that an extension of Stratonovich's ansatz
should give a correct result: We use (2.24) with L re-
placed by Lt(r) to linearize the first term in the rhs of
(3.4). The resulting equation can be formally integrated to
give

C(s) =exp
( [L t(~)5q]5q )„s

z s ((5q} )„+J ds'exp
(5q)

([L'(~}5q]5q)„
(s —s') D exp ——(g(q(t+s')}h(q(t)) )„.

By successive partial integration in the second term in the rhs of (3.5) we obtain

( [L t(~)5q]5q )„z ( [L t(r)5q]5q ),iC(s)=exp, s ((5q)')„+D~exp, s (g'(q)), t
(5q)2 „ (5q)' „

(3.5)

Drexp( —s/~)(g(q(t—+s))g(q(t)))8t+O(r ), (3.6)

where to lowest order in r we have replaced h (q) by g (q).
The relaxation time T to order r is obtained from (3.6) as

+O(+)([Lt(r)5q]5q)„((5q) )„

=[y'(r)] ' I+rD, +O(H),
&g'(q) &„

((5q) ),t

where [y (r)] ' is the time constant defined in (2.8) for
the white-noise case but now calculated with L, replaced

by L (~). In this limit of D~O we observe that the effect
of having a correlation time v+0 is twofold. First, the

change in the evolution operator for the probabihty densi-

ty produces a replacement of Lt by Lt(r). Second, there

is a new contribution proportional to ~ which has its ori-

gin in the second term of the rhs of (3A). We note that

the last term in the rhs of (3.6) does not contribute to T in

order ~. Because of this fact, (3.7} is also obtained if a
Stratonovich-like ansatz is made for the last term in (3.4)
or if in lowest order r we directly set

e p( —s/ )&g(q(r+ )}h(q(r)) &„=e p( —s/ )&g'(q)&.,
(3.8)

This approximation is valid because, for small ~, and due

to the exponential factor, the main contribution of this
term is for s=0.

The expression for the relaxation time T, Eq. (3.7), can

be further simplified: The evolution equation for ((5q) )
can be written from (3.1) as

Therefore, in the stationary state & fL t(~)5q]5q )„=—D (g(q) h (q) )„and

((5q)')„
D(g(q)h(q))„

Substituting (3.10) in (3.7) we obtain

r =[y0(~)]-'+~+O(H) .

(3.10)

(3.11)

+ &q"+')'„~ + —(q"+'),', ', (3.12)

where &q &,t are the moments in the white-noise case,
given in (2.26). With these values

y (r)=2+D( —,
' —9~)+O(H, D )

and from (3.11)
7 (D =0)= —,

' +~+0(H) . (3.14)

(3.13)

As D~O, [y (~)] ' is expected to be independent of ~.
In this asymptotic limit (3.11) implies a simple shift of or-
der r of the value of T with respect to the white-noise lim-
it. This shift comes entirely from the last term in the rhs
of (3.4). It implies a slowing down for D —+0 which has
the same origin as that for a simple linear non-Markovian
process: It is a pure non-Markovian effect.

For the particular model of (1.4) and (1.5), the station-
ary moments are calculated from the stationary solution
of (3.1)

( «) ( «)0 1
1+2D

dt
— ((5q)'& =2([Lt(~)5q(t}]5q(t) &

+2D (g(q(t) )h (q(i) ) ) (3.9)

fhc shift of thc value of T at D =0 is cxpjkicitlg scen hclc
and it is in agreement with the numerical simulation of
Ref. 1.
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We now extend the general result (3.7) for values of
D&0 going beyond the approximation of Stratonovich.
We will see that the basic structure of (3.7) regarding the
effect of r&0 remains valid for D&0. With the same ar-
gument as that in (3.8) we make in (3.4) the approximation

exp( —sir)(g(q(t+s))h(q(t)) )„
&g'(q) &„

=exp( —slr), (5q(t+s )5q(t) )„((5q)')„
with (3.15) Eq. (3.4) can be rewritten as

(3.15)

&g'(q) &„C(s)= I (e)+Dexp( —sls) s 6q)t+s) qq)t))e.S (3.16)

Defining the operator

&g'(q))„
W(s) =L(r) +D exp( sl—r) 2

and integrating (3.16) we have

(3.17)

I

We have applied the formula (3.21) to the model of (1A)
and (1.5) in the first-order approximation (K2 ——0). From
the discussion of the white-noise case we expect good re-
sults of this approximation for small enough values of D.
We obtain

C(s)= f dqP„(q)5q exp f ds'Wt(s') 5q

D&g'(q) &.~=exp —7'
2 [exp( —s /r) —1]

((5q)').,

X f dq P„(q)5q exp[L (r)s]5q . (3.18)

Ki (r)=9D(1—2r)+0(r, D ),
Ei (r) 9D

(1—2r)+O(r', D') .
y'( ) 4

The expansion of (3.21) to first order in D gives

T= , +r+D( —„+——', r)+O(r', D') .

(3.22)

(3.23)

(3.24)

Expanding the exponential prefactor to order r and defin-
ing

C(s)= f dqP„(q)5qexp[L (r)s]5q

we obtain

(3.19)

C(s) = 1+rD 2 [1—exp( —s/r)] C(s)+O(r ) .
(g'(q) &.,

(3.20)

Comparing (3.19) with (2.3) we see that C(s) is the corre-
lation function of a Markovian process with Fokker-
Planck operator L(r). Therefore, the relaxation time T of
C(s) is given by (2.22) using Lt(r) instead of Lt. Then
from (3.20) we obtain

For r=0, (3.24) reduces to (2.27). The term proportional
to Dr originates from the r dependence of L (r) in Eq.
(3.4) and also from the second term in the rhs of (3.4).
This result, in addition to the r dependence of (3.14), iden-
tifies the last term in (3.4) as crucial for the understanding
of T when r&0. In Fig. 1 we have plotted (3.24) for

Our result accounts qualitatively for the slow-

ing down observed in the numerical simulation of Ref. 1

when increasing D or ~. We have also included in Fig. 1

the available numerical data for r= —,'. A detailed com-
parison does not seem to be completely justified for this
value of r. Nevertheless, we note that from (3.24) we ob-
tain T '(D=O, r= —,)=1.2 which is in good agreement
with the simulation.
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T=T 1+rD +O(r )
(5q )
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&g'(q) &„1+rD, +O(r'),
(5q)

(3.21)

We acknowledge helpful discussions with S. Grossman,
P. Grigolini, and F. Marchesoni. We also acknowledge
partial financial support from the CIRIT (Barcelona).

APPENDIX

For the model of (1A) and (1.5) in the white-noise case
the correlation function can be exactly written as '

where y'(r)+i(r), . . . are defined as y (r) in (3.7), that is,
by (2.8) and (2.15)—(2.18) with L replaced by L (r). The
stationary moments in (3.21) are calculated from (3.12).
As we anticipated, (3.21) has the same structure as (3.7).
The two different effects of r discussed in (3.7) are the
ones that appear in (3.21). The term explicitly proportion-
al to r is the same as that in (3.7) but [y (r)] ' is now re-
placed by T. The contribution rD(g (q))„l((5q) )„ap-
pears disentangled from the other contributions. It comes
from the last term in the rhs of (3.4) and it is the only r-
dependent contribution that exists for a linear process. T
is calculated as in the white-noise case, now using L (7)
instead of L (r=O).

n0

(q(s)q (0) )„=g a„exp( —iL„s )
n=0

k(x) = +4Dx1
(A3)

and

+ f dx 2xa(x)exp[ —))),(x)s], (Al)

where the eigenvalue spectrum is

X„=2n —4n D, n ( =no1

4D
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4D 1 I'( —n+ ,' —+1/2D)I'(n+1/2D)
n!I (1/2D)1 ( n—+1+1/2D)

D sinh(277x) ~

I (ix —1/4D)l (ix+ +1/4D)1 (ix+ +1/4D)
~

3 I (1/2D)
(A5)

For very small D, no +op—and only the discrete part of the
spectrum will contribute, so that

g a„/A, „
a=1

~

I (ix+ —,
'

)
~

1I LX-
4D

cosh' '

2 2

(Al 1)

ai/A, i+a2/A2T= +O(D') .
a&+a2

(A7)

The explicit values of ai and a2 necessary to evaluate T in
first order in D are, from (A4),

ai ———+O(D ),D
2

(A8)

n=1

From (A4) it is easy to see that for small D, a„-D".
Neglecting terms of order D, (A6) reduces to

7TX

(1+x242D2) sinh(trx)
(A12)

x exp[ —A, (x)s]
c ohstr(xi+4 x D )

(A13)
After lengthy but straightforward algebra and taking

the limit D —+ 00, we arrive at

With (All) and (A12) the correlation function (Al) is
expressed as

4Dr'( —1/4D) f-„
I (1/2D)

a2 ——,'D +O(D—). (A9) f ds C(s)=2 I dy +0
o P (1+y2)2

Equation (2.27) is obtained from (A7)—(A9) and (A2).
In the limit, D +ac, no~—0, and the continuous part of

the spectrum contributes in the calculation of T.
The integral in (Al) is evaluated in this limit using the

following approximations:
The value of ((5q ) )„is obtained from (2.26):

(A14)

1 1r Ex+ —+
D~ oo

and"

~I'(ix+ —,
'

) (A10)
((Sq)')„=1+O— (A15)

Finally, substituting (A14) and (A15) in (1.9) and (1.10) we
obtain the asymptotic value (2.33) for T.
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