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We calculate the activation rates of metastable states of general one-dimensional Markov jump
processes by calculating mean first-passage times. We employ methods of singular perturbation
theory to derive expressions for these rates, utilizing the full Kramers-Moyal expansions for the for-
ward and backward operators in the master equation. We discuss various boundary conditions for
the first-passage-time problem, and present some examples. We also discuss the validity of various
diffusion approximations to the master equation, and their limitations.

I. INTRODUCTION

Transitions between metastable states of physical sys-
tems described by Markov jump processes have been of
continuing interest for many years.!™1> The decay rates
or mean lifetimes of these metastable states have attracted
much attention because they represent important quanti-
ties such as dissociation rates or other activation rates.
The calculation of these rates for Markov jump process
has been based on the analysis of master equations. The
general discrete time Markov jump process {x,} is
described by

Xpp1=%Xn+€Ey , (1.1

where £, is a sequence of independent random variables,
and €€, represents the jump size. The conditional jump
density, which we assume to be stationary, is given by

Prob(é, =z | x,=x)=w(z,x) , (1.2)
and whose moments are given by
mx)= [~ zhw(zxdz (k=1,2,...). (1.3)

P(x,y,n + 1)‘“1’ (x.’y,n)=L;PE f_mw[l?(x’y ——ez,n)w (Z,y “62)"P (x,y,n)w (Z’y)]dz .

The small parameter € typically represents the ratio of the
mean jump size to the system size. For example e=1/Q
were () is the total number of states.> A metastable state
for the process {x,} at x =0 with domain of attraction
[ — A4,B] exists in the drift

mix)= [ zw(zx)dz (1.4)
satisfies m ;(0)=0 and
xm(x)<0 forxe(—A4,B), A,B>0, x£0. (1.5)

Outside the interval [ — A4, B], the drift carries the process
away from the metastable state x =0. We assume the pro-
cess hits the boundary in finite time, with probability one.
Various types of boundaries may be considered. For ex-
ample, (i) noncharacteristic boundary points B, i.e.,
m(B)£0, and (ii) characteristic boundary points, i.e.,
m(B)=0. We will consider problems with one boundary
point which is absorbing (characteristic or noncharacteris-
tic), and the other which is either absorbing, reflecting or
is partially absorbing (i.e., sticky). We refer to the latter
case as type (iii) (see, e.g., Secs. IV and V). The transition
density function

p(x,y,n)=Prob{x (n)=y | x(0)=x}

satisfies the master equation (ME)

(1.6)

The Kramers-Moyal expansion!®!” of (1.6) is given by the forward Kramers-Moyal equation (FKME)

p(x,p,n+1)—p(x,p,n)=Lyp = i (—e)k aF
i1 k! oy

Constructing the solutions of (1.6) or (1.7) is, in general,
difficult, so that approximate techniques have been
developed. The method of approximating the jump pro-
cess {x,} by a diffusion process has been widely used in

29

k
= [mi(y)p] .

(1.7)

the literature.>!%!” In this approximation, the master

equation (1.6) or the Kramers-Moyal equation (1.7) is ap-
proximated by a Fokker-Planck equation. The standard
method consists in truncating (1.7) after two terms, to ob-
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tain
pi=—[m,(y)pl, + 1€e[m,(y)pl,, . (1.8)

Here the discrete time is replaced by the continuous time
variable ¢t =en. This procedure is useful for small devia-
tions from the metastable state x =0, but it has been
shown to lead to erroneous results in many cases>*%!8
(see Sec. III). In fact, this approximation may lead to de-
cay rates which differ by many orders of magnitude from
those obtained from the master equation (1.6). Another
method, proposed by Van Kampen,® employs the system
size expansion (Q expansion) which reduces the master
equation (1.6) locally to a diffusion process of the
Ornstein-Uhlenbeck type

pi=—[m(0)2p], + 7[m2(0)p]; .

Here z =y /V e is defined locally near the metastable state
and ¢ is the continuous time variable described above.
Van Kampen’s method is useful only for describing small
deviations from the metastable state x =0. Thus, neither
approximation (1.8) nor (1.9) allows the determination of
global properties such as the probability of large fluctua-
tions or the decay rates of metastable states.

A third method has recently been proposed, which is an
important step in the analysis of large deviations.! This
method is based on the Wentzel-Kramers-Brillouin
(WKB) solution for the stationary density p () of (1.6) or
(1.7) (cf. Kubo et al.*)

(1.9)

p(p)=A~lexp —§<¢o+e¢1+---) : (1.10)

where A is a normalization constant. An effective dif-
fusion approximation is constructed by the Fokker-Planck

equation
pe=—({m(p)+€[L’()—L p)¢1(»)1}p)y +€[L (¥)ply, ,
(1.11)

where

o »)
m)+ 3 M(%)"] .

(1.12)
& (k+1)

L(y)=5

It is shown, by means of a birth-death process example,
]

[7m,(0)/€]'/?
—m1(0)
where the moment generating function ¢,(¢) is defined by

b, (2)= f_:e”w (z,x)dx ,

f(0) ~
x=—A,B

2 K(x)e—¢(x)/e|¢;(¢:(x))| ,
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that this diffusion approximation gives the correct decay
rate to leading order in ¢, for boundaries of type (ii). Un-
fortunately, this approximation does not apply directly to
boundary conditions of type (iii) as in the Montroll-Shuler
model (cf. Sec. V.) We also note that in order to obtain
higher-order terms in the expansion with respect to €, the
drift and diffusion coefficients in (1.11) would have to be
corrected by terms which are O (€?).

Our purpose in this paper is to present an asymptotic
theory of large deviations using the full master equation.
We calculate the decay rates or mean lifetimes of meta-
stable states of both discrete and continuous time jump
processes. We relate the decay rate to the first-passage
time for the process to escape from the domain of attrac-
tion of the metastable state. Rather than analyzing the
forward master equation (1.6) and computing the time
dependent fluxes, we introduce and analyze below an
equation for the mean first-passage time derived from its
Kramers-Moyal expansion.

Let 7(x) be the first (random) time the process {x,}
leaves the interval (— 4,B), given that xo=x. The mean
first-passage time or mean lifetime

B
Ax)=E[7 | xo=x]=3 [ p(nx,n)dy (1.13)

satisfies the equation'®
La= [~ [Ax +e)—ax)wzx)dz =1, xE(~A4,B)
(1.14)
subject to the condition
n(x)=0 for x&(—A4,B) .

The operator L in (1.14) is the formal adjoint of L*
which appears in the forward master equation (1.6). As
before, we can replace (1.14) by its Kramers-Moyal expan-
sion to obtain the equation!®!”

(1.15)

Li=3 Smon®x=—1. (1.16)

!
We analyze (1.16) by adapting the asymptotic method
of Matkowsky and Schuss.’~2% Qur main results are the

following explicit expressions for the mean lifetimes 7(0)
of the metastable state x =0. For a boundary of type (i)

(1.17)

(1.18)

the “eikonal” function 1¥(x) is the solution of the first-order equation

¢x(¢l)=l ’

and the “amplitude” function K (x) is given by

exp (— if) [ 7 23 xe 0z [ [7 26wz x)dz }dx

(1.19)

(1.20)

K(x)= - 172
[f_ ze*¥ %y (z,x)dz ]
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For case (ii)

a V' my(0)

(0)~— K (x)e ™7/ | mi(x)my(x) | . (1.21)
€ —m'1(0) x=§A,B I ! 2 I
The above discussion was for discrete time Markov pro-  satisfies (Ref. 19)
cesses. Continuous time problems are also cast in the © i ( ) Viz = —1 2.5)
form of Kramers-Moyal equations, which are then solved f _Jx +ez)—ii(x)w (z,x)dz = — 2.

asymptotically as in the case of discrete time problems.

Formulas (1.17) and (1.21) can also be derived from the
approximation (1.11). Thus (1.11) is valid not only for the
calculation of the leading terms of the probability of large
deviations, and of the decay rates of metastable states, for
the birth-death example with type (ii) boundary, as shown
in Ref. 8, but for general jump processes of the form (1.1),
with boundary conditions of types (i) and (ii). In Sec. III
we specialize our results to birth-death processes. We also
present criteria for the validity of the standard diffusion
approximation to the Kramers-Moyal equation (master
equation). In Sec. IV we consider the Ising-Weiss®
mean-field model for ferromagnetism, and in Sec. V we
consider the Montroll-Shuler’ model for dissociation. In
each of the problems in Secs. IV and V, type (iii) boun-
daries arise. For the dissociation problem, we calculate
the relaxation rate a(1/7) where the mean lifetime 7 is
given by our formula (4.16). Thus we are able to give an
analytical expression for the exponential constant 8 which
was not computed in Ref. 1. We observe that the mean
lifetime is inversely proportional to the first positive
eigenvalue of the transition matrix of the master equation.
Thus our calculation of 7 yields this eigenvalue, which is
exponentially small in €. This eigenvalue was not com-
puted in Refs. 4 and 5, where only the eigenvalues 0(1)
and larger were computed. Finally we remark that gen-
eralizations of our method to higher dimensions will be
presented in a forthcoming paper.

II. MEAN FIRST-PASSAGE TIMES

We consider the process {x,} defined above, on an in-
terval [ — A,B] with A,B >0, that satisfies the stochastic
difference equation

Xy 1=X,+€E, . (2.1)

Here &, is a Markov process, whose conditional jump den-
sity, assumed to be stationary, is given by

Prob(é,=z | x,=x)=w(z,x), (2.2)
and whose moments are given by

my(x)= f_:z"w (z,x)dz . 2.3)
We assume that the drift m(x) satisfies

xm(x)<0, xE(—A,B), x40, (2.4)

so that the mean (deterministic) flow has a single stable
equilibrium at x =0. Let 7(x) be the first time the pro-
cess x, leaves the interval (— 4,B), i.e., x,x)&(—A4,B)
and x;,,_;€(—A4,B). The mean first-passage time

filx)=E(f | xy=x)

for x€(—A,B)
and

f(x)=0 for x&(—A,B). (2.6)

Equation (2.5) is equivalent to the Kramers-Moyal expan-
sion'®17

La(x)= i imk(x)rT“‘)(x)=—1 )
k=1 k!

2.7

obtained from (2.5) by expanding about €e=0. We con-
struct an asymptotic expansion of the solution of (2.7) and
(2.6), and consequently of (2.5) and (2.6), by adopting the
method of Matkowsky and Schuss.?°~2% It is clear from
(2.4) that 7(x)— o as €—0. Thus we assume, for x
bounded away from the boundary, that 7(x) is of the
form

filx)~Cl(e(x) , (2.8)
where C(€)— « as €—0, and

_ﬁixSB{v(x)}=l . (2.9)
The function v (x) then satisfies

Lv~0 (2.10)
as €—0, for x bounded away from the boundary, and

v(x)=0 for x &(—A,B) . (2.11)

We seek the outer expansion of (2.10) in the form

V~vo+ev €Wyttt , (2.12)
whose leading term satisfies

m(x)vgy(x)=0. (2.13)

Hence by (2.9), vo(x)=1. Since vy(x) does not satisfy the
boundary condition (2.11), it is necessary to construct
boundary layer corrections®® near x = —A4 and x =B.%
In this section we consider two types of boundaries: (i)
the boundary is noncharacteristic, i.e., m{(— A)m (B)s40,
and (ii) the boundary is characteristic, i.e., m;(—A4)
=m(B)=0. Other cases can be treated similarly.

For type (i) boundaries, we introduce the stretched vari-
able

E=(B—x)/e

into (2.10), and find that the leading term in the boundary
layer expansion of the solution ¥V =v (B —¢f) satisfies

(=Dfmy(B)

2w

(2.14)

VR(g)=0. (2.15)
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The boundary and matching conditions are
V(0)=0and V(w)=1,

respectively. The function V({)=1—e % is a solution
of (2.15) and (2.16), where B is the unique positive root of
the equation

(2.16)

o B

3= m"( ) o, 2.17)
or equivalently

$p(B)=1, (2.18)
where

b (=E (e |x,=x)

is the moment generating function of the process &,, con-
ditioned on x, =Xx (see the discussion in the Appendix). A

similar analysis near x = — 4 leads to the uniform expan-
sion

Unc(x)~l_e—ﬁ(B—x)/E_e—a(x+A)/€ , (2.19)
where a is the unique positive root of

¢_4(—a)=1 (2.20)

and the subscript nc denotes the noncharacteristic case (i).
For type (ii) boundaries we assume that

my(x)=mi(B)(x —B)+ - --
with m{(B)>0. We introduce the stretched variable
n=(B—x)/Ve

(2.21)

(2.22)
|

kk2
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into (2.10), and obtain the boundary layer equation

my(B)
m’l(B)'r;V,7+—22—V,,,,=O(el/2) : (2.23)
and the boundary and matching conditions (2.16). The
solution of (2.23) and (2.16) is given by
7 m’(B) 1 [7myB) '
Vin)= - 2 / 2 fuiierod
m=Joor | = m | lz m)(B)
m(B)
=erf . 2
erf [ my(B) } (2.24)

The uniform expansion of v (x) is now given by

o)t | B2 [m1B) 72
¢ \/E mz(B)
+erf Ve ma(—4) -1  (2.25)

where the subscript ¢ denotes the characteristic case (ii).

To find the as yet undetermined constant C(e€) in (2.8),
we multiply?® (2.7) by the solution u (x) of the stationary
FKME

<« (—

f_ u(x)La(x)= i o 2( 1V[my (x)u (x) 197 * =1 =D (x)

=C(e)% (u,V),

where we have used i=C/(e)V. Using (2.7), (2.8), and
(2.27), we obtain

—ffAu(x)dx

Cle)~ V) (2.28)
We now construct # (x) in the WKB form
u(x)~K(x)e ¥*/1+0(e)] . (2.29)

Employing (2.29) in (2.26), we find that i(x) satisfies the
eikonal equation

L*u= =0, (2.26)
k=1 k ’
and integrate by parts to obtain
B
—4
(2.27)
I
or
o (P'(x))=1 (2.31)
or
o (¢'(x))*my(x)
Py ——~———¢ : (2.32)

We observe that (2.31) is identical to (2.18) and (2.20), so
that B=1'(B) and a= —y'(—A4). At the next order in ¢,

f _:(e"""’”— Dw(z,x)dz =0 (2.30)  we find that K (x) satisfies the “transport” equation*
1
I o tw Gk o)+ 2XEDEE) gy foving gz~ 2.33)

2

whose solution is given by
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0
i w(z,x)

eV ¥z / f ? 26Oy (z,x)dz
- 0

exp[——-;—fox[f_:z dx]
K(x)= 172 . (2.34)

[ f _w ze*¥Y®hw (z,x)dz

For small x, ¢'(x) and K (x) behave as
—2m1(0)

Yix)~ m,(0) X
and
K(x)m ——— .
vV —m}(0)

Returning to (2.28), we evaluate the integral in the numerator asymptotically for small € by Laplace’s method®! in which
the major contribution comes from the point x =0, where 1(x) has an absolute minimum in (— 4,B), as shown in the
Appendix. We find that

V' mem,(0)
—mi(0)

Now, using (2.17) in (2.27) for case (i), we obtain

f fAu (x)d>x ~ (2.35)

0 Bk—l k-2
BV |xp=—€ 3, S m(BIK (Ble B/
AT

= —ef_w zw(z,B)e*¥' B\dz K (B)e —¥'B)/e

=—eK (B)e B¢ | 43 (4'(B)) | . (2.36)

The expression at x = — A4 is obtained by replacing B by — A in (2.36). Thus, using (2.28), (2.35), and (2.36), we obtain
the exit time for type (i) boundaries as
[7m,(0) /€] [ —m{(0)]~!
S K(x)e ¥¥/€| 4 (¢'(x)) |

x=—A,B

filx)= Une(x)[140(e)], (2.37)

where v,,.(x) is given by (2.19). For type (ii) boundaries we employ (2.25) in (2.27) to obtain

V'm' (B)m,(B)
—

Now, using (2.35), (2.38), and (2.28) we obtain the exit time for type (ii) boundaries as

%1/——-—m2(0)/[—m'1(0)]
Alx)= = |v.(x)[14+0(€)], (2.39)
S K(x,00e ¥ | mi(x)my(x) |
x=—A,B

B(u,V)|x_p~—€" (2.38)

where v,(x) is given by (2.25). Note that if w(z,x) depends on € as
w(z,x) ~wo(z,x)+ew(z,x)+ - -+ ,

the above analysis remains unchanged if w(z,x) is replaced by wy(z,x) and K (x) is replaced by
f(x)=K(x)expfox [f_:wl(z,u)e"""“’dz/fj 2wo(z,u)e?¥" ¥dz |du | (2.40)

where K (x) is given by (2.34) with w (z,x) replaced by wg(z,x).
Next, we consider the continuous time jump process x (¢) defined by the stochastic equation
X (8)+b(x (1))At +0(Ar) with probability 1— 2O A 4 oA
X(I+At)= A,(x(t))e (2.41)
x(2)+b(x(t))At +€£ with probability TM +o(At),
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where the conditional density of £ is given by

Prob(é{=z | x(t)=x)=w(z,x) . (2.42)

We assume b(0)=0 and 5’(0) <0 so that x =0 is a stable
equilibrium of the averaged equation. The moments of &
are denoted by

() =E(g* | x(=x)= [~ *B(zx)dz, (43)

and are assumed to be independent of z. We assume,
without loss of generality, that 7 ;(x)=0 since b(x) and
A(x)rAi(x) can be combined [cf. (2.45) below]. Let 7 be
the first time that the process x(¢) leaves the interval
(—A,B). The mean first-passage time 7(x)=
E(7|x(0)=x) satisfies

b(x)?’(x)+&%-)—f_w [F(x +€2)—F(x)]w(z,x)dz = —1 .
(2.44)

The Kramers-Moyal expansion of (2.44) is given by
Alx) & €
2

LAX)=bx)7'(x)+— Y S5, (x)7 P(x)= —1
€ =, n!

(2.45)
for x €(—A4,B),
T(x)=0 for x&(—A4,B) .

The eikonal equation for L*p =0, where L* is the ad-
joint of L in (2.45) is given by

bW )+ [ (e -z x)dz =0 (2.47)

(2.46)

and the transport equation is given by

KT+ [ | [AoBzx0K (0],

+Mx)—@‘zz’—"’¢"(x)1<(x)

Xze¥'¥dz =0 . (2.48)

Following the analysis for the discrete time case, we ob-
tain

{[7A0)m,(0)]} [ —b'(0)e] 72

= S K e R e, (g, ()
x=-—A,B
Xvpe(x)[140(e)] , (2.49)
where
Bx(D=1+b(x) +A(x) S A0 /kL (2.50)

k=2

and vp.(x) is defined by (2.19). The characteristic
boundary case can be treated by introducing the obvious
modifications in (2.40).

If the jump rate is given by A(x)/€?, rather than A(x)/e
as above, then (2.45) takes the form

b (x)7'(x)+ T Mx)FL(x)F"(x)+0(e)=—1. (2.51)

Here we have assumed that 77,(x)=0. We seck an
asymptotic solution in the form

T~To+€m+ ", (2.52)
where 7, satisifies'’
LoTo=b (x)7o(x)+ T AMx),(x)7(x)=—1, (2.53)
x€E(—A,B)
To(x)=0 for x €(—A4,B) . (2.54)
The functions 7,(x) for n > 1 satisfy
L7y = —Ax) :éj ml"c(’x ) 7R s (2.55)

Note that L, is the backward operator for the standard
diffusion approximation.> We observe that Eq. (2.53) is
not of singular perturbation type, as is the case if the
jump rate is A(x)/e. Thus the standard diffusion approxi-
mation is valid in this case.

III. A RANDOM WALK

As a simple illustrative example we consider the birth-
death process defined by

Xpp1=%Xp+€E, , (3.1)
where € is a small parameter, and
Prob(§,=1|x,=x)=r(x),
Prob(§,=—1]|x,=x)=I(x), (3.2)
Prob(§,=0|x,=x)=1—r(x)—1(x) .
This corresponds to
w(z,x)=r(x)8(z —1)+1(x)8(z +1)
+[1—r(x)—1(x)]8(2) (3.3)

in (2.2). We assume that /(x)>r(x) for 0<x <B, and
I(x)<r(x) for —A4 <x <0, 1(0)=r(0)=£0, so that x =0
is a stable equilibrium point. The corresponding charac-
teristic and noncharacteristic cases are [(B)=r(B),
I(—A)=r(—A4), and [(B)>r(B), I(—A)<r(—A),
respectively. Then (2.5) becomes

r(x)a(x +e€)+1(x)alx —e)—[r(x)+1(x)]7(x)=—1
(3.4)

with boundary conditions
fi(x)=0 for x&(—A,B). (3.5

The Kramers-Moyal expansion of (3.4) is now

© k
Li(x)= z—z—'[r(x)+(—l)kl(x)]ﬁ”‘)(x)-—-—1. (3.6)

Following the analysis of Sec. II, we seek the solution of
the stationary (forward) KME (2.26), which in this case

becomes
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o ’ — YP'(x) —¢¥'(x)
Lu=3 %[[l(x)+( — R (x)}®=0, (3.7) $x (P (xN=rlx)e? +1(x)e
k=17 +[1—r(x)=I(x)]=1. (3.9)
Thus
in the WKB form
o= [Ty (3.10)
u(x)=K (x)e "#¥/[14+0(e)] . (3.8) =Jo M) ¥ .
Here the eikonal equation (2.30) for ¥(x) reduces to The transport equation (2.33) reduces to
I
[r(x)e?®—I(x)e Y PNK'(x)+ |r'(x)e¥ ™ —1"(x)e —¥*) + -‘w%‘l[r (x)e?¥® 4 1(x)e ¥ |[K=0. (3.11)
Employing (3.10) in (3.11), we find that
Cy
K(x)=—F7——r, (3.12)
&= i
where C, is a normalization constant.
In the noncharacteristic boundary case, the mean exit time formula (2.38) becomes
172
— 21 I(x)—r(x) —(x)/e
- _(x)[140 / i) —rtx) | , (3.13)
A= oo —roy) | eH+0e] L 2 T2
where
vnc(x)=__l_e—ﬁ(B—x)/e_e—a(x+A)/e , (3.14)
with
_ . 1(B) . r(—4)
B=lnT gy @I "y
In the characteristic boundary case, the mean exit time formula (2.40) becomes
. (x)[1+0(€)]
fi(x)= (3.15)
= OO —r O 2 S, e P [I)—r ()] /r )]
x=—A,B
where
B B —1'B) | A+x [M—a)—r—a) |
—x | r'(B)— x —A)—r'(—
= rf —1. (3.16)
velx)=erf| =07 2r(B) et e 2r(—4) ’

We observe that our results (3.13) and (3.15) agree with
the asymptotic expansion of the exact solution for types
(i) and (ii) boundaries, respectively. The same is true for
type (iii) boundaries as shown in Sec. V. In addition our
results (3.15) agree with the result in Ref. 8, where the
characteristic boundary case was treated.

We now compare our results for the mean exit time
fi(x) with the results obtained by the standard diffusion
approximation to the random walk defined by (3.1) and
(3.2). The backward operator for the standard diffusion
operator is usually obtained from (3.6) by truncating the
infinite series after two terms, to obtain

|

time variable t =en. We note that the backward operator
for the diffusion approximation is also obtained from (3.6)
by introducing the scaling £=x/V’¢, in which case the
Ornstein-Uhlenbeck approximation results. That is, one
obtains (3.17) with r(x) and /(x) linearized about x =0.
However, the linear coefficients are then usually replaced
by general r(x) and /(x) so that (3.17) results. The mean
exit time 7(x) for the diffusion approximation to the pro-
cess to exit the interval (— A, B), satisfies

Lyt(x)=-—1,

(3.18)
Lo (0)=[r(x)—1(0Ju’+ S{r(x)+10%u” . (.17 T —A)=7(B)=0.
In addition the discrete time is relaced by the continuous The solution of (3.18) for small € then yields
J
Fx)= 7(x) _ 2T 2 _ v(x) , (3.19)
€ er(0)[1'(0)—r'(0)] 2 3 e VI Ix)—r(x)| /[1(x)+7(x)]}

x=—A,B
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where
A x[(s)—r(s)
P(x)=2 0 T Tris) (3.20)
and
(3.21)

vix)=1—exp I(B)+rB) .

for case (i). A similar analysis can be carried out for case
(ii).

The function ¥(x) is the solution of the eikonal equa-
tion for the stationary Fokker-Planck (forward) equation

Lip=0, (3.22)
where L} is the formal adjoint of L, and

p=KeVe . (3.23)
That is, @ satisfies
iJE—):tl—(zl(t,/z'(x))2~{—[r(x)—l(x)][@'(x)]=0. (3.24)

2

Clearly (3.20) and (3.10) are, in general, not equal. Indeed
we observe that ¥(x)> (x) for x£0. Thus the density of
fluctuations predicted by the diffusion approximation has
higher tails than the density of the random walk. That is,
the probability of large deviations of the diffusion approx-
imation, from equilibium, is greater than that of the
underlying random walk, and consequently the mean
first-passage time for the diffusion approximation is
shorter than that of the random walk. Equation (3.24)
can be obtained from (3.9) by expanding the exponentials
in powers of ¥', and truncating terms higher than quadra-
tic. Thus this diffusion approximation is valid only for x
such that ¢¥'(x) is small, which occurs near the equilibri-
um point x =0. For small deviations from equilibrium,
either the standard diffusion approximation or the
Ornstein-Uhlenbeck approximation can be used. Howev-
er, for large deviations from equilibrium, neither can be
used. In particular the Fokker-Planck equation (3.22)
cannot be used to describe large fluctuations about equili-
brium, in this random walk. In fact, the approximating
diffusion process cannot be used to calculate first-passage
times for deviations of order V'¢ or larger.

J

P(x,t +A)—p(x,t)=c(x +14€)e #~9*+p (x +€,1)

_Z[I(B)—r(B)] (B —x) —ex ~_2[r(——A)——l(—A)] (x +4)
PImT Cofi—a

IV. THE ISING-WEISS MODEL
OF FERROMAGNETISM

As an application which deals with a type (iii) boun-
dary, we consider the mean-field model of ferromagne-
tism."?° A system of N identical atoms, each with spin
+, is subjected to a uniform magnetic field of strength H.
The spins are further coupled to each other. This cou-
pling is modeled by a molecular interaction field of
strength J. We assume that initially there are N spins
which are aligned with the field, and N_=N—N_ with
the opposite alignment. After each time increment A¢, the
system undergoes one of two possible transitions. Either a
spin is flipped or no change occurs. The probability that
a spin parallel to H is flipped is given by'

2cN alN,—N_)
P(N,—N,—-1)= * exp ——,u——+—-————-},
N
(4.1)
while the probability of the reverse transition is given by
2cN _ a(N,—N_)
P(N,—>N,+1)= exp ,u,+———-—N—~—-— .
4.2)

Here u=puoH /kT and a=J /kT, where u, is the magnetic
moment of the atom in question, k is Boltzmann’s con-
stant, 7 is the absolute temperature, and c is a normaliza-
tion constant. Defining the parameter € by

=2 4.3)

and the relative difference of parallel and antiparallel
spins by

xX=———, (4.4)

we obtain the following master equation for p(x,t), the
probability that at time ¢, there are N, parallel spins

+e(l—x +e€)etTa*—p(x —e,t) —c[(1+4x)e *~¥ L (1—x)eFt]p(x,1) . 4.5)

This model corresponds to (3.1) and (3.2) with (x) and /(x) given by

r(x)=(1—x)ektt®

I(x)=(14x)e7#7%

(4.6)
4.7

Equations (3.8)—(3.12) give the stationary WKB distribution as



exp

l(Z;Lx +ax?)
A €

(1—x2)172 [(x+1)(l+x)/e(1_x)(1—-x)/€] ’

p(x,oo)=
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(4.8)

with 4 a normalization constant. For this problem, the stationary equation (4.5) can be solved exactly to yield the

Boltzmann distribution

BI'(2/e+1)
((14x)/e+ 1) ((1—x)/e+1)

p(x,0)= exp

The equivalence as €e—0 of (4.8) and (4.9) can be shown,
upon an application of Stirling’s formula for the asymp-
totic behavior of the gamma function I'.*?

The equilibrium points of the system are determined
from r(x)=1(x), and therefore satisfy

x =tanh(u +ax) . (4.10)
We assume that

a>1 4.11)
and

(@*—a)P>p+In(Va+va—1) 4.12)
so that (4.10) has three solutions x 4 p ¢ satisfying

—l<x4<xc<0<xp<l1. (4.13)

A local analysis shows that x, and xp are stable equili-
bria, while x¢ is unstable. Equation (4.11) may be inter-
preted as the condition that the temperature is less than
the Curie temperature of the substance. We now deter-
mine the mean relaxation time F(x)=#(x)At, from the
state x4 to the state xp, the latter being more stable due
to the presence of the field H. Thus 7i(x) satisfies (3.4)
with the boundary conditions

%(2yx +ax?)

(4.9)

Condition (4.15) may either be obtained by simply setting
x =—1 in equation (3.4) or can be reasoned as follows.
Due to the underlying Markov property of the process at
hand, the mean passage time from the interval (—1,x¢),
given that the process starts at x = —1 is the sum of the
mean time of exit starting at x = —14€ and the mean
time it waits at x = —1. The latter quantity is computed
by noting that the probability of a jump from x =—1 to
x =—1+4¢€ is 2ce*~* while the probability of no transi-
tion is 1—2ce*~% The mean waiting time is therefore
> _im AtPr [system stays at x =—1 for (m —1) time
intervals and jumps on the mth]

S mAtPr=At 3, m(1—2cet=*)"~12cet

m=1 m=1

= ALe"“““ .

Choosing At =1 we regain Eq. (4.15). A boundary layer
analysis near x = — 1 shows that condition (4.15) is unim-
portant in determining the mean exit time, since the con-
tribution to the Lagrange identity (2.27) from x =—1
turns out to be much smaller than the contribution from
x =xc. However, in Sec. V, we show that a similar type

7 =0 4.14 . .\ .
Alxc) .14 of singular boundary condition can significantly affect the
and mean passage time.
a—p Using (4.6)—(4.8) in (3.13), we obtain the mean passage
A(—1)=a(—1+€)+ "ZC : 4.15)  timeas
|

wAr | (xe) T (1 Zxp)! 177 | expf —p—ax, —e [2ulxc—x4)+alxé—x3)]}
- . (4.16)

2ec (1+x4)/€ (1—x4)/e 172

(l+xA) (l—xA) - —a 1 —a (l—xA)
(1—x4 1—x¢

The result obtained in Ref. 1, for this model is given by

T At
2ec

T=——[(1—x3) "' —p]"[p(1—x%)— 1] 2%/

4.17)

where u=a. The constant §, which represents the height
of the barrier to be overcome (see Fig. 2 of Ref. 1) is not
calculated. Our result (4.16) shows that the height of the

barrier to be overcome in going from x4 to xjp is given by
Y(xc)—(x,) where

P(x)=(14x)In(14x)+(1—x)In(1 —x) —2ux —ax? .
(4.18)

The function ¥(x) in (4.18) was constructed in Ref. 4, but
the rate ra(1/7) was not calculated.
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V. THE MONTROLL-SHULER MODEL:
A RANDOM WALK WITH
A SINGULAR BOUNDARY

A simple model of dissociation of a gaseous diatomic
molecule immersed in an inert gas was proposed and
solved in Ref. 2. They consider a random walk of the en-
ergy levels

E,=fw(n+5), n=0,1,2,...

of a harmonic oscillator. In this model the molecule dis-
sociates when its energy reaches Ep,=(Np+ 3 )%w». De-
fining e=1/Np, and scaling x,=E,/Np, the random
walk is given by (3.1) with

(5.1

r(x)=k(x +€)e?,
(5.2)

I(x)=kKkx ,
with 0=7%iw/kT, where k is Boltzmann’s constant, T
denotes absolute temperature, and  is a rate constant.

The mean number of steps 7(x) required for the mole-
cule to dissociate starting at level x, satisfies the equation

k(x +€)e " 7i(x +€)—(x)]

—kx [A(x)—a(x—€e)]=—1, O<x <1. (5.3)
The boundary conditions for (5.3) are
a(1)=0,
(5.4)

e?
a0)=nle)+—,
€K

so that we are again dealing with a type (iii) boundary.
The second boundary condition in (5.4) is derived by using
the same argument as in Sec. IV above. Equation (5.4) is
a singular boundary condition in the sense that it cannot
be expressed as a condition on finite number derivatives of
7i(x) at the origin, and all the derivatives 7 ™(0) contri-
bute to the Lagrange identity (2.27). We therefore modify
our procedure in a straightforward manner, by construct-
ing a boundary-layer solution of the master equation (5.3),
rather than of its Kramers-Moyal expansion. Near x =1,
we obtain the boundary layer expansion as in Sec. IV

f(x) ~C(e)(1—e~1—x)/€)

It is also the uniform asymptotic expansion of 7(x) with
C(€) to be determined. The modification of our method
begins with a local analysis of Eq. (5.3) near x =0. We

introduce the stretched variable n=x /€, thus obtaining
|

(5.5)

1— 1—
— f o —0x/egy — f e(uL,v —vL}u)dx
€ €

= f:_fe 6 =0%/¢(x 4 €)[v(x +€)—v(x)]dx — f:_ee“”‘/fx [v(x)—v(x —e)]dx

1—e€
= [f1—2£+

Using (5.5) in the first integral on the right-hand side of
(5.14) and employing (5.10)—(5.13) in the second integral
we obtain
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e U+ DV(n+1)—V(n)]

—qV(ing)—V(inp—1)]=-1, (5.6)
where
1 _
Vin)= p” a(x) . (5.7
The second boundary condition (5.4) becomes
V(1)—V(0)=—ef. (5.8)

We also require that the solution to (5.6) matches with
(5.5) for x fixed near x =0, i.e., in the overlap region
where both representations are valid, as e—0. To leading
order, in this limit

Vin)~C(e) as n— oo . (5.9)
A particular solution ¥, of (5.6) satisfies
V(1) — ¥, (=—2 L (5.10)
¥4 7’ V4 77 — ee_l 1+77 . .
A solution of (5.10) is
e
Vo(n)= 201 Pin+1),

where 9 is the digamma function.’> The general solution
to (5.6) is therefore given by

S(pSTM _
e’le l)ds

T4, 61D

(7]
Vi =V,(m+C1+C, [

where the two additional terms are solutions of the homo-
geneous problem. Employing the boundary condition
(5.8) and (5.11) determines the constant C, as

c,=—=2 (5.12)
2= eo_ 1 ’ .
and employing the matching condition (5.9) determines
the constant C, as

Cl =C(€) .

Next, we note that an exact solution of the forward equa-
tion L*u =0 is given by the unnormalized Boltzmann

density

(5.13)

u(x)=e—9x/e .

We multiply Eq. (5.3) by u(x) and integrate from x =€ to
x =1—e¢, rather than from 0 to 1, so that all quantities

are defined, obtaining

(5.14)

feo ] fe % ~%/{x +e)[v(x +€)—v(x)]ldx] .

r
/¢
ﬁ(x)~£;——(l _e—(1-x0/¢
K (1—&9?2

which agrees with the Montroll-Shuler result.?
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APPENDIX

In this appendix we discuss various properties of the
eikonal function ¥(x). First we show that a unique
nonzero solution of the eikonal equation (2.31) exists
under the condition xm (x) <0 for x40, and has an ab-
solute minimum at x =0. Thus we also prove the
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existence of B in (2.18) and a in (2.20).
The moment generating function ¢, (¢) is defined by

o ()= f_:e”w(z,x)dz . (A1)
The condition
xm(x) <0 for x£0 (A2)

implies that x¢,(0) <0. Since ¢,(¢)>0 and ¢,(0)=1, the
equation ¢,(¢)=1 has a unique nonzero solution ¢(x) for
x50, such that xt(x)>0. Since m(0)=0, thex solution
t(0)=0 is unique. Thus the function ¥(x)= f t(s)ds is
well defined and has an absolute minimum at x =0. Con-
dition (A2) is satisfied for all x40 in [ — 4,B] for type (i)
and type (iii) boundaries. For type (ii) boundaries, condi-
tion (A2) is satisfied for all xs£0 in (— A,B), but not at
the boundary. In this case the solution of ¢z(¢)=1 is
given by ?(B)=0. This defines 9¥'(x) as a continuous
function in [ — 4,B].
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