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As laboratory plasmas of increasing atomic number, temperature, size, and/or density are pro-

duced, it becomes likely that the details of the doublet opacity profiles of the Lyman series will in-

fluence the K-shell level populations and spectrum. Accordingly, we have analyzed these effects for

a range of plasma parameters, confined to densities low enough for Stark broadening to be unimpor-

tant. An analytic model is developed which predicts line power enhancements and level-population

changes for X-shell plasmas. This model is based upon photon escape probability and collisional

quenching concepts and is valid for plasmas of atomic number —13—26. Additionally, an extensive

set of numerical calculations of line ratios, line profiles, and level populations has been carried out

for K-shell argon plasmas. Each computation was performed both with detailed fine-structure opa-

city profiles and with a single-Voigt-profile approximation. The results of these calculations may be

scaled for plasmas of atomic number other than 18 using a simple set of rules discussed in the text.

I. INTRODUCTIQN

Recent years have witnessed dramatic technological ad-
vances in laboratory production of optically thick K-shell
plasmas of low-to-medium-Z elements. Consistent with
these developments, considerable theoretical effort has
been devoted to elucidating the effects of opacity on the
spectra and intrinsic properties of such plasmas.
Typically —although not exclusively —the hydrogenlike
and heliumlike resonance lines of the plasma are quite op-
tically thick but the continua are optically thin in the x-

ray region. Thus it is the line opacity which has properly
attracted the most concern. As is well known from astro-

physical literature, the precise form of the line-opacity
profile —which determines the line-photon escape
probability —plays a critical role in the formation of the
spectrum and determination of the level populations. It is
also true that —for quite specific physical reasons—
regimes exit where simplified profiles such as pure
Doppler may be employed with acceptable accuracy. For
instance, Fig. 5(a) of Avrett and Hummer' reveals little
difference in the steady-state source functions obtained for
Voigt and Doppler profiles up to line-center optical depths
of -50 with a Voigt broadening parameter of 10 . One
laboratory plasma counterpart of this situation would be a
1.5-mm alum&num plasma of ron density —10' cm and
600-eV temperature. Detailed calculations have shown
that here, too, a Doppler profile is adequate as a represen-
tation for line opacity. We will consider Z scaling of all
specifically quoted plasma conditions below. At higher
densities and/or optical depths a Voigt profile is required
to adequately describe photoI1 transport ln the line wings.
At still higher densities„Stark effects must be con-
sidered. In this paper we will delineate the plasma
conditions where the doublet-opacity profile due to fine
structure in the Lyman lines must similarly be taken into

account. We analyze the underlying physics with both an-

alytic and numerical models, and obtain Z-scaled expres-
sions governing the safe use of simpler opacity approxi-
mations. In Sec. II an analytic model is developed which
serves two basic functions. First, it provides a physical
basis for comprehending the trends which appear in the
numerical results. Second, approximate but useful Z-
scaled formulas expressing some of the results are ob-
tained. In Sec. III specific numerical results for an argon
plasma (Z=18) are presented along with a prescription
for scaling them to plasmas of different atomic numbers.

II. ANALYTIC MODEL

A. Assumptions and restrictions

Both the analytic and numerical results contained in
this paper are restricted to plasma regions where Stark
broadening has only a small effect on photon transport
and can be neglected. The calculations encompass at most
a few hundred optical depths in Ly a; hence, for only the
first three lines of the Lyman series will photon transport
in the far line wings be significant. Stark profiles follow
approximately an inverse 2.0—2.5 power law as a func-
tion of frequency separation from line center; for Voigt
profiles, the asymptotic limit is an inverse power of 2.0.
Therefore, if the Stark width is smaller than the Doppler
width, the Stark wings will generally be considerably
smaller than the Lorentz wings. This criterion is present-

ly adopted in determining the maximum density to which
our calculations can be reasonably extended. We obtain a
specific density for argon from the tabulated Stark pro-
files of Kepple and Whitney, and scale the criterion
analytically for different atomic numbers.

In examining the Stark profiles for Ly a, Ly P, and Ly
y, it is clear that the upper density limit is set by the
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X, &S.1~10"Z'" . (2)

Consequently, the present results are not valid at electron
densities higher than those indicated by Eq. (2).

The relative populations of the 2@3/2 and 2p&/2 fine-
structure levels, which are likely to prevail under different
plasma conditions, have been a subject of investigation
and debate for quite a few years. ' Irons' has summa-
rized the status of this work. Briefly, at the high- and
low-density hmlts, e, the ratio of the 2p)g2 to 2P3g2 sub-
level populations, will equal 0.S, the statistical weight ra-
tio of the states. Rapid collisional mixing ensures statisti-
cal equilibrium at high densities, and in the low-density
coronal limit there is little pumping of the 2p states from
2s; therefore, statistical populations prevail because only
this process can cause departures from e=O. S. In the in-
termediate density regime, e may reach values as high as
0.7—0.8, although the relative effects of electron-ion and
ion-ion collisions are not yet precisely determined'" and
render this conclusion still somewhat uncertain. As point-
ed out by Sampson and Irons, ' substantial optical
depth will reduce any tendency for a departure from sta-
tistical equilibrium. In view of the remaining uncertain-
ties as well as the fact that the plasmas we analyze here
are generally optically thick, we have assumed statistical
population of the j=—, and j= —, sublevels (@=0.5) for
all the plasmas considered here, for each hydrogenlike lev-
el. %e also assume that the ion thermal velocities are suf-
ficiently greater than the plasma differential motion to en-
able the plasma to be treated as stationary. Irons' '" has
explored some of the consequences of substantial plasma
differential motion for Ly-a opacity.

B. Analysis of opacity effects

The doublet splitting of the Lyman series is important
as an opacity determinant when the separation of the
components is comparable to the Doppler half-width
(4v~) of the line. For specificity, the AvD referred to
here is the half-width of the Doppler line profile at e ' of
the central maximum. As pointed out by Irons, ' the ratio

broad, double-peaked profile of Ly /3. For argon, an elec-
tron density of -2 X 10 cm is required for the Stark
width to equal the Doppler width at temperatures of max-
imum Ar xvIII abundance. Accordingly, the analytic
theory presented below is valid only up to this density for
argon and the numerical calculations described in the next
section have not been carried to higher densities.

This criterion for the negligibility of Stark effects is
readily Z-scalable. Griem, Blaha, and Kepple found that
the Stark widths expressed in A for analogous lines from
different elements scale approximately as Z N, near
maximum ionic abundance temperature. The Doppler
width, also expressed in A, scales as Z ' at maximum
abundance temperature. Therefore, the Stark width for
the first three Lyman lines will be less than the Doppler
width if

2/3
18

2~1022

of the fine-structure splitting to the Doppler half-width
varies as Z' since the characteristic temperature for
hydrogenlike-ion predominance varies as Z . Specifically,
for Ly cx,

(Av)f /(hv)D -5.3
Z
18

For Ly P, the splitting relative to the Doppler width is
about one-fourth the above value; for Ly y, about one-
tenth. Therefore, fine-structure opacity effects will have
by far their greatest impact on Ly a, both because of its
greater optical depth and because the splitting is greater
relative to the Doppler line width. Our semiquantitative
analytic model consequently focuses on Ly a.

Consider the n =2 hydrogenlike level, with the sublevels
assumed statistically populated. For the moderate density
plasmas considered here, this level is populated primarily
by collisional excitation from the hydrogenlike ground
state and by radiative excitation due to scattered Ly o.
photons. Depopulation occurs by a variety of processes,
including spontaneous decay, collisional excitation and
de-excitation, and (primarily collisional) ionization. We
will follow the standard approximate procedure in ac-
counting for radiative excitation by diluting the spontane-
ous decay rate A2~ by the spatially averaged photon-escape
probability P, . This counts only those decays not result-
ing in re-excitation of the n =2 level. Letting C~2 stand
for the collisional excitation rate from I:= 1 in cm
sec ', D2 represents the sum of all collisional processes
depopulating the n =2 level; also in cm sec ', a qualita-
tively correct equation for the steady-state population of
the n =2 level is

N(C)2N, =N2(A2)P, +D2N, ) . (4)

The significance of Eq. (6) becomes apparent when con-
sidering P, . The escape probability obtained will depend
on whether the single-Voigt-profile approximation or the
true fine-structure profile is used in the calculation. Let-
ting P, now stand for the escape probability, which would
be obtained from the spurious single-Voigt-profile approx-
imation, and P,f refer to the true fine-structure-opacity
escape probability, the ratio of population densities ob-
tained with the correct opacity to that obtained with the
single-profile opacity is

N2(with fine structure)
(7)N2(single Voigt)

P, (1 Pg)+Pg-
P,f(1 Pg)+Pg—

In Eq. (4), N~ and N2 are the n =1 and 2 level population
densities (cm ), N, is the electron density (cm ), and
the other symbols are defined above. It is useful to define
a quenching probability P&—the probability that the n =2
level is collisionally depopulated during a Ly-a scattering

Pg D2N, /(A2)——+D2N, ) .

Combining Eqs. (4) and (5) leads to the following expres-
sion for the n =2 population density:

&iCi2 1 —Pg
1 P, +1

D2
e P
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P, (1 Pg )+P—g )0.9P,f(1 Pg )+0—.9Pg .

In general, P,f will exceed P, . For Ly a, a single line of
optical depth ro is in effect replaced by two separate lines

of optical depths —,
'

~o and , ro for —2P3&2 and 2P i&2, respec-

tively. The escape probability at large optical depth for a
Voigt profile is pmportional to ~ '~; hence, if there is no

overlap of the doublet wings
' —1/2 ' —1/2

Pef 1 +0 —I /2(~o)
P, 3 3

2 2+0+—
3 3

As discussed by Imns, ' the assumption of no wing over-
lap falls for w0& 10; this fa11ur'e w111 arise at lower w0 for
small Z and higher ~z for large Z, according to Eq. (3) for
thc doublet spac1ng. Howcvci, since wc scck a critcIion
for the onset of fine-structure-opacity effects, the ratio of
Eq. (9) will be presently assumed. More exact results are
given below in thc section on numerical modeling. Com-
bining Eqs. (8) and (9) yields the following criterion for
the negligibility of fine-structure-opacity effects on popu-
lation densities:

Equation (7) is obtainable from Eq. (6) with the (excellent)
assumption that Xi is not affected by fine-structure opaci-
ty. Note the limits implicit in Eq. (7). At very high den-
sities, when PQ 1, there is nc difference in populations.
Collisional processes control the level population. Also,
when P, (1 P~—) and P,f(1 Pg—) are both much smaller
than P~, fine structure again has no effect on N2. This
corresponds to the effectively thick case, where most pho-
tons do not escape, even after many scatterings. The
number of radiative excitations, while possibly large, is
determined by collisional quenching, not by the detailed
behavior of P, or P,f. However, when P~~O the com-
puted populations of n=2 are inversely proportional to
the ratio of escape probabilities. Radiative excitation
dominates the level if P, (or P,f) is substantially smaller
than unity. For fine-structure opacity to be negligible (de-
fined as having less than a 10% effect on population of
n =2) we require

(12)

in units of cm sec . The temperature range
(0.18—0.57)Z Ry covers a large range of plasmas where
hydrogenlike species are significantly present. Combining
Eqs. (11) and (12) yields our final, Z-dependent criterion
for less than 10% level population change due to fine-
structure opacity

9.3X10 ' Z X, ~P, . (13)

If N2(fine)A pi P,f
Io Xz(single Voigt)A2&P,

or, using Eq. (7),
T

If P,f PQ
P, +

I0 P, 1—PQ

PQ
ef +

] PQ

(14)

(15)

The quantity P~ /(1 P& ) is obtain—able as above for the
temperature range (0.18—0.57)Z Ry, from Eqs. (5) and

(12), and the expression for A2i

PQ

1 —PQ

Therefore,

=2.45 ~10-"X,Z-' .

If the electron density is sufficiently high to render the
inequality of Eq. (13) valid, fine-structure opacity —as
compared to the single-Voigt-profile approximation —will
affect the level populations by less than 10%. We again
stress that Eq. (13) is to be applied to optically thick plas-
mas only —when the plasma is optically thin the fine-
structure profiles cannot affect populations. The Voigt-
profile escape probability P, has been given in approxi-
mate analytic form by Athay.

The effect on line emission of the doublet profile is
perhaps of even more interest and importance than the
change in population densities. Even though the popula-
tions may not be affected, the different effective escape
probability can surely inAuence the Ly-a integrated inten-

sity. The ratio of computed emission with fine-structure
opacity to that obtained from a single Voigt profile is

0.38 ~ P, ,
PQ

Q

or employing Eq. (5)

0.38
21

(10)

If P,f P, +2.45 g 10 X,z
Io P. P,f+2.45X 10-"X,Z

Equation (1 I) is usable if P, and P,f can be calculated or
estimated. If, as before, we assume P,f——1.4P, an approx-
imate criterion for 10% enhancement of emission due to
fine structure is obtainable,

52&10 ' Xz ~P, .
To cast Eq. (11) into a more useful form, note that

A2i =5X10' (Z/18) sec '. Also, depopulation of the
n =2 level is temperature, density, and Z dependent. Fol-
lowing Refs. 9—11, wc will refer to the temperature in
units of Z Ry = 13.6Z eV. For temperatures of
(0.18—0.57)Z Ry (0.8 to 2.5 keV for argon) the depopu-
lation of n =2, summed over the levels, has been calculat-
ed from the Coulomb-Born approximation' and is found
to vary less than 20%%uo from its value at 0.3Z Ry, where

The physical content of Eq. (18) is that, in an optically
thick plasma with an electron density sufficiently high to
validate the inequality, fine-structure opacity will result in
a Ly-cx intensity at least 10% higher than would be ob-
tained from the single Voigt approximation.

We have demonstrated that the inter'play of optical
depth (as expressed by P, ) and the collisional quenching
rate (as expressed by X, ), rather than either factor alone,
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determines the importance of doublet-opacity effects on
population densities and spectral emission. Several simple
expressions obtained above express this interplay semi-
quantitatively and convincingly demonstrate the trends to
be anticipated. We now turn to specific numerical results
for further illumination of the question.

III. NUMERICAL MODEL

A. Model description

In order to validate and clarify the analytic approxima-
tions presented above, as well as provide more specific
spectral diagnostics, we have performed an extensive series
of numerical calculations centered on one element (argon).
The calculations consist of a set of simultaneous solutions
of the coupled atomic-rate and radiative-transfer equa-
tions for argon plasma cylinders where the varied parame-
ters are temperature, density, and radius r, presumed
much smaller than the length. These solutions have typi-
cally been carried out with both the more realistic doublet
opacity and an assumed single Voigt profile for each pa-
rameter set.

The atomic model consists of 38 levels ranging from
neutral Art to the bare nucleus (Arxrx). Since our focus
is on K-shell radiation, only ground states are carried
through Be-like argon (Arxv). For Li-like Arxvr, the
ls 2s, ls 2p, ls 3s, ls 3p, ls 3d, and ls, n =4 (compos-
ite) levels are modeled. The Arxvir manifold includes
1s 'S, 1s2s S, 1s2p P, 1s2s 'S, 1s2p 'P, the n =3 triplets
and singlets, and n =4—7 composite levels. For Ar xvIII,
n=1—5 are included. The various levels are connected
through electron collisional excitation and deexcitation,
collisional ionization and radiative recombination, three-
body recombination, and, where appropriate, dielectronic
recombination. Photoionization and photoexcitation are
accounted for by solving the radiative transfer. All the
modeled ionization edges are included as part of the
radiative-transfer model. Additionally, all the optically
thick resonance lines inherent in the level structure
described above are also transported, along with the 2-3
line of Ar xvm and the ls2p 'P ls3d 'D line o—f Ar xvII.
While some of the higher levels have been omitted because
of storage and efficiency considerations, the model pro-
vides a substantially complete description of the processes
which form the dominant spectral lines of K-shell argon.
A discussion of the atomic rate calculations is contained
in Ref. 17. In all results presented below, the plasma is
assumed to be in collisional-radiative equilibrium (CRE);
namely, that each level-population density is in a steady
state consistent with the atomic rates and photon fluxes
produced by the other level populations.

Some improvements have been effected in our technique
for carrying out the simultaneous, steady-state solution of
the radiative-transfer and rate equations. ' ' Refer-
ence 21 describes a multice11-coupling technique for radia-
tive transfer in spherical and cylindrical geometries, based
on frequency-integrated line escape probabilities. This
method produces nearly exact solutions while employing
only one ray angle and the computational equivalent of
just one frequency per line. To account for doublet opaci-

N„'+ "(2+D„)=C„+N„"A(1 P, ), —(19)

or

(20)

where P& D„ /(3+D„) as ——before, and the upper level
population for an optically thin plasma is given by the
first iterative solution

C„
3 +D„ (21)

Equation (20) yields a recursive sum for the nth iteration's
solution

ty, where escape probabilities have yet to be tabulated or
fitted analytically, we have adopted a hybrid of the
method of Ref. 21 and more conventional multifrequency
approaches. The single-angle feature of Ref. 21 is re-
tained but each line is divided into 17—43 frequency
groups depending on the line shape and optiml depth.
The coupling constants are defined in terms of individual
frequencies (where the escape probability at each frequen-
cy is purely exponential) rather than individual lines. This
also allows inclusion of continuum optical depths and line
and continuum cross-pumping. Given the population
densities a set of cell-to-cell photon coupling constants at
each of more than 350 frequencies is thus obtainable.

The iteration technique by which self-consistency be-
tween the radiative-transfer and steady-state rate equa-
tions is obtained has also been significantly improved.
The most straightforward and obvious procedure, using
the radiation field from the previous iteration to calculate
populations which then enables the radiation field to be
recomputed until consistency is achieved, is known as A
iteration. This technique is a very poor choice for low-
density, high-optical-depth astrophysical problems since
the number of iterations required is approximately equal
to the mean number of photon scatterings, which can be
very large under such circumstances. However, the situa-
tion is not nearly so difficult for laboratory plasmas where
the optical depths are smaller and the quenching probabil-
ities larger than those which prevail in astrophysiml situa-
tions, resulting in far fewer scatterings. We employ the
mathematical equivalent of Rybicki s core-saturation
method and thereby render the A-iteration technique
quite serviceable for laboratory plasma calculations. As
noted by Rybicki, the conceptual and computational
simplicity of the technique is a very desirable feature,
especially for complex multilevel problems.

To demonstrate our application of the core-saturation
method for A iteration, we consider one line characterized
by a profile-averaged photon escape probability from the
plasma P, and quenching probability P~. Let N„"
represent the upper level density obtained on the ith itera-
tion and 3 the spontaneous decay probability. The pho-
toexcitation rate for the ith iteration is therefore
N„"A(1 P, ). If C„an—d D„are the collisional creation
and depopulation rates, respectively, for X„,N„'+" is ob-
tained from the equation balancing gains and losses in the
level
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i=0
(22)

1

1 —(1 Pg )—(1 P, )— (23)

The slow convergence of the sum of Eq. (22) when

P„Pg ((1 precisely expresses the difficulty of A iteration.
Note, however, that the sum is analytically evaluable to
give

4J

1.0
UJ
O

O
I-
0
CL
O
V)
CG 0, 5

O
UJ

X
CL
O

ION DENSITY = 3.7 x IQ'

and that this is exactly what is obtained for X„on the first
iteration if, in Eq. (19) A is replaced by AP, instead of cal-
culating excitations as A(1 P, ). T—his is the essence of
Rybicki's technique of eliminating the readily absorbed
line core photons. In practice, we apply the method by
calculating, cell by cell, the escape probability from the
plasma for each line by integrating over the absorption
profile —including the continuum. The spontaneous emis-
sion coefficients are then diluted by this factor on the first
iteration, which generally results in an excellent approxi-
mation to the final. solution, especially near the plasma
center. On subsequent iterations, the spontaneous emis-
sion coefficients are diluted in each cell by the escape
probability from that cell and excitations are computed
explicitly only for the line wing photons arriving from
other cells. This completely general procedure usually
converges within 20 iterations even for several hundred
I.y-a optical depths. Convergence has been verified by
starting with entirely different initial iterative solutions,
and by quadrupling the number of iterations, both of
which yield the same final level populations.

B. Z scaling of numerical results

In order that the results given below, specifically ob-
tained for argon, may be readily applied to other low-to-
medium-Z elements, we present the methodology for Z
scaling in this section. Given a E-sheB argon plasma of
radius Rp, ion density Xl, and temperature T„ the results
may clearly be applied to a plasma of atomic number Z at
a temperature of T, (Z/18) . However, scaling the density
and size is not quite so straightforward. To maintain the
analogous level populations and spectrum, it is evident
from the discussion in Sec. II that both the quenching
probabilities and optical depths must remain the same.
The quenching probability is determined by the ratio of
collision rates —which scale as Z —to spontaneous de-
cay rates —which scale as Z . Since the quenching proba-
bility consequently scales as Z, the electron density
must scale as Z to offset this. Therefore, the ion density
must increase as Z to maintain the same ratio of radia-
tive to collisional rates as would prevail in an argon plas-
ma. Finally, to maintain the same line optical depth ~p,
note that it is proportional to RoXr A(M/Tl )'~ where A, is
the wavelength, M the ion mass, and T» the ion tempera-
ture. Since Kr -Z, A, -Z, M-Z and T
~o-A OZ . Therefore, the size must scale as Z to
maintain the optical depth. In summary, a E-shell plasma
of atomic number Z, radius Ro(18/Z), ion density
Xl(Z/18), and temperature T, (Z/18) will produce the
same spectrum as an argon plasma of radius Ap ion den-

sity XI, and electron temperature T, . The "same" spec-
trum is defined as the same relative intensities of the lines.
Absolute intensities will differ due to the differing line
photon energies and total numbers of emitting ions. %e
recommend Z scaling only for 13(Z (26 from the
Z=18 results presented below, since the Z' scaling of
fine-structure splitting [Eq. (3)] will spoil the applicability
of the scaling far from Z=18.

C. Numerical results

In Fig. 1 the doublet absorption profiles for Ar XVIII Ly
a, Ly p, and Ly y are shown along with the single Voigt
profile which would characterize the line opacity in the
absence of fine structure. The profiles are normalized for
case of comparison. Plasma conditions of ion temperature
1.4 keV and ion density 3.7/10' cm are assumed.
Note that the I.y-a profile is split into two distinct
features since the doublet components are -5 Doppler
widths apart. However, both Ly p and Ly y appear
quasi-Gaussian, with a skewing of the profile toward the
stronger of the fine-structure components. For Ly y, the
change from the single Voigt profile is quite small.

DIAMETER = 1.34 mrn
T = 1.4 keV

1.0
rx:

o& pa~ cr.I-
l-~ cn
M ul

0.6Z U

U- QZ

0.4—

1018
I I I 1 II LII

1019

ION DENSITY (cm )

FIG-. 2. Ratio of the n =2, 3, and 4 Arxvrrt populations ob-
tained with the correct fine-structure profiles to those obtained
using a single Voigt profile are plotted against ion density for
the indicated cylindrical plasma temperature and diameter.

-4,0 -3.0 -2.0 -I.O 0 +I.O +2.0 +3.0 +4.0
DOPPLER WIDTHS AT 1.4keV (hv)

FKJ. 1. Normalized fine-structure profiles of the absorption
coefficients of Ar xvni Ly a, P, and y are compared to the sin-
gle Voigt profile which would characterize the opacity in the ab-
sence of fine-structure splitting.
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Therefore, the following results will concentrate on Ly-u
and Ly-P power outputs and line ratios which could re-
flect those outputs as influenced by fine-structure opacity.

In Fig. 2 the ratio of populations calculated with realis-
tic doublet opacities to those which would prevail in the
absence of fine structure is plotted against density, for an
argon plasma temperature of 1.4 keV and a diameter of
1.34 mm. The changes in n =3 and 4 are 15% or less,
whereas, for an ion density of —3X10' cm, the n =2
population is reduced by a factor of 2. For all three levels,
the population ratio approaches unity at both low and
high densities, consistent with Eq. (7). Fo«he»Iq2-2p3q~
component, the line-center optical depths are 0.14, 2, 47,
and 420 at ion densities of 10', 10', 10, and 10 ' cm
respectively. The corresponding optics. l depth of a single
Voigt profile, ro, would be 50% greater. Since X,= 18%1,
re=3.5X10 N, for ion densities between 10 and 102'

cm . The approximate escape probability for a Voigt
profile' is given as a function of the damping parameter
a and optical depth ro for ro &&1:

1/2

I', =0.85
Q

'To

The damping parameter a for a resonance line is

10.0

FINE STRUCTURE INCLUDED

)019 ~o"
ION DENSITY {cm }

IQ= )4~hva
(25)

where the upper-state inverse ltfctIIIlc I foI' Ly CI ls most
ly determined by radiative decay in this density range.
The Doppler width hva at 1.4 keV is 2.2~10' Hz. In-
cluding tlIc colllslonal contrtbutlon, 8 2.5 X 10 fo1'

these densities, and Eqs. (24) and (13) may be combined to
obtain the electron density at which a 10% departure of
n =2 population due to fine-structure opacity would be
expected according to the analytic theory

PIG. 3. Line ratios ArXVII 1s —1s3p I'/Ly a and ArXVII
ls —1s4p 'P/Ly P are plotted against ion density for a plasma
diameter of 1.34 mm and temperature 1.4 keV. %'here fine-
structure opacity results in significant differences, it is indicated.

IO.O

9.3X 10-I6(18)-'N, ~0.85
2.5g10-2

3.5~10—2', (26)
I .0

which yields an electron density of 6.1X 10 ' cm
equivalent to an ion density of 3.4X 10 cm which is in
excellent agreement, considering the approximations, with
the numerically calculated value of 4.5 X 10 (Fig. 2).

The most experimentally detectable consequence of fine
structure is certainly spectroscopic effects. The analytic
results presented above also contain [Eq. (18)] an
electron-density criterion for 10% enhancement of Ly a.
In Fig. 3 we present two line ratios which are both tern-
perature and density sensitive: He ls —ls4p 'P/Ly P and
He ls —ls3p 'P/Ly a, as a function of density, with and
without the correct doublet opacity. The ratios decrease
substantially with density even with fixed temperature (1 4
keV) and plasma diameter (1.34 mm) since higher collision
rates and optical depths increase the excitation and ioniza-
tion state of the plasma. However, at the highest densities
the ArxvII to ArxvHI line ratios level off and then in-
crease. This is primarily due to the increased opacity of
the I.yman lines coupled with the decreased opacity of the
heliumlike lines as the average charge state of the plasma
increases with density. The double valuing of line ratios

IO 0.5
l

).0 l.5
T(keV)

I

2.0

FICx. 4. Same line ratios of Fig. 3 are plotted against tem-
perature for the same size cylindrical argon plasma (1.34 mm) at
an ion density of 3.7+10 cm, where the presence of fine
structure makes no difference.
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due to opacity effects has been noted elsewhere. ' At ion
densities of —10 and higher, the dichotomy between
fine-structure and single-profile calculations is noticeable;
it reflects the higher power outputs of both Ly a and Ly P
due to the greater effective escape probabilities of the
doublet profiles. For Ly a, these results provide another
point of comparison with the theory of Sec. II. According
to Eq. (18), the Ly-a line intensity should be enhanced by
10% when

1.0

5.2X 10-"X,Z-'&P, . (18)

Equation (24), plus the fact that ro=3. 5&&10 N, allows
Eq. (18) to be solved for N, ; the result predicts a 10%
power enhancement at XI-X, /18=1. 1&10 cm, in
excellent agreement with the numerically calculated value
of 1.3)& 10 cm (Fig. 3).

Figures 4 and 5 present this same ratio as a function of
temperature, again for a plasma of fixed diameter 1.34
mm. In Fig. 4 the ion density is 3.7&10' cm . At
these relatively modest optical depths ( —10 for Ly a) the
ratios are single valued and a very good temperature indi-
cator. Also, fine structure does not affect the power out-
put at this density; therefore, only one curve appears for
each line ratio. This may be contrasted with Fig. 5 where
the same information is presented at the considerably
higher ion density of 10 ' cm . Fine-structure opacity
noticeably depresses the line ratios for the entire tempera-
ture range considered. Also, the much larger optical
depths virtually eliminate the temperature sensitivity of
the ratios above 1.0 keV; as the population of Ar XVIII in-
creases with temperature, so does the opacity, which con-
siderably reduces the tendency of the Lyman line to in-
crease in intensity. At an ion density of 3.7& 10' cm
the Lyman photons generally escape after a few scatter-
ings; at 10 ' cm, they are mostly collisionally quenched.

The fact that the enhancement of Ly P is comparable to
that of Ly a may seem puzzling in light of the fact that
the Ly-P profile is not so drastically affected by fine
structure (Fig. 1). However, the Lorentz wings of the pro-
file are substantially enhanced by the increase in damping
parameter (i.e., reduction in level lifetime) when collisions
transferring population among fine-structure levels are
considered. At such high opacities, substantial numbers
of photons can escape only in these far wings —resulting
in the Ly-/3 power increase. For Ly a, as noted above, the
upper level lifetime is still mostly determined by its very
high radiative decay rate, even when collisions among
fine-structure levels are considered.

Finally, in Fig. 6 we present the evolution of the emit-
ted Ly-a profile as a function of density for a temperature
of 1.4 keV and a plasma diameter of 1.34 mm. At
Xi ——10' cm, the 2p3/2 component is twice the strength
of the 2p&&2 since the lines are optically thin at this densi-
ty. At 6&&10' cm, ~&-1 and the 2p3&2 component be-
gins to saturate to the value of the source function—
allowing the 2p~~2 to begin to approach its intensity. At
3.7)&10' cm, full saturation has occurred —the corn-
ponents are of equal intensity and a small self-reversed
core is seen in each. The profiles at ion densities of 10
and 3)&10 cm are qualitatively similar to that at
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FIG. 5. Same as Fig. 4, except the density is 10 ' ions per
cm '. At this density the result depends upon the details of the
fine-structure profile and such is indicated.

3.7)& 10' cm except that the higher optical depths pro-
duce deeper self-reversed cores. At ion densities of
7.5)&10 cm and 10 ' cm, the profiles have a pecu-
liar three-pronged. appearance. The three peaks appear
where the profile optical depth is approximately unity-
one peak on each of the far wings of the components, with
another emission peak occurring at the absorption
minimum between the two components.

Because of this density sensitivity, the Ly-a profile is
potentially an excellent density diagnostic. Since the pro-

J~ W

]018 6x]018 3.7x]019 ]0 0 3x1QP 7.5x10 10

FICx. 6. Evolution of the emitted Ly-a profile is presented as
a function of density for an argon plasma of 1.4 KeV and diam-
eter 1.34 mm. The splitting of the two components (visible at
the lowest density) is 5.4 mA and this horizontal scale is main-
tained throughout. The absolute intensities have been normal-
ized for ease of comparison.
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files depend on optical depth as well as density, the size of
the plasma must be ascertained to fully exploit this tech-
nique. Experimental methods such as x-ray pinhole pho-
tography would be quite valuable for this purpose. Also,
spectral resolution of —1—2 mA will be required, in-
dependently of Z.
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