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Detailed observation and analysis of radiation from high-density laser-imploded targets
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High-energy CO2-laser radiation has been used to implode gas-filled spherical targets to very high
densities (10 & n, & 10 cm ) and temperatures (-800 eV). The imploded gas was composed pri-
marily of DT with a small amount of argon seed. The detailed observation of radiation from the ar-
gon was a primary diagnostic of the imploded-plasma conditions. An extensive analysis of the emit-
ted argon spectrum provides a rich source of information on plasma parameters. In most cases one
could not assume local —thermodynamic-equilibrium conditions. A very detailed collisional-
radiative model was constructed in order to analyze the spectrum. In view of the complexity of the
calculations that had to be performed and the care needed in data acquisition and processing, the
agreement between theory and experiment was very good.

I. INTRODUCTION
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FIG. 1. Target used to produce high-density laser-driven im-

plosions.

Laser-driven implosions have produced high-tern-
perature compressed plasmas with densities comparable to
or greater than ordinary solids (a few g/cm ). ' A whole
new regime of very high-density, high-temperature plasma
conditions has thus been opened for laboratory investiga-
tion.

The production of very high-density compressed plas-
mas is central to the inertial-confinement fusion concept.
Analysis of the radiation from these dense plasmas is an
important source of information on their conditions. This
analysis may, however, involve relatively complicated
modeling techniques. In this paper we describe techniques
that have proved useful in the modeling of radiation from
compressed plasmas with a density of a few gm/cm . The
experiment analyzed here has been reported previously.

In Fig. 1, we show a typical target used in high-
compression laser-implosion experiments. The targets are

imploded by irradiating them with high-intensity CO2-
laser light from the Los Alamos National Laboratory
Helios laser facility. Laser energy on target ranged from
3—6 kJ and the half width of the pulse was 600—800 ps.

Within the target is a glass shell filled with a variety of
gases; DT is used as the fuel for thermonuclear burn.
Spectroscopic diagnosis of plasma temperature and densi-
ty is accomplished by seeding the DT fuel with a small
amount of higher Z material, such as neon or argon.
Analysis of line emission from the higher Z material is
one of the most direct diagnostics of compressed density.

The thick layer of plastic surrounding the glass shell
reduces the preheat of the fuel due to suprathermal ( —100
keV) electrons and allows an ablative implosion of the
shell. In earlier work of this type only the thin glass shell
was present. Long-mean-free-path electrons tended to
uniformly heat and thus explode this shell. In the present
work a slower less explosive implosion has produced con-
siderably higher densities of the order of 20 times the
liquid density.

In Fig. 2, we show the general features of argon emis-
sion from highly compressed plasmas. The top trace was
taken with an exploding pusher target irradiated by about
3.5-kJ laser energy on target and represented a compressed
electron density of about 9)& 10 cm . The middle trace
was obtained from a target with a coating of 25-pm
(CH2)„(and 4.5-kJ laser energy on target). The
compressed electron density here is about 4&10 cm
The final trace was produced by a target with 50-pm
(CH2) coating and about 5.8 kJ of laser energy. The
compressed electron density is about 7&(10 cm . In the
experiment represented by the top trace of Fig. 2 the laser
heats the glass shell directly; lines due to calcium and po-
tassium, which are impurities in the glass, are excited.
When a layer of about 25 pm of plastic is added these
lines are suppressed.

The densities in these experiments were measured pri-
marily by fitting time integrated x-ray spectral profiles to
theoretical calculations. The theoretical calculations were
made for specific densities and did not attempt to take
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is usually close. The very large optical depth of the heli-
um and hydrogenlike resonance lines does, however, bring
n =2 much closer to LTE than it would otherwise be
(through absorption out of the ground state). It is, thus,
clear that in order to deal with questions such as the de-
tailed transport of optically thick lines (e.g. , Lyman a and
1s -1s2p) a detailed non-LTE radiation model must be uti-
lized.
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into account the complete variation of density during the
implosion. Densities were also estimated from x-ray
pinhole photographs. A more complete description of
these experiments is given in Ref. 2.

When attempting to make very detailed comparisons be-
tween theory and experiment for laser plasmas, the ques-
tion of non-LTE (local —thermodynamic-equilibrium)
behavior inevitably arises. It has been shown that even in
the exploding pusher case (where neon was often used as
the fill gas) non-LTE analysis must be performed if exper-
imental data is to be properly analyzed and very accurate
information is desired. In the case of higher-density
work utilizing argon emission this is shown below to be
even more important.

Simple considerations give an indication of the impor-
tance of non-LTE analysis. For a level to be in collision-
dominated (CD) equilibrium with higher levels, ignoring
pressure ionization effects, we use the following criterion
taken from Cxriem:

Z6

( ~ )
17/2 Z 2E

1/2
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FIG. 2. Argon emission from progressively higher-density
CO~-laser —driven implosions. (a) Glass microballoon without

plastic coating, (b) microballoon coated with 25-pm (CH&)„, and

(c) microballoon coated with 50-pm (CH~)„. Unmarked lines are
from argon.

The targets used in these implosion studies were gen-
erally of the construction described above. The diameter
of the fuel region was about 200—250 pm. The plastic
coating was between 15 and 50 pm.

The argon seed gas used for diagnostic emission in these
experiments was initially at a few tenths of an atmosphere.
The DT gas was at a pressure of approximately 30 atm.
The partial pressure of the argon fill was controlled in or-
der to give reasonably strong line emission while keeping
the optical depths of important lines to a minimum. In
Table I, we show approximate values for the optical depth
of various lines (based on LTE calculations for a typical
partial pressure of argon of 0.2 atm) ~

The primary experimental diagnostic used for determin-
ing core density was argon line spectra (2—4-keV range)
measured with two crystal spectrographs. Pentaerythritol
(PET) crystals employing the (002) reflection (2d =8.74 A)
were used. One of the devices used a slit for spatial reso-
lution. Measurements of the size of the compressed core
were used as an auxiliary indication of imploded density.
The core emission region was usually of the order of 20
pm in diameter.

The spectra were recorded on Kodak 2491 fine grain
blue sensitive film. The fundamental signal-to-noise ratio
is governed by the line-to-continuum (plus background)
level. The background (in addition to the normal fog level
of the film) is due primarily to hard x rays produced by
the scattering of the suprathermal electrons.

There are two major contributions to the instrument
profile: (a) source broadening (due to the finite size of the
emitting source) and (b) the crystal diffraction curve. To
obtain an estimate of source broadening we differentiate
Bragg's law:

AE
E

=cotL9 60, 60= )bc /1. ,

where hx is the source dimension and L is the distance
from source to film. The orthogonal spatial resolution
(provided by the slit) allows rather accurate determination
of the source size and thus the spatial broadening. In
these experiments the source size (the radiating
compressed core) was such that AE —3.0 eV. This is of

TABLE I. Optical depths of various argon lines for typical
compressed electron densities.

where Z —1 is equal to the charge of the hydrogenic ion
which is equal to 17, n is the principal quantum number,
EH is the ionization energy of hydrogen, and T, is the
electron temperature. For example, for n =2,
%, )4&10, while for n =3, 1V, ) 1.1)&10 . The state
n =2 is not in local thermodynamic equilibrium (LTE)
with higher levels in the present experiments, while n =3

Line

Lyn
LyP
1s -1s2p
1s -1s3p

~o (cm-')

13
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the order of 10' of the broadest lines. The instrumental
profile, including the actual source size relevant to partic-
ular shots, is carefully accounted for in the theoretical cal-
culations.

In the present experiments the contribution from crystal
broadening to the instrumental profile was small com-
pared to the source broadening. The crystal PET (Ref. 8)
has been shown (in relatively new samples) to have a rock-
ing curve width corresponding to AE (in the present exper-
iments) of about 0.2 eV. Although the particular crystals
used in this experiment were not measured directly they
were new enough that large departures from the above
quoted figures would not be expected.

All of the spectral data described here is time integrat-
ed. Broadband time resolved measurements indicate that
most of the emission in the spectral region of the argon
lines tends to occur in a time interval of about 100 ps near
peak compression (stagnation). This agrees with calcula-
tions described below.

In the remainder of this section we describe the pro-
cedures used in analyzing experimental spectra and pro-
cessing of the data for comparison with theory. The first
step in this analysis of the data is to make rough estimates
of the average compressed temperatures and densities.
Electron temperatures are measured by using both line ra-
tios and continuum slopes. The continuum slope method
is the most straightforward. It is sometimes compromised
by hard x-ray background (due the aforementioned fast
electrons). When special precautions (described below) are
taken in subtracting the background, temperature deter-
minations using continuum slope estimates of +50-eV ac-
curacy are possible. Line ratio measurements are compli-
cated by the very dense plasma conditions. The high den-
sity causes only a relatively small number of members of a
series to be present while causing the low quantum num-
ber transitions to be optically thick (~p) 10). This usually
makes ratios between ionization stages the best choice.
This, of course, introduces a dependence on electron densi-
ty and the self-consistency of density and temperature
measurements must be carefully checked.

Line profiles are used as the primary indicator of densi-
ty. Plasma temperatures during emission are of impor-
tance in the analysis of line profiles. In the present densi-
ty regime (where Doppler broadening is negligible) the
profile dependence on temperature is relatively weak and
rough determinations of temperature are adequate.
As mentioned above, one or two lines of both the hydro-
gen and heliumlike Lyman series are usually optically
thin. The fitting of one of these lines to a theoretically
calculated profile is taken as a first indicator of the densi-
ty. The density variation during compression (and thus
during the period of line emission) causes the line fit to
yield a temporally averaged value for density. In addition,
temperature variations will cause various lines to be emit-
ted at slightly different times. The fitting process also
averages over spatial gradients within the compressed
core. The complete theoretical modeling (described in Sec.
III) takes into account both spatial and temporal influ-
ences on line emission.

In attempting to fit experimental data to theoretically
calculated spectra, the following steps represent a typical
procedure:

(a) The film is carefully scanned and digitized. The step
size is usually taken to be that corresponding to a sma11
fraction of the spectrograph resolution (using the known
linear dispersion in AA, /cm). The spectrograph is ar-
ranged so that the outline of the periphery of the crystal
(produced by the radiation diffracted by the crystal) is
visible on the film. Overall background radiation not dif-
fracted by the crystal is thus easy to identify. A scan is
then made of the background exposure adjacent to the
spectrum. Once the film data has been recorded on tape a
series of computer programs are used to reduce and
analyze the data.

(b) The film data is first absolutely calibrated using data
obtained from continuous-wave (cw) calibration tests. '

The calibration tests have been performed with realistical-
ly narrow line exposures similar to spectral line profiles.
In general, there does not seem to be any distortion of line
profiIes from photographic adjacency effects (variation in
film calibration within small spatial scale exposures). Al-
though the wavelength of the hard x-ray background is
not known accurately, the film response does not vary
much in this region and it is adequate to use an averge
response. Background is then subtracted from the data.

The continuum level is manually estimated and sub-
tracted from the main profile. Ideally, the continuum
should be included as another parameter in the fitting pro-
cedure. The present procedure was felt to be adequate for
the primary purpose of determining compressed density.

(c) The wavelength and dispersion are calibrated using
known lines (and other features such as absorption edges).
The position of the crystal with respect to the film is accu-
rately known so that an exact fit can be obtained for a flat
crystal. When curved cyrstals are employed the dispersion
is determined by a least-squares fit to a polynomial. This
procedure is done interactively on a computer terminal.
The dispersion determined in this way is quite adequate
for determining most profile characteristics. Subtle prop-
erties such as small line shifts, however, require greater
care.

(d) The results of theoretical spectrum calculations con-
volved with the instrument function (these calculations are
described in Sec. III below) made using various input as-
sumptions are stored in computer memory. Estimates can
now be conveniently made of the deviation between experi-
mental and theoretical spectra. In fitting a particular line
profile for a density measurement, we usually tabulate the
normalized sum of squared deviations (referred to as the
fit factor F).

This gives equal weight to deviations in all parts of the
profile. It is clear that in many cases this criterion does
not represent the best choice. For example, we are often
aware of theoretical inadequacies near line center. ' '
This factor seems reasonably adequate, however, in mak-
ing estimates of the error in density measurements using
profile fitting which is one of the most important applica-
tions of this type of spectral analysis. In Fig. 3, we show
the result of noise being artifically superimposed on a
theoretical profile (including the instrument function). A
fit factor F is then calculated with this noisy profile as the
input. This procedure establishes the role of data noise in
the fitting (by using a noise axnplitude compatible with a
particular data set). In practice, F factors from actual fits
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FIG. 3. (a) Theoretical argon Lyman y profile and (b) profile

with artificial noise introduced; using this as input to fitting pro-
cedure gives F-0.01.

to experimental data rarely come within a factor of 2 of
the lower bound established by this process.

III. THEORY

In order to calculate the radiation from these laser-
driven implosions an extensive collisional-radiative (argon
K-shell) model has been constructed. The time- and
space-varying nature of the emitting region is included al-
though the final comparison is with a time-integrated
spectrum. By calculating a large number of spectral
features (line intensities, profiles, etc.) a substantial confir-
mation of plasma conditions can be obtained.

The collisional-radiative model incorporates overall
plasma conditions that are predicted by a one-dimensional
version of the Lagrangian hydrodynamic code LASNEX.
Experimental measurements provided a substantial num-
ber of constraints on the choice of input conditions to
these calculations. These measurements included (a) ther-
monuclear yield measurements, (b) ion temperature ob-
tained from neutron broadening, (c) implosion times from
time resolved neutron signals, (d) hot-electron temperature
measurements, and (e) absorbed energy measurements.
The calculational procedure is thus composed of two
steps. LA.SNEX calculation of the overall plasma condi-
tions (using experimental measurements in the choice of
LASNEX initial conditions) constitutes the first step. In the
second step, detailed radiation characteristics are calculat-
ed with the collisional-radiative {CR) model {using
LASNEX-calculated input conditions).

The CR model is, at present, used in a post process
mode where temperature and density output information
from LASNEX (as a function of space and time) is pro-
cessed separately and results are not fed back into the hy-
drodynamic code (the argon was a small percentage of the
mass of the total fill gas).

The effects of departures from LTE on the overall ener-
getics of the target are handled by using an average ion
model. ' This calculation is done in real time and the re-
sults are fed back into the hydrodynamic calculation.

The LASNEX hydrodynamic calculation and the CR cal-
culation are both performed in 1D spherical geometry. A
1D Lagrangian mesh is set up which consists of spherical
shells of radius R. Time histories of the central radii of
the spherical shells, R(i, t), the total electron densities
X,(i, t), the electron and ion temperatures T, (i, t) and
T;(i,t), and the total average charge states Z(i, t) (for each
of the 11 cells describing the Ar-DT core region of the mi-
croballoon, i = 1,. . . , 11) were obtained from LASNEX calu-
clations that were set up to model specific experimental
laser shots. These quantities were then used as the input
conditions for the emission spectrum calculations.

In the experiment that will be analyzed in detail here
(and the corresponding LASNEX calculation) the gas-fill re-
gion of the target contained SO DT molecules per 1 argon
atom and about 6.3 nanograms of argon. Plots of T, (i, t),
XA, (i, t), and R(i, t) for a typical laser-driven implosion
are shown in Figs. 4—6, respectively, over the time inter-
val of specific interest (encompassing peak compression)
to the emission of argon K-shell radiation in the 3- to 4.2-
keV spectral interval. Each of the curves in these figures
is labeled with its unique symbol so that for each tempera-
ture, argon densities and locations of each cell can be iden-
tified.

The E-shell emission calculation (corresponding to Figs.
4—6) was begun with the argon core at temperatures be-
tween 220—320 eV, densities below 1.S )& 10 argon
ions/cm, and with the core region already compressed to
a Iadlus of Ro =6S pm. It proceeded through the point of

10
710 1030 11SO

T I ME (psec)

FIG. 4. Electron temperatures as a function of time for a typ-
ical high-density laser-driven implosion.
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1s 2p -2p and 1s 2s -2s 2p satellite lines in Ar XVII,
2p-3d, 2s-3p, 2p-4d, 2s-4p, 2p-5d, and 2s-5p transitions
in Ar XvI, and the free-bound couplings Z(bare
nuclei)~H(n = I), Z~H(n =2), Z ~H(n =3),
H~He(n = I), H~He(ls2p P), H —+He(ls 2p 'P),
H~He(n =3 triplet), H~He(n =3 singlet), He~Li, and
Li—+Be. (Z, H, He, Li, and Be denote ArXIX, ArXVIII,
Ar XVII, Ar XVI, and Ar XV ionization stages, respectively).
The energies of the ground and excited states (and hence
of the lines and free-bound edges) were obtained from the
tables of Bashkin and Stoner ' or Kelly and Palumbo, as
well as from scaling laws for those high-lying states for
which no tabulated data exists. The Einstein 3 coeffi-
cients of both Lyman and Balmer series have values that
were extracted or extrapolated from a number of
sources. They were verified to yield well-behaved
Fano plots of oscillator strength that merged smoothly
into the continuum.

For Ai XVII the calculations of Lin and Johnson were
used to obtain the Ar XVII continuum oscillator strength.
Because oscillator sum rules are satisfied and the radiative
line couplings extend to n = 10, the continuum edge
behavior in this model can be studied as a dynamic pro-
cess that is inseparable from line merging phenomena (and
broadening). Thus, it will supplement other high-density
approaches that modify both the level structure ("pressure
ionization" of excited states) and the distiibutions of oscil-
lator strengths; i.e., pressure ionization per se has not
been systematically included in the rate equations, nor
have screening effects (on the collisional rate coefficients),
although they tend to be small at the temperatures and
densities encountered in these experiments.

The methods for calculating the collisional rate coeffi-
cients that are used in this model were carefully selected
from the many techniques available in the literature.
The coupling to excited states occurs within the same ioni-
zation stage of the states; that is, they are coupled among
themselves and to the ground states that are immediately
adjacent, above and below. The ground and excited states
of ionization stage Z are coupled to the ground state of
ionization stage Z+1 by collisional ionization and pho-
toionization. Electron-impact ionizations are calculated
by the exchange classical impact-parameter method, '

whereas photoionization cross sections were taken to be
hydrogenic as computed by Menzel and Pekeris or, in
the case of the ArxvII ground state, that calculated by
Lin and Johnson. The corresponding recombination
rates were obtained by detailed balancing the ionization
rates. Electron-impact excitations between ground and ex-
cited states and among excited states of an ion were calcu-
lated by the method of distorted waves ' for levels with
principal quantum number n &6 and by the semiclassical
impact-parameter method for n ~ 6. Collisional deexci-
tation was again calculated by detailed balancing of these
excitation rates. Photoionization and stimulated emission
couplings for all bound-bound and free-bound allowed
transitions were evaluated using a detailed solution of the
radiative transport equation in spherical geometry' ':
p —+ 2

I (r,p, t)=k„(r,t)[S (r, t) —I,(r,p, t)]
1 —p

Br r Bp

(3)

while the emission power spectrum P„(t) is calculated
from

P (t)=8m. Ro(t) J dppI (r =Ra,p, t), (5)

where Rp is the radius of the Ar-DT region. Finally, we
note that the smallness of the argon region ( ~ 60 pm) and
the relatively small change of the plasma temperature and
density with time (-ps time scales) provides a justifica-
tion for omitting the retardation term (1/c)B,I from Eq.
(3). The effect of the time derivative terms in the rate
equations, on the other hand, will be investigated in this
paper.

The rate equations for the ion population densities,
[N, (r, t)], are conveniently written in terms of the frac-
tional ion densities, f, =N, IN~„, where N~„——g, N, :

D,XA, ———(V v)NA, , (6)

where the electron density

N, =QZ.N.

must be determined self-consistently from the ion densities
and

aD =—+(v.V)
Bt

is the time derivative within a fluid cell, i.e., attached to
the Lagrangian coordinates of the fluid motion v(r, t). In
this paper, we will discuss both quasistationary ' and
collisional-radiative equilibrium (CRE) solutions to Eqs.
(3)—(9). The solution to Eq. (6), along with the values of
T, (r, t), is taken from the I.ASNEx calculation. For CRE
to be valid D,f, —:0 for all states a: Solutions for the pop-
ulation densities are then found from

g W, t, (N„T„U )fb =0, (10)

N, = QZ, f, '

a

was self-consistently determined from the f,—not from
the LASNEx calculation. In the case of the quasistationary
approximation one assumes that only the excited states
(f, ) satisfy D,f, =0.

The equations D,f, =0, for the collection of excited
states (a') that lie within the ionization stage of ionic
charge +Z, have the form

which was evaluated at r =R(i, t) for i =1,. . ., 11. k and
S„are the absorption coefficient and source function,
respectively (computed as the sums over overlapping line
and continuum processes), and p is the cosine of the angle
between the radius and the x-ray direction. Coupling to
the rate equations is achieved through the radiation energy
density U, defined by

2~
U (r, t) = J dp I„(r,p, t),
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g ~o'b'(& T U )fi'= ~a'fz+1V ao'+ fz+I
b'

(12)

10

10

where fz and fz+I are the relative ground-state popula-
tion densities lying, respective',

below and above the
excited-state manifold, and W, b is the total rate (col-
lisional plus radiative) for the excited-state —to—excited-
state transition b'~a' (b'&a'), 8', , is the total decay
rate of the excited state a, including deexcitation to the
ground state below and ionization to the ground state
above,

W ~ =X,X (T, )+I dvB, (v)U

Cl
I—
IT-10-I2

ID

Cl
LU

10 13

10
550

r=0

710 870

T I ME (psec)

1030

Z ~ H

He {cascades)

1190

is the sum of electron and photon ground-state excitation
rates, respectively, to the excited state a', and N, o., +' is
the total rate (collisional and radiative) for direct recom-
bination to excited state a'. The solution to Eqs. (12) is
obtained in terms of the inverse matrix (8' b )

' and can
be used to define population coefficients r o (a') and r I (a')
for each ionization state Z. They are defined by placing
the solution to Eqs. (12) in the form

f, =N'(a' )N, ro(a')fz+,

exp[ EE (a ')—IkT, ]r I (a ')fz,g(a') t Z I

gz

where

{12')

~g( p) g(a ) iI

gz+ I 2~mk

3/2

exp[X(a ') /k T, ] (13)

y(a') =Ez+, —E(a')

are likewise excitation and ionization energies of state a'
from and to the Z and Z+1 ground states. Note that in
LTE, ro +r, =1. On substituting Eq. (12') into the rate
equations for the ground-state population densities fz one
finds that

and g(a'), gz, gz+I are degeneracy factors for the excited
states a' and the ground states of the Z and Z+1 ioniza-
tion stages, respectively;

AE(a ') =E (a ') Ez—
and

FIG. 9. Various recombination times calculated for the inner-
most cell.

D&fz=& a fz+I+&eS fz I &e(S—+a )fz

where S and a are effective ionization and recombina-
tion coefficients, respectively, that include, in addition to
the direct ground-state —to—ground-state ionization and
recombination rates, the contributions to these processes
that proceed by cascade channels through the manifold of
excited states.

To gain a better understanding of the way the above
rate equation model functions as it processes the data in
Figs. 4—6, we will discuss some of the behavior of
[1V',S (r, t)] ', [X,a (r, t)] ', and [V v(r, t)] ', the time
constants that enter into the quasistationary theory.

Figures 8 and 9 provide comparisons between the calcu-
lated effective recombination times connecting bare nuclei
(Z), hydrogenlike (H), and heliumlike (He) ionization
stages (of argon), respectively, in the outer and innermost
cells [r =R (i = 1 l, t) and R (l, t)] as well as between
Z —+H and H~He recombination times that are.comput-
ed from the ground-state —to—ground-state rates. Figures
10 and 11 contain a set of corresponding comparisons be-
tween ionization times in the outer and inner cells. (The
times for Li~He ionization are less than 1 ps. ) We will
see later that peak emission occurs at -860 ps, just before
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THEORETICAL SPECTRUM

C3
O)K)- He LI9

H La

tion coefficients provides the answer. Calculations of
these coefficients confirm that states with principal quan-
tum numbers greater than 3 remain in LTE with the
Ar XVIII ground state throughout the implosion. The
overall ionization distribution is not, however, in LTE.
The Ar XVIII excited states behave similarly to the Ar XVII
states; in particular, the n =3 state comes within 90% of
LTE with Ar XIX at peak emission as the simple theoreti-
cal estimate given in the introduction suggested.

Line profile calculations are also a critical component
of this spectral modeling. The spectral profiles that were
used in the radiative transfer and rate equation calcula-
tions were computed based on a theory ' which treats the
electron collisions by an impact approximation. This al-
lows for the level splittings induced by (1) the ion electric
fields, (2) the finite duration of the collisions, and (3) the
screening of the electric fields. The effects of inelastic col-
lisions are also included by parametrically modeling calcu-
lations carried out in the distorted-wave approximation.

Ion effects were calculated in the approximation of the
quasistatic Stark effect. The electric microfield distribu-
tion functions used were those calculated by Hooper. In
this case the microfields were those appropriate for the
DT mixture.

The asymmetry of the two electron line profiles is the
result of the loss of degeneracy of the Hamiltonian with
respect to angular momentum quantum numbers. The en-
ergy levels of the 5, P, D, etc., states within a multiplet,
and the mixing coefficients of the singlet and triplet
multiplets, were obtained from the work of R. Cowan.
Doppler broadening, as well as an approximate correction
for ion dynamic effects and fine-structure splitting, were
added by performing a convolution of the Stark profile
with a Gaussian of width

h=(AD +Ac+hf )

where ED,„ is the Doppler halfwidth, Ac is the ion
dynamic correction, and A~, is the fine-structure splitting.
The latter two quantities are approximate; moreover, this
procedure is valid only if their contribution to the
broadening is small.

Coupling of populations to the radiation field in the rate
equations depends critically on the shape of optically thick
lines (in the present case, principally 1s-2p and 1s -1s2p)
as functions of density and temperature. In the present
imploded argon spectra, photon coupling to n ~ 3 states is
not a strong effect; however, the line shapes and widths of
the helium Lyman-type P, y, and 5, and the hydrogen Ly-
man P lines are important diagnostically.

He IC
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H Lp IV. COMPARISON OF THEORY AND EXPERIMENT
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FIG. 15. Comparison of time-integrated experimental spec-
trum and its corresponding theoretical calculation.

In this section we describe a comparison between
theoretical calculations and experiment for a typical laser
shot to illustrate the capabilities of the modeling. In
Fig. 15 we show a typical, time-integrated spectrum (simi-
lar to those in Fig. 2) and its corresponding theoretical
simulation (including source broadening). This is the
same shot whose behavior was modeled in Figs. 4—6.
There is a good overall agreement between the experiment
and the calculation. The target that produced this im-
ploded spectrum had a 240-pm-diameter glass shell coated
with 35 pm of plastic (CHq). The complex of satellites on
the low-energy side of the 1s -1s2p and 1s -1s3p lines are
not modeled in the present calculation.

In Fig. 16, we show an expanded trace of the 1s -1s 3p
line calculation and corresponding experimental points.
The method for calculating the deviation between theory
and experiment (described in Sec. II) is applied here to the
comparison between the CRE theory and the experimental
spectrum. The fit factor is about 2 times the ideal fit
(described in the experimental section). This gives a confi-
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FIG. 16. Comparison of time-integrated experimental profile
of the 1s -1s 3p line and its corresponding theoretical calculation.

FIG. 17. Calculation of the same spectrum as in Fig. 15
under the assumption of LTE conditions.

dence level of about +50% in the estimate of average den-
sity during the compression. This confirmed an average
compressed electron density of about 3&(10 cm for
this particular shot. The more complete CRE model gives
{in this case) a slightly higher value for compressed densi-
ty than the simple model (Sec. II). This is because the
peak emission occurs at a significantly different time than
peak compression. The CRE model accounts for the vari-
ations in density throughout compression (in predicting
the time-integrated spectrum) where the simple model
does not. A similar fit factor was obtained in the profile
analysis of the 1s -1s4@ line.

The hydrodynamic calculation is constrained by laser
input parameters and several experimentally measured
quantities. The laser energy input (used in the simulation)
follows the measured laser temporal profile. The absorbed
energy fraction was consistent with ion calorimetry mea-
surements.

The hot-electron spectrum used in the hydrodynamic
calculation was taken to be consistent with measurements
of hard x-ray bremsstrahlung measurements (in this case
about 200 keV). The results of these calculations are
somewhat sensitive to the choice of Th„. Uncertainties in
the hot temperature may account for some of the devia-
tion between theory and experiment.

In addition to line spectra the adequacy of the hydro-
dynamic simulations were checked against other measured
quantities. The measured neutron yield from DT fusion
agreed with calculations to within a factor of 2—3 (neu-
tron yield depends on compressed core temperatures to the
sixth power). The ion temperature was measured by the
spread in the measured fusion neutron spectrum. This, in
general, agreed with the calculated value to within about
+30%. There was no direct atomic spectral signature of
ion temperature since Doppler broadening was too small
to be measured. Uncertainties in the hot temperature may
account for some of the deviation in the relative strengths
of hydrogenlike and heliumlike lines in the theoretical and
experimental spectra.

The delay between the onset of laser irradiation and the
peak of neutron production was measured by time

resolved neutron detectors. In the present case this was
about 1 ns, which was in good agreement with the calcu-
lated value.

In all, the agreement between theory and experiment in
Fig. 15 is quite good; the major discrepancy, which occurs
in the relative heights of the hydrogenlike and heliumlike
lines, can be attributed to the sensitivity of these line ratios
to the temperature peaks in the different cells of the argon
core. There are a number of possible reasons for the
slightly greater relative strength of the calculated hydro-
genlike to heliumlike lines, including, one might think, the
possibility that greater spatial resolution than eleven cells
is needed in defining the temperature gradients in the ar-
gon region. There is some evidence to indicate, ' however,
that calculations based on twice the number of zones re-
flect some changes but not of a nature as to significantly
alter our results or conclusions. Mainly, it should be
pointed out that, to get as good an agreement, as is seen in
Fig. 15, it is essential that one not make the assumption
that the argon populations are in, or close to, LTE. In
Fig. 17 we show the emission spectrum that was calculat-
ed when LTE population densities were used in the post-
analysis of Figs. 4—6. The spectrum was computed using
the same eight Stark profiles and folding in 4 mA of
source broadening as was done in the CRE calculation.
The hydrogenlike Lyman-series lines not only completely
dominate the corresponding heliumlike lines in this case,
but the absolute strength of all the lines is significantly
greater than in the CRE spectrum of Fig. 15. In addition
to the time-integrated calculation shown in Fig. 15, other
outputs from the CR model are shown in Figs. 18—21,
which illustrate other aspects of the dynamics of radiative
emission from these high-density implosions.

Figure 18 shows the calculated power output above a ki-
lovolt, partitioned into three spectral intervals 1.0—3.0,
3.0—4.1, and 4.1—13.5 keV. The upper limit of 13.5 keV
is the cutoff for the calculated spectrum. The powers in
each interval peak at a different time and, overall, more
energy is radiated into the (1.0—3.0)-keV continuum than
is emitted into the (3.0—4.1)-keV line and continuum in-
terval ( -0.2-J radiated). The (3.0—4.1)-keV emissions



28 DETAILED OBSERVATION AND ANALYSIS OF RADIATION. . . 973

10 C3
C40-
C3

10

PEAK COMPRESSION

t= 950 psec

e Y,3,0 keV)

Ck
tIJI—
~10
C3

CC
L3

ke V,4.1 ke Y)

LIJ

CI
CL

10
550 870 1030 1190 3.00 3.24 3 ~ 48 3 ~ 72 3.96 4. 20

T IME (psec)

FIG. 18. Calculated power outputs above ) keV.
ENERGY (keV)

FIG. 20. Power spectrum at 950 ps into the implosion.

peak at -862 ps with a separation between the —,'-power
points of approximately 10S ps. In this time interval, sig-
nificant temperature and density changes occur in the Ar-
DT core. Note that peak emission occurs between the
times for peak temperature {830ps) and peak density {950
ps). In Figs. 19 and 20, for comparison with the time-
integrated spectrum, we show power spectra at times of
peak emission and peak compression. It is important to
note the differences between the two and the experiment.
At peak emission, the hydrogenlike lines are relatively
strong while at peak compression they are weaker than the
experimental spectrum.

The 10S-ps interval for strong line emission precedes
the moment when the Ar-DT region has collapsed to its
smallest radius. Thus, a somewhat higher compression is
attained than is measured by the x-ray spectrum in this
case.

V. SUMMARY AND CONCLUSIONS

The matching of time-integrated experimental x-ray
spectra with theoretical spectra (over broad energy ranges)
in well characterized implosion experiments, of the type

described in this paper, can provide valuable confirma-
tions of' our understanding of laser-driven implosion
dynamics. It can also provide important tests of theoreti-
cal atomic physics computational procedures and models.

Reasonably good agreement has been obtained between
the theoretical modeling and time-integrated spectra. This
gives confidence that the basic method for modeling this
complicated phenomenon is essentially correct.

The spectra in Figs. 19—20 demonstrate an interesting
point about average temperature measurements in a tran-
sient, moving plasma where two sets of lines may be
formed at different times, at different places, and under
different plasma conditions. Continuum shapes, for ex-
ample, of the free-bound continuum (Z~H) are, in gen-
eral, preferred over line ratios as an average temperature
indicator. The curves in Fig. 21 show the result of com-
puting temperatures from what would be measured by two
calorimeter readings at 4.43 and 9.3 keV (carried out in
the calculation). One was time resolved and one time in-
tegrated. The peak in the time resolving calculation al-
most coincides with the peak in (4.1—13.S)-keV emission
and has a value of 930 eV; the time-integrating calcula-
tion, on the other hand, yields a final temperature of only

lAO-
C3 10

PEAK EM I SS I ON

t= 862 psec

jG. I',
3.00 3.24 3.48 3 ~ 72 3.96 4. 20 10

550 870 1030 1190
ENERGY (keV)

FIG. 19. Power spectrum at 862 ps into the implosion.

T INE (psec )

FIG. 21. Calculated temperature determinations.



HAUER, WHITNEY, KEPPLE, AND DAVIS

820 eV (see Fig. 4). One virtue of obtaining average tem-
peratures from continuum slopes is that the average is rel-
atively well defined (though it will underestimate the peak
temperature).

From a theoretical point of view, coupling of the rate
and radiative transfer equations to the hydrodynamic in-
put data achieves four goals. One, the effect of optical
pumping is correctly included in the determination of the
argon excited states. Two, the calculated line emission
spectrum automatically contains the necessary opacity
corrections to the underlying Stark profiles. Three, the
computed spectrum contains the effects of the core region
temperature and density gradients. And four, the instan-
taneously calculated argon power spectra can be time in-
tegrated for comparison with the experimental spectrum.
A fifth advantage to the calculation, not tested in this ex-
periment, is that it looks at the full range of radiated K-
shell energies, not just in the (3.0—4.1)-keV range.

Several interesting extensions of this work suggest
themselves. First, because of the low concentration of ar-
gon, the (collisionally dominated) CRE approximation was
quite valid, i.e., optical pumping and transient emission ef-
fects were minimized. Moreover, the argon concentration
was low enough and the compression weak enough that
opacity and many-body corrections to the emission spec-
trum were also minimized. It would be useful to extend
this analysis to pure argon fill at higher density, such as
has been observed experimentally. '

It would be useful to extend this experimental-
theoretical analysis either to pure argon fills or to the
analysis of experimental spectra at higher-compression
densities ~ 10 e/cm, where one expects to make the
transition into a physics regime where many-body effects
begin to be important. In some pure argon compres-
sions, for example, one expects the argon region to contain
large temperature and density gradients at times before
peak compression is reached (larger than in Figs. 4 and 5).
Issues reLating to the degree of spatial resolution that is
needed in modeling implosion and x-ray emission histories
can be fruitfully investigated in these cases. Nevertheless,
since analyses of laser-produced experimental spectra have
been heretofore essentially "one-cell" analyses, the calcula-
tions described in this paper already constitute a major
step forward in the spatial resolution of plasma condi-
tions.

The timing of the implosion was such that there was no
contribution to excitation from direct suprathermal elec-
tron pumping. It would be interesting to extend the
present detailed spectrum analysis to cases where effects
from suprathermal pumping might be observed.

VI. CGMMENTS ON NUMERICAL ISSUES

In a recent article, R. W. Lee presented a set of argu-
ments regarding the convergence of solutions to coupled
rate and radiative transfer equations. He argued from an
analogy between time-dependent radiative transfer
(TDRT) calculations and the "A-iteration" method of
time-independent calculations. (One method is a forward
going time step procedure while the latter method effec-
tively time steps in place—often starting from initial con-
ditions that are far removed from the final equilibrium
solution. ) Because the A-iteration method can require a

great many iterations to converge in cases of high
opacity —especially when such methods of solution are ini-
tiated far from equilibrium —Lee concluded that the
TDRT method will converge only very slowly in these
cases and, therefore, that it is "doubtful that TDRT calcu-
lations will produce the correct spectral output in general
because the coupling of the radiation field to the rate
equations which can, and usually does, have both local
and global effects for different frequencies, is not treated
consistently. "

We would like to make a few comments of clarification
about this statement since there are three distinct issues
that are raised by it: (1) coupling consistency, (2) the con-
vergence of solutions and their time step requirements,
and (3} the correctness of computed spectral outputs.
From the experience gained from the calculations that
were reported on in this paper we conclude that (1) cou-
pling consistency between rate and radiative transport
equations can (and must) be achieved, (2) convergence is
stable but indeed a function of the rate of change of plas-
ma conditions and therefore of the number of time steps
taken, and (3) it does not appear to be doubtful that
correct spectral outputs can, in general, be obtained —all
the more so if they are only required to the degree of abso-
lute accuracy with which they are obtained experimental-
ly. While the spatial resolution behavior of our post-
analysis calculations was not investigated, the temporal
convergence behavior was, first by time stepping with the
hydrodynamics calculation and then by doubling and qua-
drupling the number of steps. Moreover, the convergence
of the time-dependent CRE calculation was also verified
by A iterating for a well converged solution at an instant
in time late in the implosion. The time-integrating and
the instantaneous rate radiative transfer equation solutions
were found to agree to better than 1% at this randomly
selected time.

In summary, the radiation field, rate equation couplings
can be made to be self-consistent and, hence, should not be
the issue. The time it takes to arrive at a steady state de-
pends on the degree of departure of the system from
equilibrium and, also on the slowest of the rate equation
time constants. The time step selection may be governed
by the fastest rate process in the rate equations; hence, the
number of time steps needed to numerically integrate into
equilibrium in both high, and low-density regions may be
large for an improperly posed problem due to the global
nature of radiation field couplings. However, there is no
need to doubt that an accurate spectrum calculation can be
carried out in this fashion.
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