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Systematic method for solving transport equations derived from master equations
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It is shown how a one-dimensional transport equation (derived from a master equation) for a
time-dependent conditional average of an arbitrary function can be solved successively, if the mo-
ments of the transition probability can be expanded in a series of a special parameter. The transport
equation for the time-dependent conditional average value can be transformed into a set of l linear
partial differential equations of first order for the lth approximation of the conditional average
value. The system of equations is closed in the sense that the lth partial differential equation is
determined by the solutions of the l —1 partial differential equations. It is shown how the results ob-
tained compare with the linear noise approximation. Two examples are chosen to illustrate the way
to use the method. One is the classical example of the diffusion of a Brownian particle, the other is
Alkemade's diode.

I. INTRODUCTION

When treating many-body systems a wide variety of
problems can be formulated in terms of a master equation
for a Markov process. Mathematically the starting point
is the Chapman-Kolmogorov equation, which must be ful-
filled for any Markov process. The term master equation
is commonly reserved for an integro-differential equation
for a distribution function of a random variable and de-
scribes the rate of change of a particular state in terms of
time-independent transition probabilities. Master equa-
tions in the above sense have found wide applications in
dealing with transport problems in physics, chemical reac-
tion kinetics, population changes in biology, sociology, etc.
The crucial quantity in a master equation is the transition
probability from one state to another, where, e.g. , physical
intuition mixed with plausibility arguments to first princi-
ple calculations in quantum-statistical mechanics intro-
duce the necessary complexity of the physics involved in
an otherwise formally simple balance equation.

There are a few properties of the system and the transi-
tion probability which we tacitly assume in the following.
We consider homogeneous Markov processes in one di-
mension with a state space which may be discrete or con-
tinous but must be unbounded. There are instantaneous
transitions from one state to another in the sense that
changes on the microscopic scale can be separated from
the changes on the macroscopic scale which are described
by the master equation. We assume a time-independent
transition probability for which moments exist and for
which a natural or an artificially introduced parameter 0
can be found which serves as an expansion parameter.
There is no need for assuming microreversibility (detailed
balance). Currently we are trying to extend the method to
an n-dimensional vector space.

In a recent review article on stochastic processes Hanggi
and Thomas' describe the modern development for
discrete and continuous master equations in great detail
giving extensive references. 'While for discrete processes
there are several new methods in use, ' the standard treat-
ment for continuous processes is to transform the master
equation into a nonlinear Fokker-Planck equation (where

the nonlinearity makes a renormalization of the transport
equation necessary ) or to use an eigenfunction expan-
sion for the original master equation directly.

Van Kampen has provided a method ' for calculating
approximations to the time-dependent distribution func-
tion in a systematic way by expanding the transition prob-
ability in terms of a suitably chosen parameter Q. In his
linear noise approximation he arrives at a linear Fokker-
Planck equation with time-dependent coefficients which
are determined by the macroscopic law. Kubo et a/. have
developed a method to calculate the characteristic func-
tion of the time-dependent distribution function, assuming
an exponential form for this function and expanding the
exponent in a power series of 1/A. A time-dependent dis-
tribution function derived in one of these ways can, of
course, be used to calculate time-dependent averages of
physical quantities of interest, but it seems more appropri-
ate to calculate these quantities directly to a well-defined
order of approximation, and we will show how this can be
done. In return, a direct calculation of moments can be
used to construct an approximate time-dependent distribu-
tion function or its equilibrium limit. Methods in use are,
e.g., the Edgeworth series development (product of a
Gaussian distribution and a polynomial) or the Pearson
distribution. Both approaches can be used to fit a certain
number of moments and have different merits. An advan-
tage of our method is that one can keep trace of the terms
which are neglected when calculating a time-dependent
average of a physical quantity with the aid of a time-
dependent Gaussian distribution function. As will become
clear later on, in contrast to our method, van Kampen's
method does not give a systematic expansion method for
time-dependent average values of a physical quantity in
the expansion parameters 0, which seems to justify our
method.

A few examples, where the time-dependent average
values are of interest, are the calculation of transport coef-
ficients, the statistical description of Alkemade's
diode, ' '" Brownian motion, energy loss of neutral atoms,
ions or electrons in gases or plasm as, concentration
changes in chemical reactions, implantation profile com-
putations, etc.
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For completness we brieAy introduce in Sec. II the for-
ward and backward master equation in different forms us-

ing the backward form for the calculation of time-
dependent conditional average values. Hanggi and Tho-
mas' have pointed out that the backward form of the mas-
ter equation is especially suited for this purpose. We then
develop a new method for calculating this quantity to any
order in the expansion parameter Q by solving a corre-
sponding set of first-order linear partial differential equa-
tions. Finally, we give two examples and discuss the rela-
tionship of the presented method with the extensive and
pioneering work by van Kampen in this field.

II. FORWARD AND BACKWARD FORM
OF THE MASTER EQUATION

Let us consider a physical process which can be
described by a time-dependent distribution function (TDF)
h (x, t

~
xo). This TDF can, e.g. , either describe the time-

dependent velocity distribution of a labeled Brownian par-
ticle or the time-dependent distribution of the number of
electrons in an Alkemade diode subject to the initial con-
dition h (x, t =0

~
xo) =5(x —xo). Here we restrict our-

selves to processes, which can be described by a homo-
geneous Markov process of a single variable x (x being
continuous or discrete but unbounded, —oo (x ( Oo ).
Furthermore, we assume that successive events are statisti-
cally uncorrelated and can be described by a time-
independent transition probability W~(x ~x ').

Let us introduce the following quantities: h (x, t
~
xo) is

the probability to find the system at time t in the state x
when it has been at time t =0 in the state xo,
h (x, r =0

~
xo ) =5(x —xo ) is the initial condition;

Wn(x ~x')

is the time-independent transition probability per unit
time from x to x' (the subscript 0 refers to an explicit
dependence on a given parameter 0, which may be, e.g., a
mass ratio or a volume); exp[ P—n(xo)t] is the probability
that durin a time interval t no transition takes place, with
Pn{x):— Wn(x ~x')dx'.

In order to obtain an equation for the TDF h (x, t
~
xo)

the usual assumptions for the possibilities of a change are
considered.

Xo transition takes place. The system is at t =0 in the
state xo and has the probability exp[ —Pn(xo)t]5(x —xo)
to remain in this state.

There are transitions. For this process two equivalent
descriptions are possible. They are as follows.

(i) Up to t
&

the system evolves according to the proba-
bility h (x, , t,

~
xo), changes its state from x, to x in the

time interval ( t &, t & +dt
& ) with a time-independent transi-

tion probability Wn(x, ~x) and then remains in this
state. The probability for this process is given by

ti ——t

fdx, f dt, h( xt, ~xo)Wn(x]~x)

Xexp[ Pn(x)(t ——t~ )] . (la)

(ii) Up to t& the system remains in the initial state,
changes its state from xo to x& in the time interval
(t&, t& +dt] ) with the probability W~(xo~x ~ ), and then
evolves according to the probability h(x, t t~

~

x~). The-
probability for this process is given by

t) ——t

f dx& f dr&exp[ —Pn(xo)r]]Wn(xo~x])

xh(x, r r, ix&). (Ib)—
Using either Eq. (1a) or (1b) we arrive at the equivalent

equations for the TDF h (x, t
~
xo),

tl —t

hf(x, r ~xo)=exp[ —Pn{xo)t]5(x —xo)+ fdx, f d&&hf(xi t&
~

ox) W(n&x~ )xexp[ Pn(x)(t —t,—)] (2a)

(2b)
fl ——t

hb(x, r ~xo)=exp[ —Pn(xo)t]5(x —xo)+ fdx, f dt, exp[ Pn(xo)ti]W—n(xo~x&)hb(x, t t, lx, —

Both equations can be transformed to the usual form of an

integro-differential equation yielding, respectively,

dhf (x, t
~
xo )

Bt
Pn( )hf(x f ~xo—)

+f Wn(x&~ x)h (fx&, t ~xo)dxt

dhb(x, t
~

xo)
Bt

Pn(xo)hb(x, r
I
x—o)

+f W(nx~os) bh( xt
l
xi)dx&

(f(x)
~
xo), =X(xo, t) = ff (—x}h (x, t

~
xo)dx

with the initial condition

(5a)

I

Equations (3a) and (3b) represent the well-known form of
the forward and backward master equation, respectively.

From a physical point of view one is either interested in
the solution of the master equation itself, yielding the
time-dependent distribution function for this process, or in
the time evolution of an averaged quantity only. This
latter quantity cannot be obtained in general from the for-
ward master equation. Gf course, if the TDF h (x, t

~

xo)
is known explicitly, all conditional averages can be calcu-
lated via the following relation:

X(xo r =0)= ff(x}5(x—xo)dx =f (xo) (5b)

where both equations are solved subject to the initial con-
dition

hy(x, r =0
~
xo ) =hb(x, r =0

~
xo }=5(x —xo )

If one is interested in the time evolution of an averaged
quantity P(xo, t) only, it is.approprite to use the backward
form of the master equation directly, ' yielding
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X(xp, t =0)=f(xp} . (6b)

In his pioneering paper van Kampen has derived a
method for solving Eq. (3a) using a rather general depen-
dence of the transition probability 8'~(xp~x1) on the pa-
rameter Q, . In his first approximation, the linear noise ap-
proximation, he arrived at the linear Fokker-Planck equa-
tion with time-dependent coefficients.

As an alternative way we will present in Secs. III—VII a
systematic expansion of an averaged quantity 7(xo, t) in
the parameter Q using the transport equation [see Eq.
(6a)].

aX(xo, t)

at
+P~(xo)g(xo, t)

=f Wn(xo x, )X(x, , t)dx, . (6a)

This equation which is our starting point for Secs.
III—VII is again an integro-differential equation, but now
for the conditional average quantity X(xo, t) itself, and has
to be solved subject to the initial condition

Dropping the tilde in the following one gives

&X(xp, r) 1 a„k(xo) X'"'(x, ,r),
n=l k=0 ~u

00

X(xo,r)= Q, Xt(xp, r),
, , n' (13)

where the gI's are now independent of 0 and have to be
determined by Eq. (12). Notice, that due to the initial con-
dition (6b) one has

00 1
X(xp, 7=0}=f(xp)= Q I Xt(xp, r=0)

~=0 &' (14)

(12)

where g'"'(xo, ~) denotes the nth derivative of g(xo, ~) with
respect to xp. As the kernel of the integro-differential
equation [Eq. (6a)] depends on the parameter Q, the aver-
age quantity g(x0, 7 ) depends on Q too. Therefore we ex-
pand X(xp i) in powers of 1/0, ,

III. GENERAL EXPANSION METHOD
FOR y(x„~)

Following van Kampen ' we assume that the transition
probability 8'~(x~x') can be written in the form

yielding the new initial conditions

Xo(xo, r ——0) =f(xp),

gi(xo, ~——0)=0 for I ) 1 .

Inserting Eq. (13) into Eq. (12) one obtains

(15a)

(15b)

00

8'n(x~x') =F(Q) g k 8'k[x, Q(x' —x)],
k=o &' (7) BXt(xo,r)

t=o Q'

{X1—XO)n
X(x, , t}=y, X'"'( ., t)

n=o

we obtain, using Eq. (6a),

aX(x, , t) - rC„(x,), ,X'"'(x„t),
at „, n!

where we have introduced the jump moments

K„(xp)=jWn(xp~xi)(x| —xp)"dxi

with

{Sa)

(8b)

0(xo) =Pn(xo)

where F(Q) is an arbitrary function. The parameter A is
a size parameter and its precise definition depends on the
system considered. In Eq. (7) we expressed the transition
probability in terms of the intensive variable x, whereas
van Kampen used a dependence on an extensive variable.
If we expand g(x1, t) in a Taylor series

OO 00 00
1 a„k(xo) ( )=X XX

n =1k=—01=0

ago(xo, ~)

a~

axI(x„~)
av

—at p(xp)Xo"(xp, ~) =0,

(1)—a] o(xo)gi (xo,~) =HI(xo, ~)

Now performing an index transformation and comparing
equal powers in 1/0 one has

aXt(x„r) t+ t+ — a„„(x,), ,
XI+1—n —k(xo~&) i

n =1 k=0

1=0,1, . . . . (17)

Rearranging the terms on the right-hand side (rhs) of Eq.
(17) one can cast these equations into a more convenient
form

With the aid of Eq. (7) the jump moments can be ex-
pressed in the form

for /) 1 (18b)

F(Q) " a., k(xo }E(x )=» o Q„+ k=0

with

(10a)
with

~k, s k(XO)
Ht(xo, r) = g g ', Xt+i, (xp, r) .

s=2k=1
(18c)

a,k(xo)—=IWk(xo y)y dy . {10b)

Next we introduce a new time scale in our master equa-
tion for averages [see Eq. (8b)]

F(Q)
0 t =r, X(x,t)=X(x,r) .

Equations (18a) and (18b) have to be solved subject to the
initial conditions [Eqs. (15a) and (15b), respectively].

Notice that Ht(xp, r) contains the derivatives of func-
tions Xk(xo, ~) with k & l only and therefore Eqs. (18a) and
(18b) can be solved in a successive way, meaning that
higher approximations do not change lower approxima-
tions. Once the functions Xt(xo, r) are determined one ob-
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tains a systematic expansion of X(xo,~) in powers of I /0
using Eq. (13).

Xo(xo ~)=f(xo) (19a)

IV. DETERMINATION OF THE COEFFICIENTS
XI(&0,~)

In order to solve Eqs. (18a) and (18b) subject to the ini-
tial conditions [Eqs. (15a) and (15b), respectively], we have
to consider two different cases for the coefficient ai p(xp).

(i) ai p(xp) =0. In this case the solutions of Eqs. {18a)
and (18b) are trivially given by

T

XI(xp, v. ) = HI(x p, v')dw' .
p

(19b)

A master equation, in which the first jump moment
a& p(xp) is identical to zero is called a master equation of
diffusion type. This name becomes more obvious if we
consider the first two terms in our 0 expansion [see Eq.
(13)]. One has, using Eqs. {19a),(19b), and (18c),

)++ II
f" { )+

2I
f' { o) +O (2o)

(27b)
o'(x„r)—= (x'

i
x, ),—(x

~

xp )',

1=—a2 o(xo)+0
Q

which shows that Pp(xp ~) depends on ~ through x(~)
only.

Obviously Eq. (27a) is equivalent to the solution of the
ordinary differential equation

(21)

Since f(xp) is an arbitrary function one can calculate and
from this equation the variance o. up to the order 1/0

Xp(xp, r)= (x(r))

Bgp(xp, ~) aXO(xo, ~)—i, o«o)a~ axo

with the initial condition

Xp(xo, r ——0)=f (xp) .

(22a)

(22b)

Equation (22a) represents a first-order linear partial dif-
ferential equation, which can be solved by the standard
method of characteristics, solving the set of ordinary dif-
ferential equations

d~ «o dip
dp dp dp

=1, = —o] p(xp), =0 .

This yields

(23)

According to Eq. (21), the fluctuations in this system grow
linearly with time as in Brownian motion, which justifies
the name "diffusion type. " In Sec. VII we will give an ex-
ample for such a diffusion process.

(ii) a& p(xp)&0. This is the more complicated case since
we have to solve the linear partial differential equations
[Eqs. (18a) and (18b)] with a nonvanishing coefficient
ai p(xp) subject to the initial conditions [Eqs. (15a) and
(15b)]. Let us first consider Eq. (18a)

dx
=a& p(x )

d~

with the initial condition

(28a)

x(0)=xp . (28b)

d~, o(x)
=—~', p(x ) &0 for all x . (29)

In the following we will need the derivative of x with
respect to the initial condition xp

dX

dXp

ag o(x )

CX~ p(Xp )
(30)

which is a consequence of Eq. (27a), too. Next we have to
solve Eq. (18b)

Equation (28a) represents the macroscopic equation of the
system; this feature will become clear later. Van Kam-
pen ' has derived Eq. (28a) using an expansion method
for the TDF itself. For a detailed discussion of the mac-
roscopic equation we refer to van Kampen. For our
present discussion we suppose that the solution of the
macroscopic equation is stable, which implies

v(p) =r(0)+p, xo(p) =G '(p +G(xp(0) )),
&o[p] =&o[0] (24)

anal(xo, ~) ayi«o ~)—A'~ p(Xp ) =HI(xp 7 )
C}7. exp

~(0)=0, xp(0)=q, Xp[O]=f(q) . (26)

Inserting Eq. (26) into Eq. (24) yields the desired relations

p =~, ~ =G-'(G(x, ) —~)-=x(~)

where G '(x) is the inverse function of G(x) defined by

dXp
G(x, ) —= —I o(xo)

In order to satisfy the initial condition [Eq. (22b)] we have
to select the following initial values:

with the initial condition

I =1,2, . . . (31a)

I(xo ~=0 (31b)

dp

yielding

dxp dpi
dp dp

= —ai p(xp), =Hi (32)

Using the method of characteristics again we now have to
solve the set of ordinary differential equations
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r(p) =r(0) +p, xp(p) =G '(p +G(xp(0) )),
P

XI[p]=X([0]+f HI(xp(p'), r(p') )dp',

where we have to select

(33)

According to Eq. (18c) HI(xp r) is given by

Bgp(xp, ~)
H((xp, r)= ai i(xp)

exp

a2 o(xp) 8 Xp(xp, r)
2 a-.'

r(0) =o, xo(0) =q, X([0]=0,
(38)

in order to satisfy the initial condition Eq. (31b). We fi-
nally obtain

p =~, q =G '(G(xo) —r)=—x(r),
Using Eqs. (27b) and (30) we obtain for the derivatives of

(35a)

and
T

X((xp, r) = H((x(r s),s }—ds, (35b)
p

where Eq. (35b) represents the solution of Eq. (3la) subject
to the initial condition [Eq. (31b)]. The expression for
XI(xp, ~) can be simplified considerably, if one expresses
the functions H~(xp, ~) in terms of the independent vari-
ables xp, x which Ineans that HI(xp, ~) depends on
through x(~) only (for a proof see Appendix A). In order
to distinguish both expressions we write

Xp(x p, r) =Xp[xp, x ]=f(x ),

BXp(xp, r) a) p(x )=f'(x)
xp cx& p(xp)

2
8 Xp(xp, r) ai p(x)= f"(x)

x p2 ai, p(xp )

+ f'(x)a~ p(x)

(39a)

%(xo,r}=%[xo,x] (36)

using square brackets if HI (or any other function) is ex-
pressed by the independent variables xp, x. It is shown in
Appendix A that PI(xp, ~) can be expressed by

a'i, o(x ) —a&,o(xo)
X

ai, o{xo)
(39c)

— Hg[y, x]
X,(xo r)=XI[xo x]= dy

0 ]p(y)

where the prime indicates derivatives with respect to the

(37) argument of the functions. Inserting these relations into
Eqs. (38) and (37), respectively, one obtains for P&{xp,~)

representing the solutions of Eq. (31a). Using Eqs. (37)
and (13) we conclude that in any average quantity XI{xp,~)
time enters through the solution x of the macroscopic
equation (28a) only.

2
ascal[xpix ]

X)(xo,r) =X)[xp,x]=f"(x )
2

V. EXPLICIT EXPRESSION FOR gi(XO 7 ) +f'(x }Cs)[xp, x] (40)
In this section we want to give the exact expression for

an arbitrary average g(x p, ~) including the order 1/A. where we have introduced the following functions:
I

l7scs)[xp, X ]=a) p(X )
Xo

Xei [xo x ]=a i,o(x )
Xo

dy
&i,p(y)

ai, i(y) a2, o(y) ai, o(x) —ai, o(y)
2' + 3+ l, p(y) &],p(y)

(41a)

(41b)

Inserting Eq. (40) into Eq. (13) we arrive at the following relation:

(f(x)
~
xp ) =— (Xpx, )=r[Xxxp]

=f(x)+—f"(x) +f'(x)@ifxo,x] +0
2 0 (42)

(x
~
xp )~=x + sxs&[xp, x]+0 1

0 (43a)

yielding an exact expansion for an arbitrary time-
dependent mean value Xp{xp,v. ) up to the order 1/O.
Equation (42) enables us to calculate the variance o. (xp 7 )
of the system choosing for f(xo) the function xo and xo,
respectively,

(x'
~
xo),=x '+ —(a.'..i[xp,x]+2X+][xox]}

+o
Q

This implies

(43b)
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(T (Xo,'r)—:(X
i X() ) —(X

i X() ) = CT 1[X(),X]

0 1

0 . (43c)

Now the meaning of o.„,l as a scaled variance becomes
clear. Taking the time derivative of Eq. (41a) one obtains
a differential equation for the scaled variance

d ~seal =2cx) p(x )(7aoa) +(z2 p(x ) (44a)
d7.

which has to be solved subject to the initial condition

(r2„)(xo,r=O) =O .

Equations (44a) and (44b) agree with the results obtained
by van Kampen, ' whereas the function (I))[xp,x] [see

Eqs. (42) and (41b)] does not appear in his linear noise ap-
proximation. In order to obtain a correct expansion of an
averaged quantity one has to use within van Kampen's
method higher-order approximations which means solving
a set of coupled differential equations. '

VI. LINEAR NOISE APPROXIMATION
EMERGENCE OF THE GAUSSIAN

DISTRIBUTION

In principle, one could calculate higher-order terms of
Eq. (42) yielding rather long explicit expressions for

g3 ~, etc. Since in many examples calculations sim-
plify considerably, we restrict ourselves to the first coeffi-
cients go,gl given in Sec. V.

In this section we focus our attention on the general
structure of Eq. (42), which is given by

(f(x)
~
xp ),=X(xo,r) =f—(x )+—[f'"(x )X1,2+f' "(x )X),1]

+, [f'"'(x )X2 4+f ' "(x )X2,3+f'"(x )X2,2+f' "(x )X2 1]

1+, [f" (x)X3,6+ . +f"'(x)X3,)]+0 (45)

where f'"'(x) denotes the nth derivative of f(x) with
respect to the argument x. For a proof of this equation
see Appendix B. Equation (45) can be written in a closed
form

00 2k —1

&f(x) lxo&,=f(x)+ g k g f'" "(x»k,2k 1[xo,x]
k=1 + I=O

(46)

ao f(2k)( —
)(f(x)

~
xp), =f(x)+ g (49)

h(x', rixo)= Q
2

2'7TCTscal

1/2

exp
Q(x' —x)

2
2seal

(50)

which can be obtained in an alternative way using in Eqs.
(Sa) and (Sb) a normalized Gaussian distribution function

the coefficients Xk 2k ~ being determined with the aid of
Eqs. (37), (18c), and (13), respectively. The coefficients
71 2 and Xl 1 have already been calculated in the previous
sections and are given by

2
X),2[xp~x ] 2 ~aosl[xotx ] (47a)

X),1[xpax ] @)[xp~x l (47b)

In Appendix B we show that the coefficients gk 2k can be
calculated very simply yielding

Xk, 2k[x(),x]=,(X)2[x(),x])1 k (47c)

Inserting this expression into Eqs. (47a) and (46) we obtain

ao f(2k)( —
)(f(x)

~
xo).=f(x)+ g

k=1 2

(f(x) ~xp) =f(x)+—f"(x)0 2ao 1 2k —1

+ g k g f' "(X»k,2k )[Xox]-
k=1 + 1=1

with time-dependent mean and variance given by Eqs.
(41a) and (27a), respectively. In the linear noise approxi-
mation the distribution function h (x,r

~
xp) is derived by

van Kampen as a solution of a Fokker-Planck .equation
with time-dependent coefficients, yielding an identical ex-
pression to Eq. (50).

From a mathematical point of view there is no a priori
justification for neglecting the third term on the rhs of Eq.
(48), since it contains terms of the same order in I/O as
the second one. To elucidate this, let us consider a system
where the parameter 1/0 can be made arbitrarily small (cf
Rayleigh piston, where 1/Q has the meaning of a mass ra-
tio). In this case it is sufficient to consider terms up to the
power 1/0 only neglecting higher-order terms both in
Eqs. (45) and (49). We obtain in our approximation [see
Eq. (45)]

(48)
+ f'(x)+)[xp,x] (51)

If we neglect the third term on the rhs of Eq. (48) we get
the following relation:

whereas in the linear noise approximation [see Eq. (49)]
one has
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2

(f(x) ~xo),=f(x)+—f"(x)

This shows most clearly that, e.g., the mean velocity or
mean energy of a heavy particle moving in a dilute gas
(Rayleigh piston) cannot be described correctly within the
linear noise approximation and one has to use Eq. (51) in-
stead of Eq. (52). We conclude that, in general, the linear
noise approximation yields incorrect results, if it is used to
expand averages of an arbitrary function in powers of
lan. "

VII. EXAMPLES

A. Brownian particle and diffusion process
(Ref'. 13)

For an exact treatment of a diffusion process within the
uncorrelated binary-collision model we refer to our earlier
papers. '"' Here we briefly present the results for a spe-
cial diffusion process, where all jump moments a„k but
the second one a2 0 vanish.

According to Eq. (18c) one has

P(Np, t) reads

—No/0+ge ' 6(N' —N() —1 }

8 ] —8'2
g —) /2Q

kT

(57c)

where g is the ratio of the difference of the working func-
tions of the diode to the thermal energy. Since one expects
for the equilibrium value

lim (N
~
No), =N„=&2)=(No)"

f~ 00

(58)

()1()(Np, t)
+Pr)(N() t) )t)(N o t)

Bt

= f Wt)(Np~N')(t)(N', t)dN' (57b)

with

W„(X0~X')=5{X'—Xp+1)

02,0 (p)III(xo &) = &I —i(xo &)
2

(53) we perform the following variable transformation ~

X,(xp, ~) =

and for X(xp r) [see Eq. (13)]

X(xo,r )—:(f(x)
~
xp)

f' "'(xp) a2 or
=f(xp)+ g

k=1

k

(55)

This result can be obtained too using Eq. (5a) and the nor-
malized Gaussian distribution function

yielding for XI(xp, ~) in the case of a constant coefficient
a2 p [see Eqs. (19a) and (19b)]

I

f(21)(
) (54)

2 l!

No=N„+No P(No~t)=4(Np, t) (59)

=f Wt)(No~N')P(N', t)dN' (60)

Wr)(No~N ') =5(N ' Np+ 1)—

This transformation will merely simplify our calculations
and is not essential for our considerations. In this new
variables Eq. (57b) reads

()(t)(Np, t )

Bt
+Pn(Np)1((Np, t )

0
h (x', r

i x() ) =
2'(X2 0T

' 1/2

+exP — (Np+ 2 } 5(N —Np —1)

Q(x' —x() )
)& exp

2' 2,0
(56)

and

(61)

which appears in the normal treatment of the master
equation (the Kramers-Moyal' expansion) as the funda-
mental solution of the diffusion equation.

P„(Np)= f W„(Np~N')dN'

If we now introduce the scaled variables

(62)

B. Alkemade diode Ão=«o N '=«', dN '=Qdx' (63}

A beautiful application of the master equation for the
Alkemade diode, ' is given by van Kampen" and in the
following we refer to this paper. In proper time units the
master equation for the distribution function is given by

Bh(N, t
i N())

Bt
= —Pt) (N)h (N, t

~
No )

+f Wn(N'~N)h(N' t
~

Np)dN'. (57a)

f(No, t ) =)t)(Qxp t ) =X(x() t)

X(xp, t =0)=f(xp)

we obtain instead of Eq. (60)

Bg(xp, t )
+Pg(xp)g(xp, t)

Bt

=0f Wt)(xp~x) )X(x) t)dx) (64)

The corresponding equation for an arbitrary average with
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08'n(xo~x') =Q 5(Q(x' —xo)+1)+exp —xo — 5(Q(x' —xo) —1) =F(Q) g „Wk[xo,Q(x' —xo)] .1 1

2A k=p &'

Since the transition probability has just the form we re-

quired in Sec. III our general method applies, yielding

Wo[xo II(x —xo)l—:Wo(xo y) = 5(y +1)

X(xo,r):—&f(x) ixo),
2o„,I(xp, ~)=f(x)+—f"(x)

Q 2

+e 5(y —1)

F{Q)=Q,

For the jump moments a„k(xp) one obtains
T k

1a k(xp) =( —1) 6k p+
—Xp

e
2

In our special case the macroscopic equation

k
1 1 —xp~k(xpy) = —— e '5{y —1) for k & 1

kf 2

(66a)

(66b)

(66c)

(67}

+f (x)@i{xor) +0 1

0
(73)

Since f{x) is an arbitrary function, we obtain explicit ex-
pressions for both the time-dependent scaled average num-
ber of particles &x

~
xo ), and the variance a„,~(xo,r) up to

the order 1/Q

1 — — 1 1—&N
~
No ),= &x

~
xo),=x+—4/(xo, 1-)+0

(74a)

2 1o' (xo~r)=&x ~xo&~ —&x lxo&~ — o' &(xo r)+O n'

dx =a~ p(x) = —1+e
d7-

can readily be integrated, yielding

x(~)= ln(1+Ac ')

(68)

(69a)

with

A:—e —1 (69b)

00 1
X(xo, r) =g, XI(xo,r)

~=o
{70)

can be calculated by a number of straightforward integra-
tions. We obtain, restricting ourselves to Xp and P& only,

Xo(xo, r) =f(x ) (71a)

2o.„,I(xp, ~)
X)(xo,r) =f"(x )

2
+f'(x )C&((xo,r) {71b)

With the aid of Eqs. (69a), (67), (27b), and (37) the coeffi-
cients X~(xp, ~) in the expansion

(74b)

Whereas the explicit expression for the variance [see Eq.
(72a)] has been derived previously by van Kampen using
different arguments, the function N&(xp, 7") present in Eq.
(73) does not appear in his linear noise approximation.

Using a suggestion of Bernard and Callen, van Kam-
pen' uses a shifted Gaussian distribution for t =0, which
enables him to calculate an expression for N&(xp, ~), which
is in contradiction to our result, where we did not have to
make any assumptions about the initial distribution. In
order to show the importance of the N~ term in the expan-
sion to order 1/Q we briefly sketch the calculation of the
autocorrelation function &xo&x

~
xo), )'q and the calcula-

tion of the mean number of electrons for
lim, „&N

~
No), . To calculate the autocorrelation func-

tion we need the equilibrium moments &xo)'". In our
scheme we could, in principle, calculate any equilibrium
moment to arbitrary order in I/O via Eq. (45), but this
would not provide further insight and, therefore, we use in
the following, the expressions given by van Kampen:

with

1
cr„,)(xo, ~) = [1+3Ae

(1+Ac ')

&xo)"=&xo)"=O,

&x )"=— &x )"=2 c 1 g c 3
0 '

(75a)

+ (rA —3A —1)e '] Without any further calculation we can conclude, using
Eq. (45), in connection with Eq. (47c), that

T

—7

4&){xo,r)= [Ar+(23+1)(e '—1)]
2{1+Ac )

or using Eq. (70),

(72a)

(72b)

&x, )'q=o+o 1

&x, )'q= —+o2 p 1 1

Q

&x,')'q =0+o

(75b)
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where we have used the following notation:

lirn (x"
~
xp & = (xp &'

T~ oo

Expanding Eq. (74a) in terms of xp we obtain

(75c)

(x ~xo&,=(ao+a, xo+a,xo+a,xo+a,xo+ )
2 3 4

made. To resolve this discrepancy within the linear noise
approximation by van Kampen again higher approxima-
tions would have to be taken into account. Within our
scheme, however, it becomes evident that the new term
4](xp, z) in Eq. (42) resolves this problem naturally yield-
ing

(6Q+6]xp+62XQ+ ' ' }
hm (N

l
No

&~=Olney+

—, =Qq (81)

1 1(cp+c]xp+ . )+00
and for the correlation function using the equilibrium mo-
ments [see Eqs. (75a)]

(xo(x
~
xp &,&'"=ai(xo &'"

a, (xo&"+ (xp&"4.

This is an advantage of calculating time-dependent aver-
ages of arbitrary functions directly, via our expansion
method, yielding results accurate to the order 1/0, con-
sidered and therefore avoiding discrepancies between finite
and infinite times again to the order 1/0 considered.
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0+ (77)
APPENDIX A

Since the coefficients a„and b„are derivatives of x and
+~(xp, ~), respectively, one obtains

a] ——e

Here we want to prove that HI{xp,~) can be expressed
by the variables xp and x. We start with Eq. (35b) for
I=1

a 3 ———,e '(1 —e ')(1—2e )

b) ——'( 2e + T+4 T 2 )

(78b}

(78c)

(A1)
T

P](xp 'T) = H] (x(w —s ),s )ds
p

with the explicit expression for H( x,p)r[see Eq. (18c)]

yielding for the correlation function

(xp(x
~
xp &,&"=—e '+, e '( —I+z+e —')1, I

(79)

Bgp(xp, v. }
H](xo, ~) =o:] ](xp)

Bxp

0 go(xp, ~)
2 o.2,o(xo)

Bx p

(A2)

The physical content, especially the relationship of Eq.
(79) to the fluctuation-dissipation theorem is discussed in
detail by van Kampen, who pointed out to us that this
equation agrees with the first two terms of his exact re-
sult. ' We want to comment on the differences in the ap-
proach to the derivation of Eq. (79). Our result follows
directly from the explicit expression for N](xp, ~) and is
identical to the result derived by van Kampen using his
approximation scheme near equilibrium rather than a
direct nonequilibrium calculation within the linear noise
approximation. To obtain this result within the expansion
method described by van Kampen, higher-order terms
than present in the linear noise approximation have to be
included.

In the calculation of lim, (N
~
Np &, the transforma-

tion No ——N +Np [see Eq. (59)] is convenient for the
computation of the autocorrelation function but, in princi-
ple, not necessary. Van Kampen has shown that
lim, (N

~
Np &, calculated either within the linear noise

approximation [see Eq. (80a)] or from equilibrium fluctua-
tions [see Eq. (80b)] give different results, namely,

The function go(xp, ~) has been calculated in Sec. IV yield-
Ing

Xp(xo, r)=f(x) (A3)

H)(xp, r) =H, [xp,x]
Next we substitute in Eq. (A1)

x(r —s) =G '(G(xo) —r+s)=y
dX = —], o(y)

ds dv

(A4)

{As)

yielding

which is a function of x only.
Inserting Eq. (A3) into (A2), and using the special rela-

tion [see Eq. (30)]

a],Q(x)

dx, ~, o(xo)

one can conclude that H](xp, ~) can be expressed by the
independent variables xo,x

lim (N
~
Np&, =Bing'=Qg

T~ 00

lim (N
~
Np&, =Qq

T~ 00

(80a) ~ H] (y, |"(y) —6 (xp) +~)
X,(x„~)= dy

0 o:] o(y)

If we now use Eq. (A4) we can write

(A6)

where no use of the transformation [see Eq. (59)] has been H] (y, &}=H] (y, 6 '(t"(y) —~) ) (A7)
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or

Hi(y G(y) —G(xp)+r}=Hi(y G (G(xp) r}}
=H, (y,x(r)) . (A8)

Xp,Xi [see Eqs. (27b) and (40)]

Xo[xo x]=f{x} (86)

This can be used in Eq. (A6) yielding Xi[xp,x]=f' I(x)Xi p[xp, x]+f'"{x}Xi i[xp, x] (87)

~ H, [y,x]
Xi(xp 7) = dy =X i [xp,x ]

&1,0(P)
(A9) with

2
seal

2 +1, 1 +1+1,2

Inserting these relations into Eq. (BS) we obtain with the
aid of Eq. (83)

where we have shown that both H i(xp, r ) and Xi(xp, r) de-
pend on r through x(r) only. The proof for I & 1 is sim-

ply given by induction keeping in mind that Hi(xp, r) de-
pends on the derivatives of Xp,X1,. . .,XI 1 only and not on
PI. One finally arrives at the expression

Hi[y x]
Xi(xo r)=Xi[xo x]= dy

& i, o(y)

which we wanted to prove.

APPENDIX 8

(A10)

2
a2 0(xp) a1 0(x )

H, [xp,x]= X, p[xo,x]f' I(x)
2 a1 p(xp)

+O(f"'(x)),

Here we want to give a proof for Eq. (47c). According
to Eq. (37) we have to calculate the functions Xi[xp,x]

where the symbol O(f I "(x)) stands for all terms contain-
ing derivatives of f(x ) up to the order I only.

Using our general expression for Xi[xp,x ] [see Eq. (37)]
— Kly, x]

Xl[xo x l = dy"o ~i, o{y}

where Hi[xp, x] is given by [see Eq. (18c)]

(81)
— HI [y,x]

Xi[xp,x]=f dy
&i,o(y)

we obtain for 72

(B9)

k, s —k(X0) d%[xo»]= g g k Xi+ i s[xo»]-
s=2 k=1 ' dX0

(82)

Since x(~) depends on xp one has the following relation:

( ) +1,0(x ) +2,0(y)
2

X,[xo,x]=f' '{x) ' f,'
Xi ~[y,x]dy

0 1, 0(3')

+O(f"'(x)) . (B10)

Xp {xp,r) = Xp[xp, x ]= Xp[xp, x ]
dxp Bxp

This expression can be simplified considerably using the
following relations:

a1 p(x)+ Xp[xp, x ]
&i,o(xo) Bx

(83) and

where we have introduced the abbreviations

0 +l, p(x ) +2,0(y)
Xi,~[y x]=—

~3 2 ~1 p(p)

71 2(x,x ) =0

(811)

(B12)

Xi (xp, r)= „Xi(xp,r)= kXi[xp, x]d
Bxp dxp

Let us first rearrange Eq. (B2)

Hi(xp, r) =Hi[xp, x)
I+1 (Zs0(X0) ( )XI+ i —s (xp~r)
s=2

CXs 1 1(Xp )+ g Xi+1—s(xp~r)+
$=2

(B4) which are a consequence of Eqs. (41a) and (47a), respec-
tively. Instead of Eq. (B10) one obtains

Xp[xp, x]=—(Xi p[xp, x]) fI '(x)

+o(f"'(x)) . (813)

Xi[xp,x]= —,(Xi p[xo,x])'f' "{x)

A general proof for 7~ (l & 2) is simply given by induction
repeating the arguments used above. Therefore we arrive
at the general relationship

According to Eq. (BS) the highest derivatives of the func-
tions Xi+i, (xp, r) with 2&s &l+1, appear in the first
term on the rhs only, all other terms giving lower deriva-
tives of the same functions.

Next we want to calculate Xq[xp, x] using the results for

+O(f'" "(x)) (B14)

which proves, in connection with Eq. (13), both Eqs. (45)
and (47c).
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