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L-subshell ionization cross sections for proton bombardment of Ag, In, Sn, and I
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L —x-ray production cross sections were measured for thin targets of Ag, In, Sn, and I in the pro-
ton energy range 0.300—5.000 MeV. Subshell ionization cross sections were extracted and corn-

pared with existing data and with the predictions of plane-wave Born approximation (PWBA),
perturbed —stationary-state theory including energy loss, Coulomb deflection and relativistic correc-
tions (ECPSSR), binary-encounter approximation with corrections accounting for binding effect and
Coulomb retardation (BEABC), and semiclassical approximation taking into account binding, ener-

gy loss, Coulomb deflection, and relativistic effects (SCABCR). Large disagreement was found with
PWBA, but the other theories reproduced the experimental data rather well. Owing to the nodal
structure of the 2s wave function, deeper insight was achieved by considering the ratios of the sub-
shell ionization cross sections. These results were found to be in good agreement with analogous
measurements on high-Z elements and favor the ECPSSR over the other theories. A realistic value
for the col fluorescence yield was suggested for indium near the discontinuity at Z —50.

I. INTRODUCTION

In recent years much effort has been devoted to the in-
vestigation of atomic inner-shell ionization by charged
particles. ' Consequently, there is now a large amount
of experimental information on ionization cross sections
over nearly the entire periodic table, mainly for the E
shell. This has stimulated theoretical research giving
rise to several models for describing the ionization pro-
cess, i.e., plane-wave Born approximation (PWBA),
perturbed —stationary-state theory (PSS),' binary-
encounter approximation (BEA),"' and semiclassical ap-
proximation (SCA). ' Generally the magnitude and the
overall trend of the experimental data are well reproduced,
but large discrepancies still exist, especially for low-
velocity bombarding particles. Therefore, corrections
have been introduced in order to account for the perturba-
tion of the target atom produced by the incoming particle,
the projectile deflection due to the nuclear Coulomb field,
the relativistic motion of the inner-shell electrons, and the
energy loss of the ionizing particle.

With regard to the E shell, the measured data are
becoming more and more accurate, thus making possible
stringent tests of current theories. The experimental re-
sults are quite well reproduced by the above-mentioned
models with the various corrections included, particularly
by the perturbed —stationary-state theory with energy loss,
Coulomb deflection, and relativistic corrections
(ECPSSR), apart from an underestimation of the
Coulomb deflection factor at low velocity.

The situation is somewhat involved in the case of L-
shell ionization. First, the available data are rather scarce,
the measurements have been confined mostly to the high-
Z region, and the results from different authors often
show large disagreements with each other. Second, for

light and medium elements, the finite resolution of disper-
sive spectrometers makes it impossible to resolve the con-
tributions from the different L lines and, consequently, to
extract the L-subshell ionization cross sections. Even
when this separation can be achieved, this task is not sim-
ple owing to the atomic parameters which connect the x-
ray production cross sections to the ionization ones, i.e.,
fluorescence yields, Coster-Kronig (CK) rates, and radia-
tive widths. These quantities cannot be easily measured
and, therefore, phenomenological and/or theoretical esti-
mates are commonly used. '" Moreover, some of these pa-
rameters show sharp discontinuities for certain Z values
because of the onset or cutoff of some CK transitions.
This effect is noticeable around Z=50 since, in this re-
gion, the L l -L3M4 5 transition becomes energetically for-
bidden while the L&-L2M34 one turns out to be al-
lowed. ' '

In the past only total L-shell measurements have been
reported, except for the relative and indirect results of
Ref. 62 concerning the ratios of Ag L-subshell ionization
cross sections. In particular, the x-ray emission following
proton-induced L-shell ionization has been extensively in-
vestigated in the case of silver and tin. On the contrary,
the available iodine data reduce to a unique series of mea-
surements, whereas in the case of indium, experimental re-
sults do not exist at all. The available experimental infor-
mation is briefly summarized in Table I.

In the present work the energy range was extended
down to Ez ——0.300 MeV in order to match the region of
the characteristic inflection in the L l ionization cross sec-
tion. This typical behavior is predicted by theory and can
be ascribed to the electron density distribution inside the
2s orbital. ' Thus, the comparison between experimental
results and theoretical predictions can provide more de-
tailed information about electronic wave functions and a
more stringent test among the different models.
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TABLE I. Summary of the available data concerning the to-
tal L-shell ionization cross sections of the elements investigated
in the present work.

Element

Ag

In
Sn

Data

103

none
59

E, (MeV)

0.120—40.000

0.667—40.000

3.000—11.000

Reference

22, 23, 24,
26, 36, 44,
48, 53, 54

33, 35, 36,
44, 49, 53
44

II. EXPERIMENTAL METHODS

A. Apparatus

B. Efficiency calibration

No calibrated sources are available for the low-energy L
lines concerned in this work. Furthermore, measuring the
Si(Li) detector efficiency in this region is an intricate
problem owing to the steepest slope of the curve. Usually
it is extracted by taking into account the absorption in the
Be window, the Au contact, the Si dead layer, and possi-
bly the chamber window and the air gap. ' Here an in-
direct method was devised for evaluating the efficiencies
at these low energies.

Firstly, the E-line efficiencies were measured for all the
concerned elements. This was performed by using stan-
dard calibrated sources ( Mn, Fe, Co, Zn, Nb,

The experiment was carried out at the TTT-3 Tandem
Accelerator of the University of Naples in the energy

range 0.600& E& & 5.000 MeV; for lower energies the
AN-2000 Van de Graaff accelerator of Laboratori Na-

zionali di Legnaro (Padua) was used. In both cases the
same type of scattering chamber was used with a graphite
collimator and a Faraday cup at the ends. The proton
beam was focused onto targets placed at 45' with respect
to its axis. Thin targets were prepared by vacuum eva-
poration of Ag, In, and Sn onto 20-pg/cm -thick carbon
backings. Iodine targets were obtained by evaporation of
AgIO3 aqueous solutions on the same backings. Ruther-
ford backscattering analysis with 4.000-MeV He + was
performed before and after x-ray runs to measure the tar-
get thicknesses and to check the AgIO& stoichiometry. In
all cases the targets turned out to be -20- to 30-pg/cm
thick, small enough to avoid self-absorption of the x rays
and slowing down of the incident protons.

Si(Li) detectors, 170-eV resolution at 5.9 keV, were
mounted at 90' with respect to the beam and located out-
side the vacuum system directly below the target. Kapton
foils 25-pm thick were inserted as the chamber window in
order to prevent the scattered protons from impinging
onto the detectors and to avoid radiation damage. Beam
currents were kept sufficiently low to reduce the x-ray
counting rate in order to avoid pileup and lower electronic
dead time.

Cd, ' Cs, and 'Am manufactured by the Laboratoire
de Metrologie des Rayonnements Ionisants-Paris) in the
same geometry as in the actual measurements, following
the procedure described in the literature. ' Afterwards the
E and L yields of Ag, Sn, and I were simultaneously mea-
sured and their ratios extracted at the proton energies
where both E and L cross sections were available in tabu-
lar form. ' Reference values of the x-ray production
cross sections versus proton energy were obtained by per-
forming weighted fits to the literature data by orthonor-
mal polynomials.

Secondly, statistical consistency among the various
series of measurements from different authors was
checked by means of a variance-ratio test. In all the
cases considered, the data turned out to be consistent ex-
cept for the L-shell cross sections of Ag. In this case two
sets of series of measurements can be picked out—the first
for Ez &1.0 MeV and the other for Ez)2.0 MeV—
internally consistent but with a large discrepancy between
them. Thus, a choice became necessary. Better agreement
with theoretical predictions was the discriminating cri-
terion, leading to the rejection of the values from Refs. 26
and 36, which are much higher than the theoretical esti-
mates.

Finally, the efficiency values were obtained from the re-
lationship

+K ~L
e(Ez) =

A K~ AKP+
e(Etc( ) e(Etcp)

where the e are efficiencies; the o, x-ray production cross
sections; the A, peak areas; and the E, x-line energies (the
weighted mean was taken for the L shell assuming as
weights the intensity ratios of the different lines ). Obvi-

ously these values include solid-angle factors and intrinsi-
cally account for the x-ray attenuation through the
chamber window and the air gap. The needed efficiencies
for single L lines e(Er „) were extracted by interpolating
an orthonormal polynomial fit to the overall measured
data. Further details about this procedure will be given in
a forthcoming paper.

C. Data analysis

The complex x-ray spectra were decomposed in Gauss-
ian curves with automatic subtraction of continuous back-
ground in order to extract the peak areas; an example of
this analysis is shown in Fig. 1. Preliminary peeling of
the spectra was performed for eliminating the background
due to the E yields of low-Z contaminants (Cl, Ca, etc).
which superimposes to the investigated L lines. To this
end spectra from blank backings (extracted from the same
carbon foils used for the actual targets and bombarded
with the same integrated beam charge) were subtracted
from the target spectra.

Absolute L—x-ray production cross sections were ob-
tained by
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barding energies. Moreover, in this case, some additional
contribution arises from the broadening of the confidence
band in the reference K-shell cross sections. The resulting
total uncertainty is —10% in the worst case and much
better for the highest energies.

L-subshell ionization cross sections 0.; were extracted
from the following relationships:

~l.a
rrLa [(f13 +f12f23 )al +f23a2+ a3]~3 I3

I
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FIG. 1. Typical L—x-ray spectrum from E~=3.0-MeV pro-

ton bombardment of AgIO3.. 0, experimental points; ~ calculat-

ed background; +, fitted Gauss curves. The analyzed peaks
whose centroids are denoted by vertical arrows are, from left to
right, AgLa, 2, Ag LP, Ag LP2», Ag Ly, 5, I La, 2, ILP,
ILP21), ILy15, and ILy23 The LP lines are a mixture of LPI,
L p3 4 and L p6 contributions.

Alv Osc

e(EI „) Ax~ Ax p+
e(Ex(.) e(Err p)

(2)

where v specifies the various L lines and the meaning of
the other symbols is the same as in Eq. (1). All L and E
quantities refer to the same element except for iodine
whose L yield was normalized to the K yield of silver
since its cross sections are better measured and the two
elements have a well-defined stoichiometric ratio in
AgIO3. The reference cross sections were just the same
and were obtained during the efficiency calibration pro-
cedure. Normalization to experimental cross sections
rather than to theoretical estimates (essentially ECPSSR)
was preferrtxl because at low bombarding energies the
theoretical predictions are too high owing to an underes-
timation of the Coulomb correction factor.

Normalizing by simultaneous Rutherford scattering
measurements was discarded for the following reasons:
Several resonances appear in the p+' C reaction in the
present energy range, appreciable amounts of contam-
inants are present in the backings, and important devia-
tions from Rutherford law occur due to the electronic
screening and!or the presence of nuclear effects. In any
case, this method would require a separate determination
of the particle-detector solid angle, thus introducing fur-
ther uncertainty.

On the contrary, in the framework of the above-
mentioned procedure, there is no need at all to account for
the solid angle subtended by the x-ray detector, the target
thickness, and the integrated beam charge, so the nonsta-
tistical uncertainties they produce are completely canceled
out. Therefore, the main source of error lies with the low
E-yield counting statistics, especially for the lowest bom-

where the f,j are CK rates, the co fluorescence yields, and
the I radiative widths. The relativistic calculations by
Scofield were used for the radiative widths, and the
values of fI3 and ai; were taken from the compilation of
Krause. ' The theoretical estimates of Ref. 16 for ai; and

fJ systematically produced —10% lower cross sections.
Self-consistency of the method was checked by resorting
to the p group containing contributions from the un-
resolved LP1, LP3, LP4, and LP6 lines arising froin filling
up vacancies in all three subshells. The production cross
sections of the Lp complex were calculated using the a;
values derived from the linear system (3) and compared
with those directly obtained from the Lp yield. They
were found to be in good agreement with each other. The
intensity ratios of the La and Lp2» lines were also tested.
Since both transitions arise from vacancies in the L3 sub-
shell (2p3/2), the ratio must be insensitive to the impact
energy and must depend exclusively on their radiative
widths. The measured values were in good agreement
with the theoretical estimates ' and with the other existing
measurements and compilations.

III. RESULTS AND DISCUSSION

The experimental results are displayed in Figs. 2—5 for
Ag, In, Sn, and I, respectively. As outlined above, the
typical precision is -S%%uo, whereas the absolute magnitude
of the experimental data is not estimated to be as accurate
due to possible systematic deviations in the efficiency
evaluation, the fluorescence yields, and the CK transition
rates. In fact, these atomic parameters, calculated for
single-vacancy states, implicitly assumed a very low prob-
ability for multiple ionization processes. This condition
seems to be sufficiently fulfilled in the present case.
Furthermore, at low proton velocities the L ~-subshell ioni-
zation cross section is comparable with cr2 and u3. As a
consequence, the absolute accuracy decreases since the va-
cancy production in the L2 and L3 subshells by CK tran-
sitions from the 2s&&2 level becomes appreciable in com-
parison with the primary ionization process. Neverthe-
less, no contribution from this uncertainty was reported
on the final values of the ionization cross sections.

The experimental results were compared with the
theoretical predictions of the following models: pure
PWBA; BEABC, the BEA formulation of Hansen' in-
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FIG. 2. L-subshe11 ionization cross sections of Ag compared
with theoretical predictions: ~, cr &', ~, o.z, k, o.3',
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FIG. 3. Same as Fig. 2 but for In.

eluding corrections for the electron binding-energy in-

crease as suggested by Basbas et al. , and accounting for
the projectile Coulomb retardation by means of the pro-
cedure of Ref. 65, since Garcia's proposal turned out to
be ineffective; SCABCR, the Aarhus group theory, '

which takes into account binding and relativistic effects,
projectile Coulomb deflection, and energy loss in the ioni-
zation process; and ECPSSR, the perturbed —stationary-
state theory with energy loss, Coulomb, and relativistic
corrections included. Electron capture from the projectile
was not included because of the low values of the Zi/Zz
charge ratios. The SCABCR predictions were extracted
from the tables of Ref. 67. The theoretical calculations
relative to PWBA and ECPSSR were performed by using
the tabulation of Benka and Kropf; similar results were
obtained with the tables of Ref. 69 except for —15%
overestimation at low-velocity regime.

The PWBA overestimates the experimental results typi-
cally by -50% and, therefore, has been discarded. The
other models reproduce rather well the magnitude and the
overall trend of the data; their predictions are also shown
in Figs. 2—5. Focusing upon the experimental results, the
following remarks can be made.

(a) Sn and I. The SCABR values are higher than the
experimental cross sections up to E&-3.0 MeV and then
become lower. A completely opposite behavior is shown

by the BEABC. Instead, the ECPSSR reproduces the
magnitude and the energy dependence of the experimental
points quite well. As is seen from Fig. 5, the iodine cross
sections, particularly cr& and crz, show some fluctuating
behavior. This is most likely due to a not completely
correct evaluation of the various line intensities needed for
determinating the cross sections. From Fig. 1 it appears
that properly extracting the individual line intensities is a
rather difficult task. Actually, the complexity of the ex-
perimental AgIO3 spectra makes it hard to obtain truly re-
liable information from the nonlinear least-square-fitting
techniques because of the number of peaks which have to
be analyzed and the background subtraction. Neverthe-
less, the experimental results exhibit an overall trend in
very good agreement with the theoretical predictions.

(b) Ag; the same remarks are valid for the L3-subshell
ionization cross section of silver, while o.

&
and o.z show a

large disagreement (-50% in the worst case) with the
corresponding theoretical predictions, which are always
lower than the experimental results. Two reasons can be
invoked to explain this discrepancy. First, these cross sec-
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FIG. 5. Same as Fig. 2 but for I.

tions derive from the low-intensity Lyi 5 and Lyz 3 lines
rising from a large background produced by the La and

LP groups in a very compressed spectrum. Second, in this
region the slope of the efficiency curve is so steep and crit-
ical that little changes can also give rise to big differences.
However, the best approximation to the general data
behavior is also achieved by the ECPSSR theory in this
case.

(c) In; the situation for o.
2 and cr3 is similar to the one

encountered for Sn and I cross sections, whereas o I shows
a large discrepancy which cannot be ascribed to some ex-
perimental inadequacy. It could most probably be due to
some inaccuracy in the adopted atomic parameters. In
fact, the L &-subshell parameters show several discontinui-
ties in accordance with onsets and cutoffs of CK transi-
tions, which represent the dominant component of the L I

decay rate. The most relevant discontinuities of f,2, f]3,
and ~~ have been placed just at Z=49 owing to the cutoff
and the onset of the L &-L3M4 5 and L &-L2M3 4 CK tran-
sitions, respectively. High-resolution measurements
have shown that the experimental Z dependence is some-
what smoother than that predicted by the theory. Actual-
ly the experimental results do not show sharp discontinui-
ties, but strongly support the conclusion that the L&-

L3M45 CK transition is inoperative for Z) 50 and 51.
Therefore, a correction can be suggested for the observed
discrepancy by assuming for the co~ fluorescence yield of
indium an intermediate value between those relative to
cadmium and tin. A phenomenological estimate was ob-
tained, i.e., co&-0.03, by the least-square method. In this
way the experimental points are brought to superimpose
to the ECPSSR predictions. Owing to the sum rule of the
different deexcitations yields of the 2s»2 vacancy, the as-
sumed co! value lowers the f I2 and f» CK rates and im-
proves the agreement for the o

&
and o2 cross sections, too.

A more stringent test of the different models comes
from inspection of the 0.&/o2, ~&/0. 3, and o.2/o. 3 ratios for
Ez &2.0 MeV which are displayed in Figs. 6—9 together
with the theoretical predictions. The o2/o3 ratios are a
very smooth function of the incident energy, as the wave
functions of the 2pi/2 and 2p3/2 electrons are similar. On
the contrary, the o.i/o. 2 and o.&/o. 3 ratios show a well-
pronounced energy dependence. The nodal structure of
the 2s&/2 wave function is clearly visible. At low bom-
barding energies the o.&/o2 and o.&/o3 ratios rise steeply
indicating that o.

2 and o.3 drop more rapidly than o.&. This
can be explained by bearing in mind that the ionization
probability becomes more sensitive to the high-momentum
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tail of the wave function.
The experimental minima can be located at Ep 380,

430, 460, and 625 keV for Ag, In, Sn, and I, respectively.
All these energies lead to the same value of the ratio be-
tween the scaled velocity gl ——(u/uI ) and the scaled
binding energy 81 ——4II /Z Ry. Here UL and U are the

vdocities of the L-shell electrons and projectile, respec-
tively, the II is the ionization energy of the L;-subshell

electrons, the ZL ——Z2 —4. 15 is the effective nuclear
charge seen by election in the 1. shell, and Ry is the E-
shell ionization energy of hydrogen.

FIG. 8. Same Rs Fig. 6 but for Sn.

/()L 0.022 agrees very well w

similar values previously obtained for higher-Z elements '

and with theoretical estimates. No previous results have
been reported on the elements concerned in this work ex-

cept for the relative measurements on silver of Ref. 62,
which are in good agreeInent with the piesent data.

%'ith regard to the comparison with the different
theories, the following conclusions can be drawn.

(a) IT2/o3 ratios. All the models substantially produce
identical estimates of these ratios (the BEAHC curves
have not been reported as they overlap those relative to
the other theories). The theoretical predictions underesti-

mate the experimental results for silver„ the tin values are
slightly overestimated, while the indium ones show oppo-
site behavior. On the contrary, an excellent agreement is

I I I I

Ep (Me@I

FIG. 7. Same Rs Fig. 6 but for In.

Ep IMeV)

FIG. 9. Same as Fig. 6 but for I.
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found for iodine.
(b) The energy minima predicted by BEABC are almost

twice as high as the experimental results obtained from

o, /a2 and cr, /o, ratios. Furthermore, the widths of the

BEABC curves are too large. Finally, the agreement be-

tween BEABC estimates and measured data is very poor
in the region of the kink produced by the node of the 2s

wave function.
(c) The SCABR predictions are quite accurate and well

reproduce the main features of the experimental data.
However, the SCA curves, relative to o.&/o. 2 and o-2/o3 ra-

tios, display minima -25 keV shifted toward lower ener-

gy with respect to the experimental values, whereas the
widths become narrower than the measured ones.

(d) The ECPSSR predicts very well both the energy po-
sition of the minima and their width.

From the above remarks and from the discussion about

the individual cross sections it is evident that the best esti-

mates are generally achieved by the ECPSSR, which

reproduces quite well all the physical features of the ex-

perimental results.

IV. CONCLUSIONS

The measured L-subshell ionization cross sections of
Ag, In, Sn, and I in the energy range 0.300(E& &5.000

MeV are in good agreement with previous results when-

ever available. The magnitude and the overall trend are
well reproduced by the current theories provided that ade-

quate corrections for binding effect, polarization, relativis-

tic motion of inner-shell electrons, energy loss, and
Coulomb deflection of projectile are introduced. General-

ly the ECPSSR theory provides the best estimates.
These conclusions are confirmed by a more stringent

test on the ratios of the subshell ionization cross sections
around the critical region of the inflection due to the node
of the 2s wave function. The energy minima of the o t/o2
and o&/o3 ratios are found to be in good agreement with
theoretical predictions and with known results for higher-
Z elements. Concerning the discontinuity in the atomic
parameters of the L

&
subshell, the present results on indi-

um support a Z dependence of the co, fluorescence yield
less sharp than that tabulated and suggest an empirical es-

timate of =0.03.
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