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A new iterative method for solving scattering integral equations for local as well as nonlocal po-
tentials is proposed. The scattering matrix is expressed in the form of a continued fraction. This
method converges extremely fast for compact potentials with arbitrary strength. A high precision of
the result is expected with a relatively small amount of numerical work. Starting from the second
iteration, all functions which are to be computed in the course of iterations are regular at the origin
and are of finite range in configuration space. The method is applied to the elastic scattering of elec-
trons from hydrogen atoms in the static, exchange approximation. Its efficiency is compared with

some recently proposed methods.

I. INTRODUCTION

The principal methods for solving the scattering equa-
tions used in atomic physics at the present time are as fol-
lows: (1) the linear-algebraic method,! (2) the R-matrix
method,? (3) the method of noniterative integral equation
(NIEM), and (4) the variational method.* None of these
methods is iterative. The iterative methods, although very
simple and natural, are not in frequent use in atomic phys-
ics because they are usually slowly and nonmonotonically
convergent, and in the range from low to middle energies
they often diverge.® On the other hand, a renewed interest
in iterative methods arose in few-body physics,® motivated
by the fact that the equations of three-body scattering
problems are so complicated that the direct noniterative
solution for the physically realistic problem can not be ob-
tained on present-day computers. To overcome this diffi-
culty we have proposed a method’ in which the three-body
equation is split into two parts: one part containing con-
tributions from all physically important poles and another
part which yields less important contributions compared
with the first one. The first part is relatively easily solved,
while the second part may be treated iteratively. There-
fore, having an efficient iterative algorithm is crucial, and
some progress in this subject has already been made.
Also, we mention that in the theory of electron-molecule
scattering, several very interesting methods using projec-
tions of the interaction potential onto a finite set of
square-integrable functions have been developed.” In this
paper we propose a new method of iteration for the
scattering equations which surpasses previously proposed
methods in many respects. The main features of our
method are simplicity, extremely high efficiency, and high
accuracy.

Recently, Rescigno and Orel'® have proposed a method
in which the interaction potential is projected on a finite
set of functions and it is represented as a sum of separable
potentials. In our method, the interaction potential is also
projected on a finite set of functions. However, contrary
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to Ref. 10, these functions are not given in advance, but
are generated at each step and, as a result, the matrix in-
version is not necessary. Starting from the second itera-
tion, all functions are square-integrable and are regular at
the origin. The scattering matrix computed in this way is
represented in the form of a continued fraction. In order
to study the efficiency of this method for simple problems,
we apply the method to the elastic e + H scattering in the
static, exchange approximation. It turns out that the
method is so rapidly convergent that just two or three
iterations yield results which are correct up to several sig-
nificant figures.

The theory for one-channel scattering is presented in
Sec. II, and its generalization to multichannels in Sec. III.
Some important properties of our method are briefly
sketched in Sec. IV. We generalize our method to distort-
ed waves in Sec. V. We apply our method to local and
nonlocal interactions in the e-H elastic scattering in Sec.
VI. Some concluding discussions are given in Sec. VII.

II. THEORY FOR ONE-CHANNEL SCATTERING

For a local or nonlocal potential U that is supposed to
be Hermitian, let us consider the scattering equation

b=u+GoUd . 1)

Here G denotes the standing-wave Green function, which
is given in terms of the Ricatti-Bessel (Riccatti-Neumann)
function u;(kr) [v;(kr)] by

u(kr)v(kr'), r'>r
G0=——1'>< ! , ! (2)
k u(kr' Yo (kr), r>r'.

Our purpose is to calculate the scattering matrix K defined
by

which is related to the phase shift 5 by
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1
K=——tand . 4
. tan (4)
Let us suppose that the first Born approximation to X is
not equal to zero, namely, (u | U |u)£0. We define a
potential UV by

Ulu)(u|U 5)

U(l):U_
(u |U |u)
Putting this expression into Eq. (1), one obtains
¢=Ul+GoU|u>‘§"Z_|Lg_‘lLf_§+G0U“)}¢> . (6)

The solution ¢ of this equation is expressed formally as

d=u +(1—GOU(”)”‘G0U|u)—<M, (M
(u |U|u)

where we have made use of the property that U'' is
orthogonal to u,

UV u)=0, (u|UV=0. (8)
We define two functions u; and ¢; by
u;=GyUu , 9)
$1=(1—GoU) " 1y, .
In terms of these functions, Eq. (7) reads

(u |U|¢)
=u+ .
¢ ¢1 <u | U 1 u )
Multiplying (u | U from the left on both sides of Eq. (11),
we obtain, after some calculations
(u |U |u)
|U|u)—(u|U|d;)

Further, if we put this expression in Eq. (3) we get

(u |U |u)?
(u |U|u)—(u|U|¢y)

With these equations, we terminate the first step.

In the next step, we follow a similar procedure. From
Eq. (10), we see that the function ¢, satisfies the
Lippmann-Schwinger equation

$r1=u;+GoUVg;,

which is of the same type as the starting equation at the
first step, namely, Eq. (1). Therefore, we can follow the
same procedure as in the first step. Analogously to Egs.
(5), (9), and (10), we define U'®, u,, and ¢, by

U“’[u;)(ul I U(l)

(11)

¢=u +¢1 (u (12)

K=

(13)

(14)

U(Z)ZU(I)_ (15)
Cuy [ UV | uy)
u2=G0U(”u1 5 (16)
and
$r=(1—=GoU) 1y, . (17)

The potential U'? is orthogonal to both u and u,
U(2)|u>=U(2)|ul>:O ,

18
(ulU(2)=(uljU(2)=0. (18)
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Proceeding similarly to the previous steps, we obtain the
following equations for ¢, and ¢,:

<u1|Um|u1)
Cuy [ UV Juy)—Cuy [UD | 6)
br=u+GoU¢, .
This procedure is repeated. After some N steps, we have

(uy | U™ uy)

dr1=u,+¢> (19)

(20)

O O o TU™ [y )ty | U™ [0
(21a)
uy 1=GoUMuy (21b)
dn1=un4+1+GoUN Vy 1 . 210)
The operator U™ is orthogonal to u,uy, . .., Uy _1,
UM |u;)=0, {(u;|UN=0,
for i=0,1,...,N—1. (22)

Therefore, we expect the operator U to become weaker
and weaker with increasing N. As a result, we will be able
to stop the procedure after some number of steps M.
Neglecting the term GoU'™'¢,,, we can set

[JYESTIYER (23)

and using Eqgs. (21) backwards, we construct the wave
function ¢.

In practice, the calculation of the scattering amplitude
is simpler than the wave function. By virtue of Egs. (21b)
and (22), we get the following relations:

(uN | UW)|“N+2>=<“N+1 | yN+D | UN+1) s

(uny | U™ | uy 4 4)=0, for M=3,4,.... @4
Here,
uo=u, U9=U.
Let us define the partial amplitude K; (i=1,2,...) by
Ki=Cu;_y [ UV ) (25)

If we use Eqgs. (21) and (24), we can express K; in the form
of a continued fraction:

<ui | U(i) | u; )2
(u,- I U(i) l u,~)—K,~+1 )
(26)
The amplitude K, is given by Eq. (26), while it is related
to the scattering amplitude K by
Kp
Kp—K;

Ki={u;_,| yti-v [u; )+

K =Kz +K, , Kp=(u|U|u). 27)
Since the core of the proposed method is Eq. (26), we
would call this method the method of continued fraction
(MCF). Once K, is obtained, the wave function ¢ is cal-

culated with the aid of ¢, by Eq. (12),

Kp

d=u +¢1-‘—KB_K1 . (28)
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We conclude this section by summarizing the iteration
scheme. We begin with i=1. The partial amplitude K is
calculated by putting K, =0 in Eq. (26),

Ki=Cu |U|u)+Cu [UV |uy) .

We store two integrals (u |U |u;) and (u, | UV |u,)
and the function u; in the memory. For i=N (>2),
we calculate the function wuy, two integrals
Cuy_1 | UN =V uy) and (uy | U™ |uy). We store
these in the memory and erase uy_;. Putting Ky =0,
we calculate Ky,Ky_i,...,K; using the stored
(uj 1| U=V u;) and Cu; |UP |u;) for i=1,2,...,N.
We follow this procedure in the calculation of Ky, ;. We
calculate Cuy | U™ |uy 1), Cun 41 | UN+V lupy 1), and
the function uy_,,. We store these in the memory and
erase uy. We calculate Ky 1, putting Ky ,,=0. The im-
proved values of Ky, ..., K, are obtained by the use of
the value of Ky,; and the stored integrals
(uj_ | UV u;) and (u; |UP|u;) for i=1,...,N.
We repeat this procedure until the value of K; does not
change any more. Then we stop the iteration procedure.
We take this value of K, in Eq. (27) to obtain the scatter-
ing amplitude. Having the convergent values of
Ky, ...,K|, and making use of Eq. (25) in Egs. (19),
(21a), and (28), we can calculate the wave function.

III. THEORY FOR MULTICHANNEL SCATTERING

In this section we generalize the MCF proposed in the
previous section to the coupled integral equations. The
multichannel scattering equations have, in general, the
same form as Eq. (1), but now have the channel indices.
Let us write the multichannel integral equation explicitly
as

N

Fy (E,r)=,(E,")8;,+ 3, G{”(k)UyFy (E,;r), (29)
j=1

where G{%(k;) denotes the free-particle Green function in

the ith channel and k; is the corresponding wave vector

given by

E= (30)

27,2
7k
2p

where €, (¢;) and u are the energy of the ground (excited)
state and the reduced mass, respectively. The function d),-o

denotes the wave function of the incident channel. The
first step in our method is to construct the subtracted po-
tential U'Y. There exist several ways of defining this po-
tential in the multichannel case. Here we set out just the
simplest form. We define

N N
2 Ut’m |¢m> 2 <¢n|Unj

m=1 n=1

D ) (31)

(1)
Uy =Uy—

where

N N
D=3 3 (¢:|U;le;) .

i=1j=1

(32)

Among the functions ¢; which appeared in Egs. (31) and
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(32), only the function ¢; is given in advance and other
functions are rather arbitrary. The discussions about the
optimum choice of these functions is set aside in the
present paper. In any case, with Eq. (31), the potential

U,-(j” is orthogonal to all functions ¢;,

y (1 & 1

S Uj'l4;)=0, 3 (¢;|U;i'=0. (33)
1 j=1

ji=
Making use of Eq. (31), we write Eq. (29) as

N 1 N N
Fi=¢:8i+ 3 GOUip |8m) = 3 3 (¢ | Uy | F})
0 m=1 Dn=1j—1

N
+ 3 GOUYF, .

(34)
Jj=1
After some calculations, Eq. (34) may be expressed as
N
Fi=¢i8iio+ 2 [(I—G(O)Um)—l]ij }l)
ji=1
22<¢I’U1m ’Fm>
I m
X D ’ (35)
where
% (0
¢}”: > G} )Uﬂ 1) s (36)
=1
and
2341 | Utm | F)
Fi=¢i8ﬁ0+Fi“) Lz (37)

D

Here the new functions F;!' are the solution of the integral
equation

FV= §l)8ii0+ i G"(O)Ui(jl)F}l) i (38)
j=1
As in Sec. II, we can reduce Eq. (37) to the form
Fi=¢8;,
;§<¢I|Ulm | m )
ZI§(¢IIUIm I¢m>"‘§§<¢l|ulm |Fo')

(39)

+Fy

analogously to Eq. (12). Equations (38) and (39) together
with the definitions (31), (32), and (36) are the generaliza-
tion of MCF to coupled-channel scattering.

IV. PROPERTIES OF MCF

The MCF has several remarkable properties which will
be briefly reviewed in this section.
(1) We can show that for an N-term separable potential

N
U=73 lg) &l ,

i=1

(40)

the potential U (M) vanishes. As a result, we obtain the ex-
act result after N iterations.
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Let us briefly demonstrate the above statement taking
the two-term separable potential as an example,

U= g g1 |+ |82)€82 ] -

We can show that U®=0 in the following manner. Let
us express U'!) as

UV=ay|g){g1| +annlgi) (e

(41)

+ay 1822481 | +anlg) (8] - (42)
Here,
o Lgi|u)ulgy)
ap=1— (u]U[u) ’
( X )
alz=azx=%—7u‘%— , (43)
_ o tealudule)
an= (u|U|u)

For the potential (41), the following relation is satisfied:
(44)

a0 =0 1Q31 -

Then we can easily show that all the coefficients B;
(i,j=1,2) of the expression

U?=p181)(g: | +Br2|8g1)(g2 |

+B211827€81 | +Bx|82)(81 | (45)

vanish.

Since the nonlocal potential is supposed to be a compact
operator, and every compact operator can be approximat-
ed by a sum of separable terms with an arbitrary accuracy,
we conclude that the scattering matrix of a nonlocal po-
tential can be calculated by the MCF with any desired ac-
curacy.

(2) Starting from the second iteration, all functions that
must be computed in the MCF are of finite range. This
follows from the orthogonality relations (22), of which the
relevant one is

(u |UM=0, n=1,2,... (46)

and from the fact that the free-particle Green function G,
behaves asymptotically as

Go~ = o) u | . 47
Therefore, for any function & for which U™ | £) exists, we
have the following asymptotic behavior:

lim GOU(")]§)=—%|U)(u|U(")|§)=O. (48)

r— oo
As a result, all functions u; (i=2,3,...), which were de-
fined by Eq. (21b), are of finite range. Moreover, by the
definition, these functions are regular at the origin. These
properties are of practical importance, especially in the
case of coupled channels where one should calculate the
matrix elements {u; | U |u;) between different angular
momenta. (It has been known that in the case of the Jost

method, special care must be given to the calculations of
the matrix elements between different angular momenta
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for some kind of potentials.!!1?)

(3) As illustrated in Sec. VI, the MCF shows extremely
fast convergence. This can be explained by the following.
Let us multiply the interaction potential in Eq. (1) by a pa-
rameter A. Then, for small A, the scattering amplitude K
may be expressed in the ascending power of A (the Neu-
mann series) as

K=XMu|U|¢)
=AMu |U|u)+Au |UG,U |u)+ -+ .

(49)
If we define A, by
An=A"u | UGU) | u), (50)
Eq. (44) takes the form
K=MA+2A4+A3+ - . (51)
Now, suppose that we calculate K; by Eq. (26),
Ko u |V Juyy 4 — L 0)” (52)

(uy | U(”lu,)—Kz .

The value of K; depends on the value of K, which is
determined by how far we calculate the continued frac-
tions given by (26). For instance, if we approximate K, by
the lowest-order term,

K2=(u1|U(“|u2)-——l4+"' N (53)
and use this value in Eq. (52), we get
Ki=Ay+A3+As+ -0, (54)

which is correct up to A*. Further, if we approximate K,
by

(uz i U(Z)Iu2>2
(u2|U(2’|u2)—(u2]U(2’|u3)

Ky=Cu; |[UV uy)+

=Ag+As+Ag+ -, (55)
we get the value of K; which may be expressed as
Ki=A4+A34+Ag+As+Ae+ - -, (56)

which is correct up to A®. In general, we can show that
tI;e nth step of MCF yields a result which is correct up to
A

V. DISTORTED WAVES

In atomic physics, the interaction potential U usually
consists of two parts: one is the static local interaction,
and the other is the exchange nonlocal interaction. Gen-
erally, it is much easier to solve the scattering problem
when only local interaction is effective than to solve the
scattering equation with full nonlocal interaction. There-
fore, it is natural to apply the MCF to the nonlocal part of
the interaction and to treat the local part in the usual
manner. This method corresponds to the modified ap-
proach of Rescigno and Orel.!°

Let interaction U be split into two parts ¥ and W
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U=V+WwW, (57)

where V (W) denotes a local (nonlocal) potential. The
Lippmann-Schwinger equation (1) may formally be
represented as

¢o=u+GW¢, (58)
where &7 denotes the distorted wave

T=(1—-Go ™ 'u (59)
and G the Green function of the distorted wave

G=(1-GoN~'G, . (60)

Equation (58) takes the same form as Eq. (1) with the re-
placements u —iZ and Gy—G. Now, the full scattering
matrix K is given by

K=K,+K,, (61)
where
K,=(u|V|a), K,=(u|W|¢). (62)

We calculate K, in the same manner as in Sec. II. For in-
stance, W1 is defined by

W(1)=W_ w ‘7><17 W .
(@ | W |a)
The Green function G need not be computed explicitly.

What is needed is to solve, at every iteration step, an equa-
tion for a local potential

§=n+GoV§,

which can be solved in the usual manner.

(63)

(64)

VI. NUMERICAL RESULTS

We have applied the MCF to the elastic scattering of
electrons from hydrogen atom in the static, exchange ap-
proximation. In this case, the static local interaction V'
and the exchange interaction W are given, respectively, by

V=-2 e~ (65)

1+
;

and
W =—2¢,(rd1s(r')/r, —(14+k>)d1(r)ds(r’) .

Here r, is the larger one of r and r’, and ¢,; denotes the
normalized wave function of the hydrogen ground state.
The second part of the interaction (66) is omitted in the
case of the triplet scattering due to the orthogonality rela-

(66)

TABLE 1. The s-wave phase shift for the static potential (65)
calculated by MCF.

SN 8N
N k=0.2 k=1.0
1 0.8685 0.7926
2 0.9718 0.903 8
3 0.9725 0.9055
Exact 0.972 521 0.905 523
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"TABLE II. The s-wave triplet phase shift for the full nonlo-
cal interaction V 4 W, where Eq. (65) is used for ¥ and Eq. (66)
for W. Phase shift 8,,moq is Obtained by applying the MCF to
the full static interaction (57), while 80,4 is obtained by the
distorted-wave MCF described in Sec. V.

N Sunmod Smod Exact
k=0.2
1 2.603 2.667
2 2.677 2.679 2.679 148
3 2.679
k=1.0
1 1.303 1.405
2 1.387 1.391 1.39052
3 1.391

tions. Although the MCF has been intended primarily for
the treatment of nonlocal interactions, we study first its
efficiency in the case of the local interaction (65). The re-
sults of the computations of the static phase shifts for the
same energies as in Ref. 10 are given in Table I. From
this table, we see that the MCEF is also effective for the lo-
cal potential and, in fact, the third iteration already yields
the phase shifts which are correct up to four significant
figures. The convergence is very fast and the subsequent
iterations approach the limiting value monotonically. The
rate of convergence does not seem to depend on energy.
As a second test, we take the full interaction ¥V + W into
account again for the same energies. The calculated phase
shifts are given in Tables II (III) for the triplet (singlet)
scattering and are denoted as 8,,m0q (for unmodified). The
phase shifts denoted as 8.,,4 (for modified) are due to the
distorted-wave method of Sec. V. These results should be
compared with Table I of Ref. 10. Then the efficiency of
the MCF and especially of the distorted-wave MCF may
be clear. The modified results should also be compared
with the method of John,” where eight iterations were
necessary to obtain the results with similar accuracy. Fi-
nally, we have applied the MCF to the model proposed by
Rescigno and Orel.!° In this model, a long-range term is
added to the triplet e + H static local potential

V=-2 (67)

14r3

1—|—i ]e‘z’— 2
r

TABLE III. Same as in Table II, but for the singlet scatter-
ing.

N 6unmocl 8mocl Exact
k=0.2
1 1.856 1.870
2 1.866 1.87016
3 1.870
k=10
1 0.5101 0.5428
2 0.5412 0.5429 0.542 894
3 0.5429
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The modified and nonmodified results are summarized in
Table IV. Again, the MCF is found to converge very rap-
idly.

VII. DISCUSSION

In this paper we have proposed a new iterative method
for solving the scattering integral equation and studied its
efficiency in the case of the electron-hydrogen scattering
in the static, exchange approximation. The proposed
method is extremely rapidly convergent for all potentials
that we have studied. The method is easily adaptable to
the multichannel scattering problems. Usual noniterative
methods for solving the scattering integral equation re-
quire the calculation of the inverses or determinants of
matrices which usually are of large dimension. This often
causes instability in the course of calculations. In our ap-
proach, no inversion nor computation of determinants is
necessary. In fact, at each iteration step, with the compu-
tation of the function GoU'? | 4; ), just two integrals need
be computed. Therefore, with a relatively small amount
of numerical work, a high precision is expected to result
from our approach.
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TABLE IV. The s-wave triplet phase shifts for the model
long-range interaction (67) in place of (65). Other labels are the
same as in Table II.

N 8unmod 8m0d
k=0.2
1 2.7258 3.5360
2 3.0676 3.1483
3 3.1461
4 3.1483
k=1.0
1 1.7375 2.0311
2 1.9851 2.0175
3 2.0168
4 2.0175

The applicability of our method is not limited to the
case of the Lippmann-Schwinger-type equations. We ex-
pect that this method will find application in few-body
physics as well as in other fields where a description by
Fredholm-type equations is feasible.
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