
PHYSICAL REVIEW A VOLUME 28, NUMBER 3

Electric microfield distributions in strongly coupled plasmas
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A new method is developed for calculating electric microfield distributions in a plasma. The
method uses a coupling-parameter integration technique to express the Fourier transform of the mi-
crofield distribution in terms of a special pair-distribution function. An approximation of this func-
tion yielding the exact second moment of the microfield distribution gives results which agree well
with computer simulations for strongly coupled one-component plasmas.

I. INTRODUCTION

The spectral line shapes of atoms or ions radiating in a
plasma contain a wealth of information and therefore pro-
vide valuable diagnostic tools. ' These shapes are deter-
mined by the interactions of the radiator with all the
components of the plasma. In connection with this prob-
lem, Holtsmark and later Margenau developed a statisti-
cal theory of collisional broadening. In their theory the
radiator is immersed in a statistically fluctuating field pro-
duced by the configuration of the plasma during the time
of emission; this is assumed short compared to times in
which the configuration changes significantly. Thus the
problem is reduced to determining the probability distribu-
tion of the perturbing electric fields.

Various approximate theories ' have been proposed to
evaluate the electric microfield distribution W(e ). How-
ever, none of these theories provides reliable numerical re-
sults for strongly coupled plasmas. In the present paper
we propose a new scheme for calculating microfield distri-
butions. The method is based on a formalism previously
introduced by one of us' which expresses the Fourier
transform of W( E ) in terms of a special pair-distribution
function. Here, we approximate the special function by a
form containing a free parameter which is then fixed to
give the exact second moment of W(E ). The numerical
results obtained from this scheme agree well with comput-
er simulations for strongly coupled one-component plas-
mas.

Our model system consists of N particles each of charge
Ze moving in a uniform neutralizing background con-
tained in a volume Q. In addition, for treating the prob-
lem of the electric field distribution at an ion, a zeroth
particle of charge Zoe is included. Here, Zo and Z are
positive integers and e the magnitude of the elementary
charge. The potential energy of the total system is a sum
of pairwise additive Coulomb interactions

N
V= g g U,J+ Vit,

where

2
U,J ——Z;Zje /r

r,j —— r; —rj

ZO, i =0
Z, i+0

rj is the position of the jth particle, and Vz is the contri-
bution to the potential energy due to the background. The
electric field acting on the zeroth particle is given by the
superposition of single-particle Coulomb fields plus a con-
tribution Ez from the background,

e(roj)= 2 ro
TOj

(1.3)

where roj is a unit vector in the direction ro —rj. This
system models what is usually referred to as the high-
frequency component of the field in a real plasma.

We now define the electric microfield distribution
W( e ) as the probability density of finding an electric field
c, equal to E at ro. Assuming that the total system is
described by classical equilibrium statistical mechanics, we
have, in the limit of a macroscopic (formally infinite) sys-
tem,
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W(s )=(5(E—E))
—pv

lim f '' f dlodri'''dr~
X,Q~ oo Q
X/Q =p

X&(s —E), (1.4)

N
V'OV=4m. ZOZe p —g 5(r —ro) (2.4)

where —Zep = V'0 Ee/4m is the background charge densi-
ty, which remains unchanged in the thermodynamic limit
even though E& ——0 in that limit. We then obtain from
Eq. (2.3)

where Q (X,Q, T ) is the configurational partition function
and P=(kii T)

We assume here that this thermodynamic limit exists
and that all the correlation functions are translation in-
variant and isotropic in the limit. For proofs (in some
cases) and discussion we refer the interested reader to
Refs. 14 and 15.

The remainder of the paper is organized as follows. In
Sec. II, we derive exact expressions for the second and
fourth moments of the microfield distribution. In Sec. III
we review the formalism of Ref. 13 and introduce simpli-
fying approximations. We present numerical results in
Sec. IV followed by a brief conclusion in Sec. V.

(- -) 4~p Z
p Zo

(2 5)

since the 6 function only contributes when the positions of
the two particles coincide and this has zero probability.
We remark that only in going from Eq. (2.3) to (2.5) do we
use special properties of the Coulomb interaction. For
systems with different pairwise interactions, e.g., screened
Coulomb systems, the evaluation of the second moment of
the force acting on a particle can be done directly from
Eq. (2.3) if the pair-distribution function is known.

It is convenient to introduce the dimensionless quanti-
ties

II. EXACT MOMENT RELATIONS
E

x
Ze /a

(2.6)

(E E)=( V'pV VOV)/(Zoe) (2.1)

where V'o is the gradient with respect to ro and the aver-

age is over the canonical ensemble defined in Eq. (1.4).
Noting that

Knowledge of moment sum rules is often useful in
developing approximation schemes for fluids and plasrnas.
Here, we derive exact expressions for the second and
fourth moments of the microfield distribution. Although
the result for the second moment is "known"' it has not
been previously incorporated into the calculation of micro-
field distributions (at least to our knowledge).

The second moment may be written in the form

where a is the interparticle spacing,

—,+pa =1 .

Equation (2.5) then becomes

3(F F) =—(Z/Z, ),I (2.7)

where I =PZ e /a is the plasma-coupling constant.
Equation (2.7) is a simple and exact result which may be
incorporated into the calculation of the microfield distri-
bution.

For an isotropic system the only nonvanishing fourth
moments are of the form (EiE~ ) where Ei is the com-
ponent of E in the l direction. Also from isotropy we have
the relations

—PvV V P
—1V —Pv (2.2)

substituting Eq. (2.2) into (2.1), integrating by parts, and
setting the surface terms equal to zero yields

((E E)') =3(E,')+6(E'E2) =5(E,')
since, as is easily seen using spherical coordinates,

(E& ) —3(E E )

(2.8)

(E E) =(Z.'"P)-'(V,'V) . (2.3)

We now take advantage of Poisson's equation and write

for any l, m, and n such that m&n. Therefore, all these
moments can be obtained from ((E E ) ) which, using the
procedure outlined in the Appendix, is given by

'x oo oo d((F F ) ) =— 5+12f dx +18f f, f dpg3(x, x',p)P2(p)I o
(2.9)

Here, pg (x) is the density of plasma particles at a dis-
tance x from the zeroth particle, g3(x,x',p} is the triplet
distribution function involving the zeroth particle and any
two plasma particles located at distances x and x' from
the zeroth particle with cos(x, x')=p, and P2(p) is the
Legendre polynomial of order 2. For Z ——Z, g and g3
are just the ordinary pair- and triplet-distribution func-
tions for a one-component plasma.

III. THEORY AND APPROXIMATIONS

It was first noted by Morita' that the virial expansion
for the Fourier transform of the microfield distribution
T(k) is formally similar to that of the excess chemical
potential. Recently, this similarity was used to express
T(k ) in terms of a special pair-distribution function' in-
volving the zeroth particle and one of the plasma particles.
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Only the main results are quoted here.
The Fourier transform of 8'( s ) is defined by

of "generalized chains. " Due to the form of the pertur-
bation potential in Eq. (3.6) this sum contains only two
terms which give

f dk i—k cZ(k)
(2~)

or equivalently,

(3.1) K(r;A, )=ikk e "(r )

(ro])=e(ro&)+pf dr2e(roz)[g{r2i) —1] .
(3.8)

Z. (k )=&e'"'
& . (3.2)

Since the system is assumed isotropic we may write, set-
tingE=~E ~,

P(s)=4m' W(e )

Here g(r) is the radial distribution function for the bulk
plasma so that e*(r ) can be interpreted as an effective
single-particle field.

The substitution of Eqs. (3.7) and (3.8) into Eq. (3.4)
yields

f dk k sin(kc, )T(k) . (3.3) T(k)=exp 4~p f dr r g (r)
" [jo(ke*(r))—1]e*(r)

V(A)= V — k E,

—Pv(A. )

g (ro&)= lim 0 f f dr2. dr&
Q"(X,A, T)

X/0 =p

with

Q (SAT)= . . dr . dr e
Q n N

The central problem now is the evaluation of g (r ). Un-
fortunately for A,&0 the potential is imaginary so that
some of our intuitive ideas about correlation functions,
and how to approximate them, may not be valid.
Nevertheless, we proceed and try approximation schemes
of the type commonly employed in fluid theory.

Many of these schemes are based on "thermodynamic
perturbation theory. "' The system with potential
V(A, =O) = V is chosen as reference system and its struc-
ture is assumed known to a good approximation. The per-
turbation potential is then given by a sum of pairwise in-
teractions between the zeroth particle and the plasma par-
ticles

V(A, ) —V= k g e(roj) .
p OJ (3.6)

The exponential approximation, which gives good re-
sults in many cases, is particularly easy to try here. It
makes the ansatz,

g (r )=g (r )exp[Ã(r;A, )]

with the "renormalized potential" K(r;A, ) given as a sum

We now use a coupling parameter integration technique
which parallels a well-known procedure' that expresses
the excess chemical potential in terms of the pair-
distribution function. This gives

k
T(k)=exp ipk. f dA fdr e(r )[g (r ) —1], (3.4)

0

where k is a unit vector in the direction of k and pg (r ) is
the "density" of plasma particles at position ro+r in a
system whose potential energy is modified to include an
extra coupling between the zeroth particle and the plasma
particles. That is,

(3.9)

(3.10)

where we have written

e*(r )=e*(r)r,
e(r )=e(r)r,

(3.1 1)

jo is the spherical Bessel function of order zero, and the
integrations over the coupling parameter iE and the angles
have been done.

It is now possible to evaluate T(k) from Eqs. (3.9) and
(3.10) in terms of the radial distribution functions of the
reference system. Such a calculation leads to a microfield
distribution which does not satisfy the second-moment
sum rule, Eq. (2.7). This last point may be demonstrated
by first noting that T(k) is the moment generating func-
tion in the sense that the coefficients of its Taylor expan-
sion in k are simply related to the moments

&. &+ &. &+
k' , k'
6 120

(3.12)

Thus the second moment obtained from Eqs. (3.9) and
(3.10) is

& "&=p fdr g'(. )e(-. )'-(-. )

+p'fd«r 'g'(r)g(
~

r —r'~ )e(r ) e(r') . (3.13)

This corresponds to replacing the triplet correlation func-
tion g3(ro, r&, rz) by g (ro&)g(r&2) and so (3.13) is not ex-
act. In the next section we compare microfield distribu-
tions obtained from Eqs. (3.9) and (3.10) with computer
simulations and the agreement is poor. This fact, in con-
junction with other results discussed in Sec. IV, suggests
that the second-moment condition provides an important
constraint on approximation schemes for evaluating the
microfield distribution.

In order to satisfy the second-moment sum rule, we
make the ad hoc assumption that e*(r) can be approximat-
ed by a modified Debye screened field,

Z8e*(r)=e (r): (1+ar)exp( —ar), —
r
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—APEX

~ Hooper

+ EXP

where a is an inverse screening length to be determined
from Eq. (2.7). Substitution of the ansatz (3.14) into Eq.
(3.10) leads to

0.5—

T(L)=exp 3J dx [jo(LF (x))—1g (x)
F~(x)

(3.15) 04—

0.3—with a given by

0.2—(3.16)

0.1—
Equations (3.15) and (3.16) are expressed in terms of the
dimensionless quantitites introduced in Eq. (2.6) and

0
0 0.5 2.0

a Ze/a
(3.17)

FIG. 2. Comparison of P(F ) curves for Zo ——Z at I =0.21 in
units defined by Eq. (2.6).

IV. NUMERICAL RESULTS

The second-moment sum rule provides a constraint on
approximate calculations of P(F). However, the success
of these calculations depends, in part, on the relative im-
portance of the constraint. In Fig. 1 we plot the position
of the peak of P(F ) vs I obtained from molecular dynam-
ics' (MD). This is compared to the position of the peak
given by a Gaussian approximation to the microfield dis-
tribution with the exact variance. Clearly, as I increases
the two curves rapidly approach each other. Therefore, it
seems reasonable to require that approximations to P (F )

take into account the second-moment sum rule. Unfort-
nately this alone is not sufficient, e.g., the Gaussian ap-
proximation decays much too fast at large fields. We also
mention later an example of an a priori more reasonable
approximation with exact second moment which neverthe-
less agrees poorly with MD simulations.

In Figs. 2—6 we present the results of various approxi-
mations for P(F) at several values of I for Zo ——Z. The
results are compared to MD or Monte Carlo ' (MC) ex-
cept at the value I =0.213 where the comparison is to
Hooper's approximation. " The latter is generally be-
lieved "" to give accurate results for I &1. It is clear

—APEX

~ Aho
+ EXP

1.0

I =1.03

CV

I
0.4

0.8—

0.6

040.2—

0.2I

10
I

100
0
0.1 1.0

0
0FIG. 1. Comparison of the peak position of P(F), denoted

F,„, from MD and a Gaussian approximation to 8'(F) with
exact variance.

0.5

FIG. 3. Same as in Fig. 2 at I = 1.03.

from the figures that the P(F) obtained from Eqs. (3.15)
and (3.16), hereafter called the "adjustable parameter ex-
ponential approximation" (APEX), are in good agreement
with MD and MC. We do not include results for weakly
coupled plasmas (I &&1) since in this limit g (r) is given
accurately by the Debye-Hiickel theory and cx approaches
the inverse Debye length so that APEX reduces to a sim-
ple approximation [see Eq. (3.1) of Ref. 13] which is in
good agreement' with the Hooper results. In our calcula-
tions the radial distribution function g (r) is evaluated in
the hypernetted chain (HNC) approximation for I & 10.
In addition, we used fits to the Monte Carlo g (r) data
for I =5 and 10 but the resulting P(F ) were not signifi-
cantly different from those using the HNC g (r) Only.
the Monte Carlo g (r) was used for I = 100.

In Figs. 2 and 3 we have included the P (F ) results from
the exponential approximation (EXP) defined by Eqs.
(3.7)—(3.10) and find poor agreement with MD. Although
EXP is valid at I ~&1 (where it reduces to a Debye-
Hiickel theory) it does not satisfy the second-moment rule
(see Sec. III). For example, at I"=1.03 it underestimates
the second moment (F ) by 10%.

We also tried a parametrized Baranger and Mozer
scheme (PBM) which neglects all but the first term in the
virial expansion of T(k) and replaces the bare Coulomb
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field by e . In this approximation

T(L)=exp 3f dx x g (x)[jo(LF (x)) I], —(4.1)

and a is chosen to satisfy the second-moment rule

f dxx g (x)F~(x)=
0 0

(4.2)

~ MD
4 PBM

The resulting P(F ) are plotted in Figs. 4—6 but the agree-
ment with MD is not as good as APEX.

In an effort to further understand the relative success of
APEX we compare Eqs. (3.17) and (4.1) revealing that
APEX and PBM are quite similar. Both approximations
treat the plasma as independent quasiparticles, each pro-
ducing an effective field c at the zeroth particle. The
difference between the approximations is in the distribu-
tion of quasiparticles about ro, which we denote by G (r),

~g (r)e(r)e '(r)
G(r)= 0 (4.3)g'(r)

for APEX and PBM, respectively.
A plausibility argument for selecting the APEX expres-

sion for 6 may be made as follows: Assume that an ap-
proximation of the plasma by independent quasiparticles
with effective field e~ is useful for obtaining P(F). It
would then be reasonable to choose their density G (r) in

such a way that the average field produced by quasiparti-
cles at r be the same as in the real plasma for all r. This
requires that pG(r)e (r )=pg (r)c(r) which is just the
APEX result.

V. CONCLUSION

We have developed a method for calculating electric mi-
crofield distributions which provides good agreement with
computer simulations for strongly coupled one-component
plasmas. The method is also reliable in the weakly cou-
pled or Debye-Hiickel regime. However, in the intermedi-
ate region 0. 1 ( I ( 1.0, there is some discrepancy between
our results and those of Hooper.

Although the numerical results have been limited to
one-component plasmas (Zo ——Z), it is possible to extend
the calculation to cases where Zo&Z. Monte Carlo simu-
lations are impractical when there is only one particle of a
different charge but HNC calculations of g (r) are expect-
ed to be sufficiently accurate. Furthermore, the method
can easily be extended to other systems where the second
moment of W(s) is not known exactly but can be ob-
tained from knowledge of g (r) which is in any case a
necessary ingredient for the calculations.
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t =10.0

APPENDIX

We outline the derivation of Eq. (2.9). It is easily
shown with the help of Eq. (2.2) that

0
0

FIG. 5. Same as in Fig. 2 at I =10.0.

whenever
~

A
~

decays sufficiently rapidly for its surface
integral, coming from integrating by parts, to vanish. It
then follows that
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(Z,.)'P&(E.E)'& =
& V..[(E.E)V.R &

= & Vp V. Vp(E E ) &+ & (E.E )Vp V&

=P-'& V.'(E.E ) &+(Z..)'P& (E E ) &',

(A2)

where the last line follows from Eq. (Al) and Poisson's
equation, Eq. (2.4). The first term on the right-hand side
of Eq. (A2) may be rewritten as

3 3

&Vp(E E)&=2+ g &E i&+2&E VpE&, (A3)
1=1 m =1

where E l denotes the derivative of the component of E in

the m direction with respect to the I component of ro. By
using the vector identity

VpE= Vp(Vp E ) —VpX(VpXE )

together with

VoXE=O

and Poisson's equation, it is clear that the last term in Eq.
(A3) vanishes.

Further progress is made by doing the required differen-
tiations explicitly being careful to include the background
contributions [see the remark immediately following Eq.
(2.4)j:

4m Ze N 3 3 N N

y y (Z', &=
' 4~pZe+& g &o t(ro(( +y g g g E r(~0;(e r(rDJ()

1=1m =1 3 j=1 /=1m =1 i =1j=1

=(pZpe&E E&) +6p(Ze) J dr g (r)/r +6(Zep) J dr dr 'g3(r, r', p)P2(p)/(rr') (A4)

where g (r), g3(r, r', p), and P2((tt) are defined at the end of Sec. II. Finally, combining Eqs. (A2) —(A4), performing the
trivial angular integrations, and expressing the results in dimensionless variables yields Eq. (2.9).
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