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An electrostatic ion trap is used to trap Ne?* (1 < ¢ < 10) ions created by a fast xenon beam pass-
ing through neon gas. Decay of a given charge state during the trapping time is due to electron-
capture collisions with the ambient gas. Measurement of the decay constant versus density yields a
rate constant, from which an effective cross section is derived. Ne?* + Ne (g=3—10) and Ne?+
+ Xe (g =6—10) collisions have been studied at mean collision energies in the range 1.0—70.0 eV.
Marked oscillation of the effective capture cross sections with charge at fixed mean collision energies
is observed. A strong velocity dependence of the effective cross section (rising as the velocity de-

creases) is observed for several collision pairs.

I. INTRODUCTION

The study of electron capture by low-energy mul-
ticharged ions from neutral targets has been motivated
mainly by the relevance of this process to fusion devices!
and astrophysical applications.”? Moreover, since the cap-
ture usually occurs into a state of high principal quantum
number, there has been some speculation that ions pro-
duced in this way could possibly be used to produce an x-
ray laser.

Theoretical modeling of the electron-capture process
has mainly been based on the concept of the quasimolecule
(49t-B) which is formed in the reaction
A9t +B>A4Y9~V+ L B+  The cross sections are deter-
mined by the behavior at the avoided crossings of the
potential-energy curves of the 491, B initial state and the
A9~D+ B+ final state. The predictions of these models
for the g dependence of the cross sections are summarized
by Olson.> In general, the cross sections behave monotoni-
cally in g with very little velocity dependence over the
range 10°—10® cm/sec because of the availability of the
large number of product channels. An interesting excep-
tion noted by Olson is the orbiting or Langevin model
which should be valid at very low energies. In this model,
the cross section is predicted to vary as g /v.

A model which predicts capture cross sections whose
dependence on g departs from purely monotonic behavior
is that of Ryufuku et al.* In this model, an electron ini-
tially bound to a neutral target atom will transfer to a
highly ionized projectile only when certain energy conser-
vation considerations are met. First, the potential-energy
function of the electron in the field of projectile and target
atoms must allow classical transfer. Second, a resonance
condition must obtain in which the binding energy of the
electron to the target equals the energy of the level into
which the electron will transfer. This model predicts a
strong oscillatory dependence of the cross section on q. It
further predicts that electron transfer takes place into
specific states of high principal quantum number n which
can be easily calculated.

On the experimental side, electron capture by low-
energy multicharged ions has been a very active area of
research since about 1975. Progress is due mainly to, and
parallels the development of, multicharged-ion sources,
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particularly the electron-beam ion source (EBIS), the Pen-
ning ionization gauge (PIG) source, and the electron cy-
clotron resonance (ECR) source. There are several recent
reviews of this experimental work.” Most of the data ob-
tained with these sources are confined to the energy range
>1keVXg. Recently Phaneuf® has utilized a laser source
to produce multicharged ions for electron-capture studies
with energies as low as about 100 eV. In general, the re-
sults tend to support the predictions of the quasimolecule
calculations. Several of the experiments, particularly at
the lower end of the energy range, show oscillatory
behavior of the total cross sections as a function of g (see
Refs. 7—12).

One of the newest of the ion sources to be used in the
study of electron capture, and the one employed in this
work, is the recoil ion source (RIS). The RIS technique is
based upon the general observation that a fast, highly ion-
ized projectile from an accelerator when passed through a
gas of neutral atoms will produce highly ionized species
with high cross section.!> Although the production pro-
cess is not fully investigated, experiments at low energy'*
indicate that the cross section for production of a given
ion charge state g increases strongly with the charge state
of the projectile and decreases slowly with increasing pro-
jectile energy. Further, because the production takes place
at relatively large distances, the energy transferred to the
target is low and can be estimated to be in the range a few
eVXq. The RIS technique thus makes available mul-
ticharged ions of quite high ¢ at energies that are substan-
tially lower than the sources cited above.

Use of the RIS technique to study the problem of elec-
tron capture has been pioneered at Kansas State Universi-
ty (KSU) by Cocke et al.!® and at Gesellschaft fiir
Schwerionenforschung (GSI)—Darmstadt by Beyer,
Mann, and collaborators.!> These studies also give evi-
dence of the cross-section oscillations predicted by the
semiclassical model. The KSU results further indicate a
very weak velocity dependence or one which decreases
slowly with decreasing velocity.

In this paper an experiment is described which also em-
ploys the RIS technique. Through the use of an ion trap,
total capture cross-section measurements are extended to
substantially lower mean kinetic energies (<1 eVXq). As
will be seen, the results also show effective cross sections
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FIG. 1. Electrostatic ion trap. A, central wire; B,
acceleration-deceleration grids; C, quadrupole m /q analyzer; D,
channel electron multiplier; E, vacuum isolation foils; F, beam
axis.

which exhibit strong oscillations as a function of the

charge g. They further exhibit the onset of a regime where
the cross sections for some of the reactions increase with
decreasing projectile velocity. Preliminary reports'® of a
portion of this work have previously appeared.

II. EXPERIMENTAL METHOD

Briefly summarized, our technique utilizes an electro-
static ion trap to confine low-energy recoil ions made by
impact of a pulsed, fast, heavy-ion beam on a tenuous tar-
get gas of neon atoms. The population of a given neon ion
charge state is followed in time after the beam pulse and
the resulting decay curve yields a loss rate constant. The
decay is caused by collisions with the ambient gas in the
ion-trap chamber. This gas and its density can be varied
and measurements of decay rates versus perturbing gas
density yield collision rate constants from which an effec-
tive cross section can be inferred. The predominant loss
mechanism is electron capture and these measurements
provide systematic studies of the charge, velocity, and tar-
get dependence in the very low velocity regime (~0.3—3.0
eV/amu). The details of the technique follow.

The recoil neon ions are made by 475-MeV Xe
beams from the Lawrence Berkeley Laboratory SuperHI-
LAC which enter and exit our ultrahigh-vacuum chamber
through carbon foils. We have used foils of 150- and 350-
pug/cm? thickness and the mean charge for the foil
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FIG. 2. Timing diagram of the experiment. For collection of
ion decay curves ¢ is advanced in synchronism with the mul-
tichannel scalar channel number.

transmitted beam (calculated with a formula given by
Betz!”) was Xe*®*. It was necessary to use this foil isola-
tion scheme in order to maintain a base vacuum in our
chamber a factor of 100 to 1000 lower than the typical
few times 10~ 5-Torr pressure in the accelerator beam line.
In the early phases of this work, a number of runs were
made with various available heavy-ion linear accelerator
(HILAC) beam ions and energies in order to determine
which would give the best yield of highly stripped neon
recoil ions. Our observations in this regard were qualita-
tively in agreement with those of Cocke!? in that the pro-
duction cross sections grow with the beam ion charge but
fall with increasing beam energy. These observations cou-
pled with consideration of available beam currents led us
to choose xenon ions at 3.5 MeV/amu as a suitable pro-
duction beam.

Figure 1 shows a sketch of the electrostatic ion trap and
ion detector. All of this is contained in a stainless-steel
chamber evacuated by a mechanical cryopump. The ion
trap is of the type first described by Kingdon'® consisting
of a conducting cylinder coaxial with a metal wire. In our
case the cylinder (15-cm diameter by 18-cm length) and its
ends were made from oxygen-free high-conductivity
(OFHC) copper and the wire was either 78-um diameter
tungsten or 13-um diameter gold plated tungsten. The
HILAC beam was collimated to about 1.25-cm diameter
and passed through the trap parallel to the wire and offset
1.25 cm below it. To allow entrance and exit of the beam,
the trap end plates have 5.0-cm diameter holes centered on
the wire to preserve rotational symmetry. Small stainless-
steel tubes (3.2-mm diameter, not shown in Fig. 1) sur-
round the wire outside the cylinder with their ends adjust-
ed to lie in the plane of the end plates. A trim potential
applied to these tubes can largely compensate for the 5.0-
cm holes and their small size does not obstruct the beam.

With the wire at a negative potential with respect to the
cylinder, recoil ions orbit about the wire and are confined
longitudinally by the potential well created by the end
plates and tubes. The stored ions are analyzed by raising
the wire potential to that of the cylinder and sampling
that portion which escape radially through a grid covered
hole. This dumped ion sample passes through a series of
grids and into a commercial (EAI QUAD 250) radio-
frequency (rf) quadrupole residual-gas analyzer (RGA).
This device contains a channel electron multiplier (CEM)
normally used as a current amplifier for detection of ions
made by the electron-impact ionizer supplied with the in-
strument. In this work, because of the pulsed nature of
our “source” and the small number of detected ions, we
count ion pulses from the CEM anode using standard
pulse counting techniques. Some care was needed in doing
so as to filter out a radio-frequency signal arising from the
rf voltage applied to the quadrupole rods.

A timing diagram of the operation of the ion-trap-RGA
combination is shown in Fig. 2. The HILAC is a pulsed
machine with a typical beam pulse lasting 3.3 msec and a
36-Hz repetition rate. Thus ions created and captured
during the beam pulse can be held by the trap for any
desired portion of the approximately 25 msec between
pulses. This is indicated in the second line of Fig. 2,
where the rise of the wire potential is shown occurring at a
time ¢ after the beam pulse. Because the CEM in the
RGA has a direct view of the HILAC beam, a number of
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pulses are always observed during the beam pulse even
though the trap is not set to dump positive ions. These
are caused by prompt photons and perhaps high-energy
electrons created in the beam-gas collision. A count gate
synchronous with the trap dump pulse ensured that we
registered only counts occurring during the dump period.
Normally a slow rise time (=~0.5 msec) is used when
dumping the trap in order to avoid pulse pileup in the
CEM signal channel (this was important only for the more
populous charge states). This spreads out the ion arrival
times at the CEM cathode. However, for time-of-flight
studies of the velocity distribution of the trapped ions, a
fast rising (less than 1.0 usec) dump pulse was used and
pulse pileup (if present) was avoided by limiting the num-
ber of trapped ions. This procedure avoids perturbing the
velocity distribution that exists just prior to the dump
pulse.

The ion trap was operated in one of three modes which
we label m /g, decay, and TOF (time of flight). In the
m /q mode, the delay ¢ is held fixed and the RGA pro-
gram voltage is stepped in synchronism with the channel
advance of the computer controlled multichannel scalar
receiving the CEM counts. In this way the RGA can be
swept over a selected range of mass to charge ratio (m /q)
values to determine the charge distribution of the trapped
neon ions (together with any trapped ions made from the
background gas).

In the decay mode, the RGA is set to monitor a particu-
lar charge-state neon ion and the delay time ¢ is stepped in
sync with the multichannel scalar. This produces curves
showing the decay of the selected charge state during the
period between HILAC pulses. In both m /g and decay
modes the dwell time in any channel is that required to in-
tegrate the HILAC beam current to a preset charge value.
This compensates for beam current variation during the
data collection period. The current integration is per-
formed by an integrating electrometer connected to a
Faraday cup at the end of the beam line.

Finally, in the TOF mode with the RGA set to monitor
one charge state and ¢ fixed, the computer is used in a
pulse height analysis mode to accumulate CEM pulses
processed by a time-to-height converter started on the rise
of the wire dump pulse. This produces a time-of-flight
distribution for the chosen charge state.

The motion of ions in the electrostatic trap is a compli-
cated problem in classical dynamics since the general po-
tential'® is not a simple function. However, in our case
the geometry is such that we detect only those ions which
move in orbits close to the trap midplane where the poten-
tial ®(r) at radius r is accurately approximated as that of
an infinite coaxial system

In(r /R)

=V R/w) ’

2.1

where V is the potential difference between the cylinder
and the wire, and R and w are the cylinder and wire radii,
respectively. Ion orbits in this potential have been calcu-
lated by Hooverman.?’ They have the interesting and use-
ful property that, regardless of initial conditions, the mean
kinetic energy is the same for all orbits, a property unique
to the logarithmic potential. This is a consequence of the
virial theorem which predicts

geV
2In(R /w) ’

where T is the kinetic energy of an ion with charge ge and
the brackets indicate a time average. This property of the
logarithmic potential was recognized by Talrose and Kara-
chevtsev?! in ion-molecule reaction studies using a reac-
tion chamber similar to our trap. Thus the root-mean-
square (rms) velocity v, for all orbits of an ion with a
given g/m depends only upon the geometry of the trap
(R /w) and the trap potential V'
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(T)= (2.2)

geV

m In(R /w) @3)

Urms =

The initial conditions of the ion motion do come into con-
sideration in a real device since, clearly, ions created with
arbitrarily large or small initial velocities v, will collide
with the cylinder or wire, respectively. However, the virial
theorem result applies to all orbits; hence those ions that
are trapped have v, as given above. This may be only a
small comfort, however, if the number of such ions is van-
ishingly small. The number captured will depend upon
the fraction of ions with initial conditions providing orbits
within the wire to cylinder space.

The extrema of the radial coordinate » of any orbit are
given by the solutions of the equation

yAx2—21Iny)=x2sin%9, , (2.4)
where y =r/r, and r, is the initial value of r, and
X =v./Vmys and V. is the acute angle made by the initial
velocity v, with respect to the initial radial vector. Setting
r =R or w one obtains two angles az(x) and a,,(x) which
satisfy Eq. (2.4) when substituted for ¥,. For all launch
angles less than a,(x),ag(x) an ion with initial velocity
Vo =XUpys Will strike the wire or cylinder, respectively.
Thus, confined ions are restricted to angles ¥, greater
than the larger of a,,ar; when this reaches 7/2 no ions
will be trapped.

One can easily determine that az(x) is a very strong
function of x, switching from a very small value to 7/2
over a small range. For our case, where 7, ranges from
0.78 to 1.78 cm (corresponding to the position and extent
of the HILAC beam), this switching occurs at x ~1.9; for
x less than 1.72 all orbits clear the cylinder; for x greater
than 2.14, all orbits do not. Thus we cannot confine ions
in a potential such that (T') is less than about + of the
recoil energy. In fact, we observed, for example, that the
number of trapped Ne!®+ ions fell strongly as the trap po-
tential was reduced to ~5 V. This corresponds to
(T)~3 eV indicating a recoil energy of about 12 eV.

An upper limit on {(T) is placed by a,,(x) which has a
less strong behavior. For the larger wire used (w =38 um)
no ions would be trapped with x less than 0.0075 with the
fraction confined falling to 50% at about x =0.015,
which, for a recoil energy of 10 eV, would correspond to
(T)=44 KeV. The requirement for pulsed kilovolt po-
tentials, plus the decreased resolution of the RGA for fast
ions (due to the short transit time) inhibit use of the trap-
RGA combination described here near this upper limit.

In order to extract rate constants from our decay mea-
surements, it was necessary to measure absolute changes in
the perturbing gas density in the range 1—10% 10'° cm—3
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FIG. 3. Example of calibration data for determination of ab-
solute pressure increments with the nude ion guage.

(3—30x 107 Torr). This was done using a nude Bayard-
Alpert jonization gauge which was calibrated before and
after each accelerator run against a capacitance manome-
ter. The comparison was accomplished at higher pres-
sures where the two instruments have overlapping ranges.
To limit space-charge effects, the ion gauge was operated
with reduced emission current (1 mA instead of the nor-
mal 4 mA). An example of calibration data for neon and
xenon is shown in Fig. 3. All that is required for this
work is the slope of these lines and we rely on the linearity
of the ion gauge to determine pressure changes absolutely
in the 10~7- to 10~ %-Torr range where measurements were
made. We estimate our target density calibration error to
be +15%.

A dual gas handling system controls admission of neon
and xenon gases into the trap chamber through separate
motor operated variable leak valves. Thus, the density of
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FIG. 4. An m /q scan of trapped ?Ne?* ions (¢ >5). Delay
time (see Fig. 2) was less than 0.5 msec. Vertical scale is nor-
malized to the Xe ion beam charge accumulated in the down-
stream Faraday cup.

either gas can be independently controlled. The gas
handlers are constructed primarily of glass with approxi-
mately 1.5-liter ballast volumes for gas storage. During
data collection the total gas pressure in the trap chamber
was monitored continuously with the nude ionization
gauge.

III. DATA PRESENTATION AND ANALYSIS

Initially, experiments were carried out to determine the
beam conditions (energy and ion) which would give the
largest yield of the highest neon charge states. These ex-
periments were performed with the ion-trap timing set for
the m /q mode (see Sec. II). In this way, a series of peaks
were observed which correspond to the distribution of the
various charge states of neon present in the ion trap at an
arbitrary time interval after the HILAC pulse had passed.
A sample of such a charge-state distribution is shown in
Fig. 4. The lowest charge states (Ne? *, g <4) were not in-
cluded in the scan. The signal-to-noise ratio during any
given run was determined largely by the ambient back-
ground gas pressure and composition. Particularly trou-
blesome was water vapor, since the H,™ fragment has an
m /q value virtually identical to that of 2°Ne!°+. To avoid
this problem the neon used in all runs was enriched to
99.9% 2?Ne; the RGA detection system easily resolves
2Ne!%t from H,™.

It is worth pointing out that the integrated area under
the m /q peaks, Fig. 4, cannot be taken directly as a mea-
sure of the production cross section for a particular charge
state. It cannot be assumed that the transmission of the
RGA is the same for all charges. In fact, the operating
parameters were generally adjusted so as to optimize reso-
lution of the highest charge ions; this had the effect of
reducing the transmission of the more abundant lower
charge states. Also, the time evolution of the population
of a particular charge state depends upon several produc-
tion and loss mechanisms. This can be summarized by the
rate equation:

dN,
dt ZIAZO'qno
+no 2 Ng{vg0gq) —noNy 3, (0,04)
q9'>9q q'<q
(3.1
where o, is the production cross section for charge g, I is

the HILAC beam particle current, Az is the effective
length of the trap, n, is the density of neon atoms, N, is
the number of trapped neon ions of charge ¢, and o, is
the electron-capture cross section for charge ¢’ impacting
upon a neon atom with relative velocity v, to produce a
charge ¢q. This equation describes the secular variation of
N, and is valid providing the ion orbit frequencies (~ 10°
Hz) are much higher than the rate of variation of N,
(=~10° Hz). A further approximation in writing Eq. (3.1)
is that the time averages, e.g., {(v,04, ), are not strongly
dependent upon the initial velocity and launch angle
(ve,9.) of the charge g ion. The first term in Eq. (3.1)
described production of charge g ions by the heavy-ion
beam, the second describes feeding of the population of
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FIG. 5. Examples of decay curves for Ne?* ions (¢ =7—10)
in Ne at two densities n (in units of 10'® cm ™). Trap potential
was adjusted to maintain v.m,=9.6x 10° cm/sec for each ion.

charge g by higher charges via electron-capture collisions,
and the third accounts for loss of charge g by electron-
capture resulting in lower charge states, As will be dis-
cussed below, our detection system is sensitive primarily to
those ions produced by the HILAC beam. Thus, we
neglect the second term in Eq. (3.1). Further, we define

Sq= 2, Ogg >
q9'<q
and then one has

dN,

e =IAzo,no— (sqvq YnoN, .
The solution for N, at a time ¢ after the HILAC pulse of
duration ¢ is

(3.2)

Nq =IAzaqn0( 1—e “Ye'n )e_y"' N

where y,={(s,v,)no. Thus, only in the limit of small
YqtH>Vqt Will the m /q peaks be proportional to the pro-
duction cross section o, with a proportionality constant
independent of g. At increased densities nq such that y,ty
becomes large, the yield saturates. If the capture cross
sections vary substantially between charges it is then pos-
sible to have some yields saturated while others are not.
Generally, however, our observations are consistent with
production cross sections which increase monotonically as
q decreases.

Observation of the decay of a particular charge held in
the ion trap between beam pulses can give information
about the velocity averaged electron-capture cross sections.
Figure 5 shows a set of decay curves for Ne?™ ions

(g=7—10) at two neon gas densities. The trap potential
was adjusted so that the mean kinetic energy of the ions
was the same, 10.6 eV, for all the charge states. To a good
approximation, these curves are well fit by single exponen-
tials of the form

N,=N,(0)e ",
where Ty is a decay constant and N,(0) is the signal size
at t=0 (usually measured from the end of the HILAC
beam pulse). There are a number of effects which one
might expect to give rise to a more complicated nonex-
ponential behavior in the time evolution of the trapped ion
population. First, for all charge states less than fully
stripped (Ne!+), the population of charge g can be
enhanced in time by ions with charge ¢’ > g which under-
go single or multiple electron capture. This is the second
term in Eq. (3.1) neglected in the discussion above. In-
clusion of this cascade feeding process could give rise to
nonexponential behavior. We do not observe these effects
because of two factors. First, the lower charge states are
generally produced with higher yields, thus one is faced
with observing the effects of feeding from a smaller popu-
lation onto a larger directly produced population. More
importantly, however, there is a discrimination in the ion
detection scheme in favor of ions produced by the HILAC
beam. This arises because the distribution of orbits of
HILAC-produced ions 1is strongly perturbed by the
Coulomb “explosion” which occurs between the two ions
following an electron-capture collision. The energy avail-
able to the two products of an electron-capture collision,
with a single electron transferred, is approximately

(g—1)e?
R,

(3.3)

E, = (3.4)
where R, is the internuclear separation at which the
transfer occurs. In terms of the one-electron-capture cross
section, R, may be estimated to be
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R, ~ (3.5)

E, can be a large fraction of, or even exceed, the mean ki-
netic energies of the ions studied in this work. Of course,
the fraction of E, transferred to the neon ion of charge
g —1 depends upon the mass of the companion singly
charged product. In the case of Ne? t + Ne collisons, 50%
is transferred to the Ne'? % jon, whereas in collision
with Xe the share is 86%.

As an example, consider Ne’* +Ne. Here our observa-
tions indicate an effective cross section for capture of
about 5 10~!% cm? at a mean kinetic energy of 10.5 eV
[from the virial theorem Eq. (2.2)]. One calculates E, ~23
eV, of which half goes to the product Ne*+ ion. The
mean kinetic energy of Ne®* ions in the same trap poten-
tial (22.0 V) is 9.3 eV. This large injection of energy
causes the Ne®* products to occupy greatly expanded or-
bits as compared to the Ne®* produced by the HILAC
beam. In fact, a large fraction of the product ions will
collide with the trap cylinder or ends and be lost.

This behavior has been studied in detail using a numeri-
cal model, which determines the orbit distribution follow-
ing collisions and calculates the resultant signal intensity
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FIG. 6. Variation of the decay rates for Ne?* (¢ =7—10)
ions vs Ne density. Slopes of these curves are {vs, ).

for the geometric arrangement of the ion trap and ion
detector used here. The model assumes that the ion trap
can be represented as a superposition of a logarithmic ra-
dial potential and a one-dimensional harmonic-oscillator
potential along the z (wire) direction. Calculations of the
exact potential distribution (see, e.g., Ref. 19) show that
this is a reasonable approximation. Ions are created by the
heavy-ion beam uniformly along its length parallel to the z
axis. The initial velocity distribution along the z axis is
assumed to be thermal at the temperature of the target
(neon) gas. This would be the case for recoil of the Ne?
ions at exactly 90° to the HILAC beam.

The calculations assume strong collisions between the
recoil ions and neutral target atoms; i.e., collisions in
which the products are scattered isotropically in the center
of mass. This is not appropriate at higher energies but be-
comes so as one enters the orbiting regime appropriate to
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FIG. 7. Variation of the decay rates for Ne?* (¢ =7—10) ions
vs Xe density. Slopes of these curves are {(vs,). Note the scale
change of the density axis in comparison to Fig. 6. Curves have
been displaced vertically to have a common intercept at the ori-
gin.

the low-energy ion-atom collisions studied here. Elabora-
tion of the results of these calculations will not be present-
ed here. However, in terms of the Ne’+ 4 Ne example dis-
cussed above, they show that the detection efficiency for
the product Ne®+ ions would be only about 20% of that
for the Ne*?® jons made by the HILAC beam. In collision
with xenon, the reduction remains about 20% because, al-
though the fraction of E, transferred to the Ne®+ ion is
larger, E, itself is reduced by about a factor of 2 due to
the approximately fourfold increase in the capture cross
section in this case.

Another possibility for obtaining nonexponential
behavior arises if the capture cross section is highly veloci-
ty dependent, and if there is a wide distribution of orbits
(and hence velocities) in the trap. Then the capture rate
will vary strongly with the orbit parameters. Within the
uncertainties of this experiment, however, no such effects
have been observed in Ne? ¥ + Ne, Xe collisions. Thus, the
decay curves are fit to a single exponential (plus constant
background in some cases) and the decay constant I'j ex-
tracted.

I, is related to the electron-capture cross section by

(3.6)

where n is the target gas density (Ne or Xe), and I'y is the
loss rate associated with all mechanisms not proportional
to the gas density n. These include escape of ions from
the trap field and electron capture from background gases
present. (There is always neon gas present; so when study-
ing capture from xenon the capture rate on neon appears
in this term.)

From Eq. (3.6) one sees that the rate constant (usq)
may be obtained by measuring the decay constant I', at
several values of the gas density n. The slope of the resul-
tant straight line is (vs,). This requires collection of a
series of decay curves such as shown in Fig. 5; usually at
least four different densities are used for each charge and
trap potential. Plots of I'y vs n are shown in Figs. 6 and
7. It is seen that the expected linear relationship is ob-
tained. This technique has been used to measure rate con-
stants for Ne?t+Ne (3<g<10) and Ne?*+Xe
(6 < g < 10), for a range of trap potentials.

T,=(vs;)n+Ty,

T T T T
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a ' Trap potential
15,0V —
20.5V ----
0.5 1

ais 1

0.5 1.0 1.5 2.0
Velocity (10% cm/sec)

FIG. 8. Example of TOF data for Ne'°* ions at two trap po-
tentials. The lines are to guide the eye. Observed v, values are
calculated from the data.



The measured rate constants (vsq) can be converted to
effective cross sections by division with an appropriate
velocity. To this end we note that each ion exhibits, in
general, a distribution of velocities as it orbits the wire and
oscillates along the trap axis (z direction). The geometry
of our detection system is such that the ions which orbit
near the midplane of the trap are preferentially detected
over those with large z-motion amplitudes. In fact, the
sensitivity to ions with amplitude 4 falls as 4 ~!. Thus,
the velocity distribution of the ions detected is well ap-
proximated as that appropriate for ions orbiting in a pure
logarithmic potential, and we use the rms velocity calcu-
lated from Eq. (2.3) to convert rate constants into effective
cross sections. Thus,

(vsy)

rms

O'eff(vrms)=

Neglect of the z motion amounts to an error in v, of less
than =5%. 0. {vms) is thus a velocity averaged cross
section with a relationship to the true cross section
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54(vms) which depends upon the form of the velocity
dependence of s, and the distribution of ion velocities.
One obtains o.g=s, for two special cases; namely, when
s,(v) is proportional to v or v~ .

To test the assumption that v, as deduced from the
Virial Theorem Eq. (2.3) is a good representation of the
true value for the detected ions, the trap was operated in
the time-of-flight mode (see Sec. II) and the distribution of
arrival times for ions exiting from the trap was recorded.
The arrival time distributions were converted to velocity
distributions by assuming that all ions originate from the
position of the central wire. This approximation is
reasonable since the ions are created at about 1.3 cm from
the wire and, under most trap conditions, their low recoil
energy will result in orbits which do note extend much
beyond this radius. The total distance from the wire to
the channel electron multiplier in the RGA is 35 cm.
Samples of velocity distributions derived for Ne!°* ions in
two trap potentials are shown in Fig. 8. One sees that the
distribution for the higher potential (20.5 V) is shifted to
higher velocity and that there is reasonable agreement be-
tween the virial theorem value for v, and that calculated
from the distributions in the figure.

TABLE I. Effective cross section (10~!° cm?) vs v,y for Ne?* 4 Ne collisions. Bottom row contains

the CB model cross sections.

Urms

(10° cm/sec) q

3 q=4 q=>5

q="6

3.1
33
3.6

4.8
5.9
6.3
6.8

10.0

7.3
0.90

6.9
7.5
7.6 3.0 3.8
8.3
9.5
9.6
9.7
10.7
10.8
11.0
14.2
15.5
16.8
16.9
171
18.5
19.0
21.0
21.6
22.4
23.6
23.9
24.0
25.8
CB model

2.6 3.1

0.54
2.6

2.4 2.7

0.60

2.1 2.4

0.27 2.0

9.9

10.1 3.6 7.6
6.3
5.6
7.2 3.2 2.8
2.7
8.6
3.0

29

6.0
4.8 3.6
5.0
6.0
35

6.1 23

2.5

5.4
24 4.5
4.1

3.4
2.2
3.2
2.4
2.7
4.5

2.5

33

2.2
3.0

3.6

2.9 2.2

4.0

0.76 1.5 0.93

0.43 2.5
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IV. RESULTS AND DISCUSSION

The results of our measurements are presented in Tables
I and II and Figs. 9 and 10. The tables contain the effec-
tive cross section Oeg VS Uy for Ne? T4+ Ne and Xe,
respectively, and Fig. 9 contains these data in graphical
form. In Fig. 10 we display the variation of o with the
Ne ion charge at three values of v.,,. Because data were
not always collected across the range of ¢ at a common
value of v, we have done some interpolation in order to
compose Fig. 10. For clarity, error bars are not present in
the figures; but for purposes of relative comparisons the
statistical error on the points is estimated to be approxi-
mately 10—15% (one standard deviation) for ¢ <9 and
20% for g =10. The absolute error on the values of o is
estimated to be 30%. Our results for Ne®* are in agree-
ment with those obtained by Beyer, Mann, and Folk-
mann?? for capture by (1s2p)°P; Neb* at a recoil velocity
of about 8 10° cm/sec. They obtained cross sections of
3.6+1.1x107" cm? and 28.7+8.8x107'° cm? for Ne
and Xe targets, respectively. Since our Ne®* ions are in
the 1s? ground state (excited states?> have decayed before
we sample the trap population), the agreement between
our o values and those of Beyer er al.?? indicates little
dependence upon the inital excitation state of the ion, at
least for this case.

One notes that there is a prominent nonmonotonic
behavior of o as g changes (Fig. 10). In the more com-
plete Ne?* 4 Ne data, one also observes an apparent
damping of the oscillation as v, increases. This is con-
sistent with observations of other workers (e.g., Refs.
7—12) at higher energies where oscillations of smaller am-
plitude are seen. This occurs because the velocity depen-
dence of o varies with g. There is little velocity depen-
dence for g =28 and 10 in the Ne? * 4 Ne results, but strong
dependence for ¢ =35, 6, 7, and 9. In the data for Xe one is
struck by the reversal of “phase” of the oscillation of o
at g=7 as v,,, changes from 5.0 to 10.0X10° cm/sec.
This is seen in Fig. 9 as the continued rise of o (g=7) at

TABLE II. Effective cross section (10~' c¢m? vs v, for
Ne?* 4 Xe collisions. Bottom row contains the CB model cross
sections.

—
e 30 TP T T T
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FIG. 9. Effective cross section oy VS U;ms for Ne? * + Xe (tri-
angles) and Ne?* 4 Ne (all other points) for 6 <q <10 Xe) and
3<q <10 (Ne). Statistical uncertainty is +10—15 %, for g <10
and +20% for ¢ =10. Absolute uncertainty is +30%.

low values of v, as compared to the other ions in col-
lision with Xe.

In discussing our results we do so in terms of models
and calculations for single electron capture. One must
keep in mind, however, that o includes all multiplicities
of electron transfer. Cocke et al.?* have shown in studies
of Ar?* {noble gas collisions that single electron capture
predominates for the lighter atoms (e.g., Ne) but that so-
called transfer ionization, involving the transient capture
of two electrons is comparable to ordinary single capture
in collisions with Xe. Such a process if present at the
lower velocities in this work (about a factor of 10 below
those in Ref. 24) would be included in our o .

Oscillation of the single-electron-capture cross section
as the charge of the projectile is varied has been observed
by other researchers (see Refs. 7—12) at impact velocities
exceeding ~ 10" cm/sec. The often invoked theoretical
model with which the results of these studies are com-

T T T T T T 01
24 4

20.

) -

| G.L Ned*4+ xe -

Urms
(10° cm/sec) q=6 q=7 q=38 q=9 q=10
3.6 18.9 26.7
27.4
4.8 17.0 21.2
5.5 16.3
5.7 20.3
6.3 25.2
6.5 18.1 17.2 19.2 16.8
23.2
8.2 19.4
9.6 16.7 13.7 19.2 239 15.8
12.7 17.4 20.9 16.6
17.5 17.9
14.0 13.7 9.6 16.0 18.4 16.2
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FIG. 10. Effective cross section oy vs q at three values of
Urms. The points have been interpolated from the data (Tables I
and II and Fig. 9). Relative uncertainty in the points is approxi-
mately +15%.
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pared is the classical over barrier model (CB) introduced
by Ryufuku et al.* This mode is generally successful in
predicting the principal quantum number of the Rydberg
level occupied by the active electron in the g —1 charged
product ion. This has been verified by x ray and Auger-
electron spectroscopy following capture at impact energies
of a few eV by Beyer, Mann, and co-workers (for a review
of this work and further references see Ref. 25). It has
also been verified by kinetic energy analysis of the forward
scattered (g — 1)+ ions at collision energies of a few hun-
dred eV.26?7 The CB model contains no velocity depen-
dence; it was formulated for comparison with measur-
ments made at higher impact energies than studied here,
where only weak velocity dependence has been observed
(for ¢ >5). We have included cross sections calculated
with the CB model in Tables I and II. One sees that the
magnitudes, perhaps not surprisingly, are in poor agree-
ment with o in most cases. Of more importance, how-
ever, is the lack of agreement with the phase of the oscilla-
tions with g. This lack of phase agreement has been not-
ed!>?” in measurements made at higher energies as well.
The simplest model predicting a velocity dependence for
the single-electron-capture cross section is the orbiting
model first proposed by Gioumousis and Stevenson?® to
explain ion-molecule reaction studies. Here the long-range
R ~* polarization potential leads to a cross section propor-
tional to ¢/v. The v~! dependence is not far from that
observed here for those collision pairs showing the strong-
est variations with velocity (e.g., g=35, 6, 7, and 9 on Ne

and g=7 on Xe). Of course, a more complete quantal cal-
culation will be required in order to expect to obtain the
proper charge and velocity dependence for the capture
cross sections pertinent to this work. In this regard, we
note that recently Bottcher and Heil?® have carried out
such calculations for collisions of Be**, B>t, and C*>6+
with H. The agreement with existing data of Phaneuf® for
the carbon ions in the energy range =~15—300 eV is en-
couraging. It is also interesting to note that a Landau-
Zener treatment, including curved trajectories, shows re-
markable agreement with the velocity dependence of the
single-electron-capture cross section calculation by more
elaborate quantal methods in the cases C** and N** on
H.3-32 1t is hoped that continuing theoretical efforts will
successfully address the multicharged ion-atom systems
containing considerably more electrons (such as those
studied here) in the low-velocity ( < 107 cm/sec) regime.
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