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Associative ionization in collisions between two Na(3P) atoms
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We have measured the rate coefficient [k =5.6X 10 " cm'/s (+37%)] for associative ionization
occurring in collisions between two Na(3P) atoms, by measuring the current resulting from excitation
of Na vapor by cw-laser radiation. The major source of uncertainty in measurements of this type is
in the determination of the number density and spatial distribution of excited atoms. Here we have
measured the excited-atom density by three methods, and we have studied the spatial distribution of
excited atoms in detail. Our rate coefficient at T-650 K is compared to other experimental results.

I. INTRODUCTION

Associative ionization (AI) occurring in collisions be-
tween two excited atoms can be important in many situa-
tions, and is a sensitive test of the excited electronic states
of the diatomic molecule. Associative ionization is impor-
tant in studies of flames and electrical discharges, and in
astrophysical problems such as molecule formation, ioni-
zation equilibria, and radiative transfer. Additionally, AI
is one possible method for achieving laser isotope separa-
tion.

Large excited-atom populations often exist in laser-
excited radiation vapors, and AI due to collisions of two
excited atoms may be significant in models of such envi-
ronments. An important example of this is in laser-driven
ionization' in which very efficient and almost complete
ionization is observed in high-density metal vapors il-
luminated by resonance radiation. Measures has pro-
posed that the runaway ionization results from atoms col-
liding with superelastically heated electrons. However,
models of this ionization process all require some mecha-
nism to produce the initial or "seed" electrons. In sodium
vapor, the most likely seeding mechanisms involve mul-
tistep ionization of Na2 and collisions between two excited
atoms. Ionization can occur directly by associative ioniza-
tion

Na(3P)+ Na(3P) ~ Naz++e
kAl

or indirectly by photoionization or collisional ionization of
higher levels populated through excited-atom —excited-
atom excitation transfer collisions

Na(3P)+ Na(3P) ~ Na(nL)+ Na(3S) .

Here kA& and k„L are the rate coefficients for AI and exci-
tation transfer, respectively (see Fig. 1). Analogous pro-
cesses may prove to be important seeding mechanisms in
the laser-driven ionization of other group-I and group-II
elements. Reliable rate coefficients for both (1) and (2) are
needed to interpret the laser-driven ionization and other
experiments involving excited Na atoms.

The major experimental difficulty in determining kAz
and k„L is the accurate evaluation of the excited-atom
density and spatial distribution. Previous measure-
ments ' of both processes (1) and (2) have generally
made unverified assumptions about the 3P-atom density
and distribution, and we believe that this is the primary
cause of the orders-of-magnitude differences in reported
rate coefficients. We have recently reported measurements
of the rate coefficients k4D and k5~ in which the excited-
atom density and spatial distribution, following excitation
by high-power pulsed-laser radiation, were directly mea-
sured. In the present measurements we have used excita-11

tion by cw-laser (low-power) radiation to avoid several ex-
traneous causes of ionization that can occur under
pulsed-laser (high-power) radiation conditions. Some ad-
ditional observations using pulsed-laser radiation are dis-
cussed in Sec. V. In the present study of Na(3P)-Na(3P)
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FIG. 1. Sodium energy levels involved in excited-
atom —excited-atom collisional processes. The energy of two
Na(3P) atoms is indicated by the dashed line; all other energies
are Na(nL)+ Na(3S) relative to Na(3S)+ Na(3S). Energies
are given in cm ' (from Ref. 4). Na2+ potential from Ref. 5.
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AI we have used three different techniques for determin-
ing the excited-atom density resulting from cw-laser exci-
tation. We therefore believe that the measurement report-
ed here has removed this major cause of uncertainty in
previous measurements of kAq.

As seen in Fig. 1, the bottom of the Na2+ potential well
lies very near twice the 3P-level energy. Since
Na(3P ) + Na(3P ) connects to many electronic states of
Na2, it is therefore likely that some of these cross the
Na2+ potential at or below the 3P+3P energy, and as a
result k«may be fairly large.

The number of electrons, and Na2+ ions, produced by
process (1) per unit time and per unit volume in the exper-
imental cell is given by

ri, (x,y, z) =k«[n3~(x, y,z)]

If all electrons produced in a volume V by this mechanism
are collected, the resultant current i will be given by

i =ekAt f f f dxdydz[n3z(x, y,z)] (4)
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where the integrals extend over the volume V. A measure-
ment of i, combined with a knowledge of the 3P-atom
density and spatial distribution, will therefore yield the
rate coefficient kA&. As stated previously, it is the deter-
mination of n3p(x, y, z) that presents the major difficulties
and introduces the largest source of uncertainty in the re-
sults.

II. EXPERIMENT

Figure 2 is a block diagram of the experimental ar-
rangement, including a horizontal cross section of the cell
and a coordinate system, with origin at the center of the
cell and y axis out of the paper. A cross section of the cell
in the x-y plane is shown in Fig. 3. The cell is a 5-cm
stainless-steel block drilled out to make a cross and vacu-

FIG. 3. x-y cross section of the cell interior (see also Fig. 2).
Laser beam propagates out of the page (along the z axis). Light
is detected perpendicular to the sapphire-rod surface (in the x
direction). Spectrometer slit is oriented along y collecting light
from a thin volume at z =0 of 5-mm height (the region between
the dashed lines). Also shown are the x and y distributions of
the excited atoms P(x) and Y(y). Dashed x distribution curve is
the laser spatial profile I(x), while the dotted x distribution
curve is the infinite-slab fundamental mode distribution no(x)
from Ref. 12. Solid curve is P„(x), obtained from Eqs. (7) and
(g) using the first four even eigenmodes [see Eq. (6) and Ref. 12].
F(y) was obtained from measurements of the 3P fluorescence as
a function of y. For Y(y) shown here [Na]=2.07&&10I cm
and the laser was tuned near the D2 frequency.
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FICx. 2. Diagram of the apparatus. Cross section of the cell
mid-plane is shown; the electrodes are below this plane, as
shown in Fig. 3. Na is confined to the cross bored through the
stainless-steel block, but is excluded from the two arms contain-
ing sapphire rods. Origin of the x,y, z axes shown is in the
center of the oven, here and in Fig. 3. Stainless-steel block is
directly heated and sits inside an insulating firebrick oven with
quartz windows to decrease cooling of the cell's sapphire win-
dows. PMT is the photomultiplier.

um sealed with metal 0-rings to sapphire windows. As in-
dicated, two arms of the cross contain sapphire rods
which simplify the cell geometry. Two stainless-steel
apertures are held at ground potential and effectively
divide the cell into three regions in the z direction (Fig. 2).
This cell has been described previously in Refs. 11, 13, and
14. For the present experiment, a current collecting elec-
trode was inserted into each of the three regions defined
by the apertures. Electrical connections to the electrodes
were made using ceramic feed-throughs which were main-
tained at the oven temperature of -380 C. Guard rings
of silver paint were made around each electrode on the
feed-throughs and wherever insulators contacted the cell
body. The guard rings were maintained at the electrode
potential to reduce surface currents, due to the Na vapor,
from the electrodes to the grounded cell body.

Sodium vapor pressure in the cell was controlled by the
temperature of a sidearm, which was stabilized at typical™
ly 25—100 C below the cell temperature. Vapor pressure
as a function of temperature reading was calibrated at low
density by measurement of ko, the line-center absorption
coefficient, and at high density by measurement of k, the
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wing absorption coefficient, combined with an indepen-
dent measurement of the self-broadening rate for the reso-
nance lines (see Refs. 14 and 15).

The vapor was excited with a single-mode cw dye laser
with -20-mW power in a 0.5-cm-diam beam. The laser
frequency was near the Dq line (3S~~2~3P3/2) and the
detuning was set such that —10%%uo of the incident intensity
was transmitted. Typically, detunings were in the range
4—20 GHz. At these intensities and detunings, optical-
pumping effects are expected to be negligible although the
experimental results are in any case insensitive to such ef-
fects.

Fluorescence from the decay of atoms in the 3P, 4D,
and 5S levels was observed at right angles to the laser
beam with a —,-m double monochromator and a pho-
tomultiplier with an S-20 cathode response. Photomulti-
plier currents were measured by an electrometer and
displayed on a chart recorder. Ionization currents from
the electrodes were measured directly by an electrometer
for absolute rate coefficient determinations, although these
signals had to be corrected for the background surface
currents which were measured by blocking the laser. A
beam chopper and lock-in detection were used to obtain
the laser power, laser detuning, and electrode voltage
dependences of the ionization signals which will be dis-
cussed in Sec. IV.

III. DETERMINATION OF THE EXCITED-ATOM
DENSITY AND SPATIAL DISTRIBUTION

As noted in the Introduction, the signal is proportional
to a volume integral of n3p [Eq. (4)], and the distribution
and size of n3z is crucial. Consequently, we have mea-
sured n3p by three different techniques and have carefully
considered its spatial distribution.

Since cell geometry plays an important role in the ex-

periment, we have provided, in Fig. 3, a detailed cross sec-
tion in the x-y plane through the cell center. The plane of
this cross section is indicated in Fig. 2. The observation
depends on the excited-atom density in the central region
between the apertures in Fig. 2. This is predominantly a
6.35-mm-wide slab between the ends of the 12.7-mm
sapphire-rod "windows. " Owing to radiation diffusion,
the excited-atom density is spread out from the initially
excited (5-mm-diam) cyclindrical region defined by the
laser beam. In order to obtain this resultant excited-state
distribution, we essentially use slab-geometry radiation
diffusion theory for the x dependence, measured fluores-
cence versus y for the y dependence, and known laser
power variation for the z dependence (see Figs. 2 and 3 for
the definition of coordinates).

To put this on a quantitative basis we take n3p(x, y, z) to
be separable in the coordinates, i.e., that

n 3p(x,y, z )—:n 3p(0, 0,0)P(x ) Y(y)Z(z) (5)

where the dimensionless functions P(x), Y(y), and Z(z)
are defined such that P(0)= Y(0)=Z(0) =1, and the ori-
gin is taken as the cell geometric center. Departures from
this assumed separation of variables are relatively minor,
whereas this yields major simplification to the calculation

and causes minor ( & 10%) uncertainties compared to oth-
ers described below.

The cell and laser geometry are essentially independent
of z and the laser power varies gradually with z (typically
by 40% in the central chamber of the cell between the
apertures in Fig. 2). Thus even with radiation diffusion
the z dependence of the excited-atom density is essentially
proportional to the laser-beam power, which varies as
e &. The laser attenuation factor k was calculated
from the ratio of laser-beam power before and after
traversing the cell, with the laser tuned on and off reso-
nance to correct for window attenuation. Owing to the
separation of x and y variables in Eq. (5) the radiation
emitted perpendicular to the window at y is proportional
to Y(y), in spite of radiation trapping. Thus Y(y) was
measured by observing the 3P fluorescence as a function
of y (see Ref. 15). A typical curve of Y(y) for [Na]
=2.07& 10' cm is shown in Fig. 3. Spatial resolution
for this measurement was 1.3 mm, compared to -6-mm
half-width of Y(y). The size of the windows did not per-
mit measurement of Y(y) beyond y =+6.3 mm although
Na vapor is present in these regions (see Fig. 3). Extrapo-
lations of Y(y) in these regions are shown in Fig. 3 by
dashed lines. [Note that the presence of the electrode in-
troduces an asymmetry into Y(y) and a breakdown in the
separability approximation (5). However, as this region is
a small fraction of the total volume, process (1) is propor-
tional to n 3z and n3z here is relatively small, the perturba-
tion to the geometry introduced by the electrode intro-
duces minor uncertainty in the results. ] The procedure of
extrapolating Y(y) beyond the window edges, as shown in
Fig. 3, has been described previously in Refs. 14 and 15.
In the present experiment these extrapolations introduce
very minor uncertainty into kA& since the ion signal is pro-
portional to [Y(y)] which is very small beyond the win-
dow edges.

P(x) was determined from radiation trapping theory,
rather than being measured. According to Holstein's
theory' of radiation trapping, the excited-atom spatial
distribution as a function of time following pulsed excita-
tion at t =0, by radiation spatially distributed as I(x), can
be expanded in slab-geometry eigenmodes as

n3p(x, t)= ga;n;(x)e (6)

where in the absence of saturation

a; = f I(x)n;(x)dx .

The first eigenstate no(x) is called the fundamental mode
and corresponds to the slowest decaying eigenvalue Po. (It
is also customary to define an effective escape factor
g;—:P; /I ~, where I z is the spontaneous emission rate. )

In Ref. 11, where pulsed-laser excitation was used, we
measured rate coefficients in the late time following the
pulse, when all but the fundamental mode had decayed
away. Thus the infinite-slab fundamental-mode distribu-
tion no(x) normalized to 1 at x =0, accurately represented
P(x ) for that measurement. In the present cw-laser-
excitation experiment, higher eigenmodes are present and
must be included. The steady-state P(x) distribution is ob-
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tained by integration of Eq. (6) over excitation times with
a constant excitation rate. The result, normalized to
$(0)=1, is

P„(x)=gP, 'a;n;(x) gP, 'a;n;(0), (8)
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corrects for laser power and frequency drifts. Background sur-
face currents were eliminated by chopping the laser and using
lock-in detection. Laser was detuned -5.2 CxHz to the blue of
the D2 line. [Na] —6.8X10' cm

where a; is given by Eq. (7), in which I(x) is now the cw-
laser intensity. In order to produce primarily the funda-
mental mode, we have used a 5-mm beam diameter which
nearly fills the 6.3-mm-wide region between the sapphire
rods. Figure 3 shows the laser-intensity profile
I(x)= f dy I(x,y) measured at the cell entrance (dashed
line), P„(x) (solid line), and the infinite-slab fundamental-
mode spatial distribution no(x) (dotted line). Here all
three distributions are normalized to one at x =0. To ob-
tain this P„(x) we have used n;(x) and P; calculated by
van Trigt, ' whose calculations are based on Holstein's
theory. The odd-numbered modes are asymmetric and
have zero amplitude for our symmetric I(x). The P„(x) in
Fig. 3 was obtained by truncating the sums in (7) and (8)
after the fourth (i =6) even term. For comparison, trun-
cating after the second (I =2) even term yields P„(x)
within 0.03 of that shown at all x. This P„(x) is the best
representation of the actual P(x). The I(x) and no(x)
curves put extreme bounds on the possible P(x), since
P(x) =I(x) if there were no radiation diffusion and
P(x)=no(x) is the broadest possible distribution. Thus
these extreme bounds yield convenient estimates of the ef-
fect of different distributions on the various integrals.
Owing to surface reflections, uncertainty in I(x), and the
absence of a truly infinite-slab geometry, some uncertainty
in P(x) still remains.

Three independent methods were used to obtain
n3P(0, 0,0). First and most straightforward, the total
number of excited atoms in the cell was calculated from
the measured laser power absorbed P(z)dz, which must
equal the number of excited atoms in z to z+dz multiplied
by the photon energy and the effective radiative rate

ff= I pj'g. Then g was calculated from application of
Eqs. (6)—(8), and the spatial distribution functions P(x)
and E'(y) were used to obtain n3P(0, 0,0). This technique
and associated uncertainties are discussed in Appendix A.

Second, we determined n3p(0, 0,0) using the total 3P-atom
fluorescence intensity, which is calibrated using an abso-.
lute 3P density determination described in Ref. 11, based
on a change in resonance-line absorption following pulsed
excitation. Details of this technique are given in Appen-
dix B. Finally, the ratio of 55~3P fluorescence, due to
process (2), to 3P~3S fluorescence intensity is propor-
tional to n3P(0, 0,0)k5s Since we have previously" mea-
sured the rate coefficient kzs for process (2), we used this
intensity ratio to calculate n3P(0, 0,0) in the present experi-
ment. Details of this method, which is basically a con-
sistency check between k5& from Ref. 11 and k«obtained
here, are provided in Appendix C.

In each of these three methods, fairly large uncertainties
in n3z(0, 0,0) occur due to lack of accurate knowledge of
P(x). However, in all cases, an optimum value is obtained
using P„(x) and the uncertainty in this can be estimated
from the maximum and minimum value of n3p(0, 0,0) ob-
tained by using the limiting cases P(x) =I(x) and no(x)
shown in Fig. 3. %'e note that in all cases, the three deter-
minations of n3p(0, 0,0) agree within their uncertainties.
The various contributions to the uncertainty in kA1 will be
discussed in Sec. IV.

IV. RESULTS
All three electrodes and guard rings were maintained at

the same voltage and the two grounded apertures
guaranteed that each electrode collected ions or electrons
produced almost exclusively in its own chamber (see Fig.
2). The electrode current in the central chamber was mea-
sured as a function of several parameters in order to verify
our understanding of the observed phenomena. Currents
from surface illumination are expected to be collected in
the two outer chambers of the cell and the absence of such
currents in the central chamber was verified by the laser-
detuning dependence of the signals. Figure 4 shows the
electrode current as a function of electrode voltage. Here
the current magnitude is essentially symmetric and sa-
turated. This confirms that all charges were collected and
that no additional electron-collisional ionization occurred.
In addition, we have maintained low currents (10 to
2X 10 A) and charge densities to minimize space-charge
effects.

Equation (1) predicts that the ion signal should scale as
the square of the 3P-atom density. To test this we varied
the laser power over two orders of magnitude, with the
laser tuned to the wing of the D2 line, and monitored the
D~ fluorescence signal I~ and the ion signal. Here the D&
signal is used as a relative measure of n3p, since it is free
of laser scatter and Rayleigh scattering and since
ll 3p y& is fixed for a given total Na density. ' Figure

1/2 "3P3/2

5 is a plot of the ion current i divided by I
&

vs I&, where
I~ is equivalent to n3p. The expected quadratic depen-
dence (within —20%%uo as i varies over four orders of mag-
nitude) is evident. A possible explanation for the small,
systematic deviation from quadratic behavior which ap-
pears in Fig. 5 will be mentioned in the discussion section.

Figure 6 is a plot of i /n 3p as a function of detuning
near the D2 line, where again I& was used to monitor n3p.
In this case it is especially important to monitor the D~
fluorescence as a measure of n~~, since the D2 intensity
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contains a large Rayleigh-scattering contribution whose
escape probability changes with detuning (Refs. 14 and 15
contain more detailed discussions of these effects). As the
detuning varies, i/n3z is expected to remain constant.
This appears to be approximately true for
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in Fig. 6, although at the largest detunings the signal-to-
noise ratio becomes very poor. As the detuning is de-
creased below 6 GHz, a systematic effect appears, and
i/n3P begins to increase dramatically, going far off scale
for detunings less than 2 GHz. This behavior can be un-
derstood by realizing that ions are collected in the entire
volume between z = —0.635 and + 0.635 cm, whereas the
fluorescence is collected from a thin volume of width

FIG. 5. Power dependence of i /n 3p (plotted against n 3p). n3p
was varied by changing the laser power using a set of calibrated
neutral density filters. D[ fluorescence (which scales linearly
with laser power) was used as a measure of n3p. Background
surface currents were eliminated by chopping the laser and using
lock-in detection. Laser was detuned —9.95 GHz to the blue of
the Dq line. [Na] —3.0X 10' cm . V= —2. 7 V.
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FIG. 6. i /n 3p vs detuning from the Dz line. DI fluorescence
was used as a measure of n3p. Background surface currents
were eliminated by chopping the laser and using lock-in detec-
tion. [Na] —1. 1 && 10' cm 3. V= —2. 7 V.

M-0.05 cm located at z=0 (see Fig. 2). The fluores-
cence at z =0 is only a good measure of the average of ri3p
throughout the ion detection volume if the attenuation of
the laser from z= —0.635 to + 0.635 cm is not too
severe. For small detunings this is not the case; the excit-
ed atoms and ions are then produced primarily near the
front edge of the volume (z ——0.635 cm) and i /(I& ) in-
creases. Beyond -6 GHz the attenuation over the central
chamber is &0.2 at n =1.1&&10' cm and i l(li)
—const (to within —20%).

We also verified that, as expected, i /n 3z is independent
of laser polarization, where (unpolarized) Di fluorescence
was again used to monitor n3z.

Absolute values for the AI rate coefficient were ob-
tained by combining Eqs. (4) and (5) (x and z are in units
of cm):

0.317 oo

k~r =1 e[llgp(0, 0,0)]' f dx[&„(x)]'f 0.635 —1

dy[ Y'(y)] f dz[Z(z)] (9)

In Table I we present our data and values of kA& as ob-
tained from Eq. (9). Uncertainties are discussed below.

The uncertainty in i is at most a few percent. Z(z) is
well known from measurements of the laser-beam attenua-
tion, and F(y) was measured, as described previously,
under the same cell and excitation conditions as the mea-
surement of i. Thus both the y and z integrals in Eq. (9)

are estimated to be uncertain by less than —10%. Typi-
cally, f dy[ 7'(y)] -0.35 cm and f dz[Z(z)] —1.29 cm.
The function P„(x), applicable to this steady-state experi-
ment, is bounded by the laser distribution I(x) and the
fundamental-mode distribution nc(x) [see Eq. (6) and Fig.
3]. Calculating P„(x) as in Eqs. (7) and (II) including the
first four even modes (i =0, 2, 4, and 6) yields

TABLE I. Reduced experimental data.

[Na]

(10' cm )

2.07

5.47

Laser
detuning

(CxHz)

+ 10.6
+ 7.7

+ 20.6
—19.2

637
637
679
679

(10 A)

6.30
10.5
10.8
8.10

Power
absorbed

n 3p(0, 0,0)
(10" cm —')

2.02
2.45
3.14
2.64

Fluorescence
calibration
n 3p(0, 0,0)

(10" cm-')

2.25
2.77
2.40
2.13

Excitation
transfer

n 3p(0, 0,0)
(10" cm-')

2.71
3.16
3.69
3.47

kAI

(10 ' cm /s)

5.43
5.99
5.41
5.42

~AI

(A )

0.502
0.553
0.484
0.485

0.250 + 4.3 1.7 1.25
av 5.56

4.30
av 0.506

0.417
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(see Ref. 17), where the o.; are the uncertainties estimated
for each of the three methods. This yields o.=16%, and
as k~, cc[n3p(0, 0,0)] this yields 32% uncertainty 1n

kAi, which then has an overall uncertainty of -37%.
The values of kA& obtained from Eq. (9), using the

weighted average of the three methods of determining
113p(0, 0,0 ), are given in Table I for two Na densities and
different detunings. These values are in good agreement
and we therefore report the following result (in cm /s) for
the rate coefficient:

kAi=5 6X10 (+37%) . (10)

Cross sections may be obtained from the rate coefficients
using the definition o.AI—=k« /v where v is the mean rela-
tive velocity of atoms in the vapor. These values are also
given in Table I and we obtain (in A )

crAg ——0.51 (+37%) .

Densities below 10' cm were not studied extensively,
since under those conditions I,ff is not independent of
density. ' Nevertheless, to check that everything was
behaving as expected, we did make one measurement at
n —2.5 & 10' cm . In this case we only measured
n3p(0, 0,0) by the fluorescence method, correcting the
fluorescence for I,ff using the previously determined'
density dependence of the fundamental-mode I,ff We
took no(x) from van Trigt's' Doppler-regime
fundamental-mode distribution and interpolated P„(x)
from this and I(x), but we used the same l'(y) that was
measured at n =2 && 10' cm . The rate coefficient, ob-
tained in this manner and reported in Table I, is
4.3&10 ' cm /s which is in good agreement with our
high-density results considering the uncertainty in this
case is -75%. Owing to the large uncertainty, this result
was not included in the averages of kA& and 0.

A& above, but
is included here as further verification of our method.

V. DISCUSSION

A. Pulsed-laser excitation

In the early stages of this experiment, we attempted to
measure the associative ionization current following 3P
excitation by a 5-ns pulse of D-line radiation from a N2-

0.317
dx ss x =0.315

(in units of cm) with an estimated 10% uncertainty.
The uncertainty in n3p(0, 0,0), obtained from each of

the three methods discussed in Sec. III and in the appen-
dixes, is between 20% and 39%. The main sources of
these uncertainties are the "excitation fraction" K and
P(x) in the power absorbed method (Appendix A),
n3p(0, 0,0)p„i„d and (I3p),„/(I3p)~ ] d in the fluorescence
method, and kzz in the excitation transfer method. Thus,
the three methods can be considered statistically indepen-
dent and we obtain the uncertainty 0- in the weighted
mean of n3p(0, 0,0) from

' —1/2
o = g (1/o;')

B. Additional ionization mechanisms

In addition to process (1), several other mechanisms
may produce ions even in this relatively weak, cw-laser ex-
citation experiment. Higher nI states populated through
process (2) may undergo photoionization, associative ioni-
zation, or Penning ionization:

Na(nL )+hv —~ Na++e

~ Na2++e
Na(nL)+ Na(35) ~ Na++ Na

(12)

(13)

(14)

~Na++ Na(3S)+e
Na(nL)+ Na(3P)~ N +~ Na2++e

(15)
(16)

Additionally, ionization by collisions with hot electrons

Na(35, 3P, nL )+e ~ Na++2e (17)

multiphoton ionization, and even radiation-assisted col-
lisional ionization processes can occur. Since our collec-
tion system does not distinguish between atomic and
molecular ions, all such processes should be considered.

From the rate equation governing process (2), which ap-
pears in Appendix C [see Eq. (C8)], we find

2
nnL knL n 3P / ~nL (18)

laser pumped dye laser, since we already had developed a
direct measure of the 3P density under these conditions. "
We found, however, a very large ionization signal, of
—10 ' C/pulse at [Na] =-3 X 10' cm . We attributed
this. to multiphoton ionizatio~ of 3P atoms in spatial re-
gions where the laser field was enhanced by self-focusing.
This is followed by collisional ionization by superelastic
collisionally heated electrons as first suggested by Mea-
sures. This self-focusing hypothesis was consistent with
the results obtained tuning the laser slightly off resonance
to both the red and blue, while fixing the 3P density (as
measured by fluorescence). We observed a large detuning
asymmetry in this ionization signal, which is consistent
with the self-focusing that occurs only for detunings to
the side of the line where the index of refraction increases
with saturation. The ionization current was still excessive
with detuning to the other side; we attribute this to residu-
al multiphoton ionization and electron-collisional ioniza-
tion. Thus, for the densities studied using pulsed excita-
tion, we were unable to unambiguously separate the AI
current from that produced by multiphoton ionization.
As noted above, the experiment was then carried out with
cw-laser excitation, at which low power (I) a much small-
er 3P density, fewer superelastic electron-heating col-
lisions, negligible self-focusing, and much less two-photon
ionization of Na3P atoms occurred, i.e., for small I the
Na(3P)+Na(3P) ionization is proportional to I, two-
photon ionization of 3P is proportional to I, and ioniza-
tion by superelastically heated electrons to still higher
powers in I.



1282 J. HUENNEKENS AND A. GALLAGHER

where k„I is the rate coefficient for process (2) and I „L is
the total radiative rate out of the level nl . (This equation
is only valid if the various collisional rates out of the nl.
level are small compared to I „L.) Using the rate coeffi-
cients k4D ——2.46X 10 ' cm /s and k5~ ——1.63 X 10
cm /s from Ref. 11, I 4D

——1.98 X 10 s ' and
I 5& ——1.26 X 10 s ' from Refs. 4 and 18, and
n3p(0, 0,0) & 3.5X 10" cm from Table I, we obtain n4D,
II5s & 1.5X 10 cm . All other n„L's are even smaller (see
Ref. 11). The photoionization (PI) current from process
(12) is then given by i pI

——ecrplI I n4DdV/( fico), where I is
the laser intensity, o.

p& the photoionization cross section,
and Ace the photon energy. For the above n4D, our laser
intensity of -0.1 W/cm and photoionization cross sec-
tions cTpl & 10 ' cm (Refs. 19—21), we obtain
l'py & 2 X 10 A which is a negligible contribution to our
observed currents (see Table I). This is also consistent
with the observation that the current scales with the
square of the laser power rather than with the cube.

Since nnL scales as n 3p [see Eq. (18)], currents produced
by processes (15) and (16) should scale as n3I. Figure 5

demonstrates that this is not the case, allowing us to rule
out these processes as significant contributors to our ob-
served currents. (The slight deviation from quadratic
dependence which can be seen in Fig. 5 may be due to
these processes but if so, the contribution to the observed
current is less than 10% at the highest 3P densities. )

From Eq. (18) we see that the ratio of current from pro-
cess (15) to process (1) is

l ( 15 ) /i ( 1):k ( 15 ) ll 3PII nL /( k ( 1 ) Il 3P )

which even for the very large rate coefficients ( —10
cm /s) obtained by Cheret et cll. for the analogous
process in Rb is -0.01. Thus our data can shed no light
on the magnitude of this rate coefficient, and process (15)
does not interfere significantly with our measurement of
ki.

The ratio of current produced through process (13) rela-
tive to that through process (1) is

l(13) /l(1) k(13)ll3SllnL /(k(1)ll3P)

which in the worst (highest-n3s) case in Table I with the
n4D given below Eq. (18) becomes —10 (k(13) /k(1) ).
Using a rate coefficient of k(13) —k«(4D ) - 8 X 10
cm /s from Ref. 10 we obtain i(I3) 10 A which is
—10% of our observed current. The data in Table I also
put an upper limit on this possible contribution, as well as
on process (14). n 3p is roughly constant in the data
presented in Table I, while n3& varies by a factor of -2.5
for the more accurate data, or by a factor of -20 if we in-
clude our less accurate n-2. 5X10' cm measurement.
No significant change in kA& is observed, whereas any
contribution from processes (13) or (14) would scale linear-
ly with n3~. Since many of the calibration factors that
yield the final 37% uncertainty in kA& are common to all
measurements, this test puts an upper limit of —15% on
the contribution of (13) and (14) to the current. The ab-
sence of any n 3z dependence to the observed current,
within this accuracy, places an upper bound of
-2X10 ' cm /s on k&I(4D)+k«(55), which is con-

sistent with Kushawaha and Leventhal, ' who measured
kA, (4D) =7.8X 10 " cm /s and k«(5S) =3.3 X 10
cm /s.

Penning and associative ionization involving two atoms
in high-nI. levels can be eliminated from consideration
due to the small density of atoms in these levels and the
dependence of the ion current on n3P for these processes.
Laser-assisted and multiphoton processes are also negligi-
ble at the laser powers used here ( & 0. 1 W/cm ).

The electrons move, on the average, across half the cell
width 8'/2. If the ionization cross section for
e + Na(nL )~ Na++2e is o.„L, then the ratio of
secondary ionization current, due to this process (17), to
primary current i is g„L o„Ln„LW/2. For reasonable
values, n4D+nss-3X 10 cIII G4D, 5s & 10 ' cm (Ref.
25), n3I —3X10"cm, c73p & 10 ' cm, and W/2-0. 3
cm, this ratio is completely negligible (&10 ). Further-
more, these upper limits on the o.„L apply to electrons
with sufficient energy to ionize the 4D and 3P state (1 and
3 eV, respectively), while the probability of an electron-
Na(3P) superelastic collision before the electron reaches
the cell wall is less than 0.1 (using superelastic collision
rate coefficients —10 cm /s from Ref. 26). Thus this
energy can only be gained in the applied field, whereas sa-
turation of i with V is seen in Fig. 4.

C. Comparisons

Several values of the Na(3P)+ Na(3P) AI rate coeffi-
cient have previously been published. The earliest of these
appears to be that of Klyucharev et ah. who measured n3p
by absorption to higher levels. Their result
k«=(3.8+0.4) X 10 " cm /s at T-575 K, is about
seven times larger than our result and well outside the
combined error bars. We do not fully understand the ori-
gin of this discrepancy, but we note that Klyucharev et al.
have not discussed the spatial distribution of excited
atoms in their analysis. Additionally, their ionization sig-
nals were complicated by a linear term in the pumping-
lamp intensity that they attribute to surface emission of
electrons.

Bearman and Leventhal estimated the rate coefficient
for process (1) at 10 ' cm /s from their earlier experi-
mental data, but a later quantitative measurement by
Kushawaha and Leventhal' yielded a rate coefficient of
1.3X10 ' cm /s at T-500 K. This value is about four
times smaller than our result. Complications in the
Kushawaha and Leventhal experiment include obtaining
the excited-atom density from an absolute calibration of
the fluorescence intensity. However, the most serious is-
sue, as in all such experiments, is an unknown spatial dis-
tribution of excited atoms due to the laser-intensity distri-
bution and radiation trapping effects, combined with pos-
sible nonuniformities in the ground-state atom density due
to nonequilibrium conditions in their cell.

de Jong and van der Valk obtained a cross section for
process (1) of 5 X 10 ' cm, to within a factor of 2, using
a crossed-beam apparatus. This is a factor of 10 below
our result, but this might be explained on the basis of a
temperature or velocity dependence of the cross section;
i.e., the mean collision velocity in their experiment corre-
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TABLE II. Comparison of experimental rate coefficients and cross sections for associative ionization of alkali-metal atoms.

Alkali
metal

Cs

Rb
K
Na

Li

Collision
partners

6p+6p

5p+5p
4p+4p
3P+3P

2P+2P

T (K)

500
450
425
473
450
575
500

Beam; V„,~ ——3.8 )& 10 cm/s
498

-650
900

~AI
(10 ' cm /s)

2.0+0.2
3.2+0.4

9+2
380+40

1.5
13
56

AI =~AI / V

(A')

0.07+0.05
11+3

0.054+0.005
0.066+0.008
0.13+0.03

3.7+0.4
10

-0.05
0.14
0.51

0.0005

Reference

29
30
31
32
8
8

27
9
10

This work
34

sponds to a temperature of 78 K compared to -650 K in
our experiment. The lower oA& we observed at 580 K is
consistent with this possibility, although not sufficiently
accurate to draw a definite conclusion.

Kircz et al. studied the polarization dependence of
Na(3P)-Na(3P) AI in atomic beams arid found significant
differences in cross sections for collisions involving two
3P3~2 atoms in the M= —, sublevel as opposed to two
atoms in the M= —, sublevel. Our experiment was carried
out at relatively high temperatures, and in a cell where
randomly distributed relative velocities and rapid col-
lisional mixing cause our cross section to be an average
over orientations and over hyperfine- and fine-structure
levels. This may explain part of the discrepancy between
our result and de Jong and van der Valk's since they excit-
ed specific M levels of the 3P3/2 state only.

Table II, which is similar to Table 1 of Ref. 9, but up-
dated to include recent results, is a comparison of rate
coefficients and cross sections for excited-atom —excited-
atom AI of all the alkali metals. We are not aware of any
calculations of these rate coefficients.

VI. CONCLUSIONS

We have measured the rate coefficient for AI due to the
collision of two excited Na atoms. This has been done by
a thorough analysis and measurements of the spatial dis-
tribution of excited atoms, combined with three essentially
independent measurements of the total excited-atom densi-
ty. This result is thus free of the systematic errors that
have often arisen in such measurements from unsubstan-
tiated assumptions regarding the volume and density of
excited atoms. Furthermore, we have been careful to uti-
lize low-power lasers and low excited-atom densities plus
checks of power dependence to avoid many higher-order
processes that also frequently lead to errors in this type of
measurement.

The AI rate coefficient kA& measured here is almost cer-
tainly due to crossings of Na2 states arising from the
Na(3P)+ Na(3P) separated atom limit with the ground
state of Na2+, near its minimum at R, =3.5 A. However,
v~2~R, =4)&10 ' cm s ' is a factor of 100 greater than
the measured k&&. This reduction can be attributed in

part to a statistical factor related to crossing by only a
small portion of all the states arising from
Na(3P)+ Na(3P), and in part to a probable activation en-

ergy associated with the energy of these crossings relative
to the initial Na(3P)+ Na(3P) energy.
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APPENDIX A: DETERMINATION
OF n 3p(0, 0,0) FROM THE POWER ABSORBED

By setting the excited-atom-production rate equal to the
radiative decay rate, we find that the total power absorbed
from the laser beam P is given by

KP=~ f f f n3p(x, y, z)I )vg(x, y, z)dx dy dz,

(A 1)

where Ace is the photon energy, K is the fraction of power
P removed from the laser beam that results in excitation,
and g(x,y, z) is the angle-averaged escape probability for
radiation emitted at x,y, z. In the central chamber of the
cell and near the laser axis, the geometry is well represent-
ed by an infinite slab' so that g(x,y, z) reduces to g(x).
Taking Eq. (5) in (Al) then yields

n3p(0, 0,0)

KP I )v f dy I'(y) f dz Z(z) f P(x)g(x)dx

(A2)

Here f dy 1'(y)=0.54 cm at n =2.07)&10' cm and
0.48 cm at n =5.47&10' cm is known, within an es-
timated 8% from the measured 1'(y) (see Fig. 3). If a
power Po is incident on the vapor, the power P removed
from the laser beam in the central chamber (1.905 to 3.175
cm from the entrance window) is ( —(t:„ is in units of cm)

—k„X(1.9P5) —k„X(3. 175 )P=Pp e " ' —e

where k is known from the laser attenuation on versus
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off resonance. (Typically P/Po-0. 1—0.2. ) Overall un-
certainty in P, primarily from uncertainty in calibra-
ting Po, is estimated at 10%. From knowledge of k,
f Z(z)dz is typically equal to 1.28 cm and is known
within an estimated 5% uncertainty.

Each slab-diffusion eigenfunction n;(x) [see Eq. (6)] de-
cays into itself such that

n; x g x dx =g; n; x dx (A4)

from the beam that result in real excitation. If the laser
were far from resonance, K would be given by
I b„ /(I ~+ I b, ) (Ref. 35) where I b„ is the self-broadening
rate for the NaD2 line (see Ref. 15). For smaller detun-
ings, a fraction ( f ) of Rayleigh-scattered light (which for
emission at right angles to the laser beam is redistributed
in frequency over a Doppler profile) is reabsorbed before
escaping the cell and thus results in additional real excita-
tion. K is therefore given by

where g;I ~=—p; is the effective decay rate for the ith
mode. Thus when P(x) is expressed as a sum of eigen-
functions, as in Eq. (8), we obtain

f P(x)g(x)dx= ga;P, ' f n;(x)g(x)dx ga;P; 'n;(0)

b.+f~N

~br+ ~N
(A7)

= ga;P, 'g; f n;(x)dx ga;P, 'n;(0),

(A5)

where (A4) was used in the final step. If P(x) consisted
entirely of fundamental mode (ao ——1, a;&o ——0), (A5) with
no(x) from Ref. 12 would yield

I
I

I & f I P(x)g(x)dx =I „go f no(x)dx /no(0)

=( I 54l )I xg. o

where 2l is the slab thickness (0.635 cm). Here 1&go is
the known fundamental-mode decay rate I,'ff of Holstein
and van Trigt, which has been verified for Na in Ref. 13.
Using the more accurate P„(x), by including the i =0, 2,
4, and 6 terms in Eq. (A5) yields a 21% smaller effective
radiative escape rate

I ~ f P„(x)g(x)dx =0.79(1.541)I ego .

This correction results because the actual P(x) is concen-
trated further from the sapphire rods, where radiative es-
cape is slower. The uncertainty in this (A6) evaluation of
I,ff——gI N is estimated at —10%, due to differences be-
tween ideal-slab and the actual experimental geometry,
and uncertainty in go.

The factor E in expression (Al) must be considered
carefully. Since the laser is tuned slightly off resonance,
we can consider it to populate a "virtual" 3P level at that
frequency. ' (This interaction is more accurately
described as a coherence, but for our purposes the virtual-
level picture is adequate. ) Atoms in the virtual level either
radiate photons at the laser frequency, at a rate I N, and
return to the ground state (Rayleigh scattering) or they un-
dergo line-broadening collisions, with a rate I b„which
can leave them in the "real" excited state that fluoresces at
the atomic frequency. For the densities of our experiment,
the rates for these two processes are of the same order of
magnitude, but radiation trapping of the collisionally in-
duced fluorescence causes the effective lifetime 1/I, ff of
the real excitation to be 2 to 3 orders of magnitude greater
than 1/I &. Thus the real excited-state population greatly
exceeds the virtual-state population and therefore only
those atoms in the real state contribute significantly to the
associative ionization and excitation transfer signals. The
factor K is therefore the fraction of photons absorbed

f was obtained by measuring the spectrally resolved Ray-
leigh, D2- and D&-line intensities, with the laser in the op-
tically thin wing of the D2 line, and comparing these to
the D& and unresolved Rayleigh plus D2-line intensities
measured with the laser frequency set to the frequency
used to measure kA& (see Ref. 15). Typically f-0.1. IC
can then be found from (A7) and previous measurements
of I b„vs Na density. ' We estimate that E, obtained as
described here and typically in the range 0.6—0.85, is un-
certain by no more than 10%. Values of n3P(0, 0,0) calcu-
lated from Eq. (A2) are listed in Table I.

Assuming no correlations among the systematic errors
exist, we may combine the uncertainties of the individual
terms in quadrature and arrive at a total uncertainty of
-20% in n3P(0, 0,0) obtained by this method.

APPENDIX 8: DETERMINATION OF n 3p(0 0 0)
FROM FLUORESCENCE CALIBRATION

In Ref. 11 we describe measurements of the 3P-atom
density, following pulsed excitation of the 3P3/2 state, by
monitoring the change in the transmission of a weak cw
probe laser also tuned near the D2 frequency. (The cw
transmission depends upon n3~ -(g/g* )n3+ where g3/2 1/2

and g' are the lower and upper statistical weights, respec-
tively. ) The quantity actually measured by this tech-
nique is f I dx $(x)n3z(0, 0,0), where 2l is the slab thick-
ness of 0.635 cm. However, since this measurement was
made in the late time following pulsed excitation, P(x) is
unambiguously given by no(x) [see Eq. (6)j which is accu-
rately known. "

Under the same conditions as this absolute measure-
ment of n3z(0, 0,0), including the same time after the exci-
tation pulse, we measured the D~- and D2-line fluores-
cence. The imaging was such that we collected light from
a thin vertical strip, of 5-mm height, at z=0 (i.e., from
y= —0.25 to 0.25 cm in Fig. 3). Switching to cw excita-
tion with the same laser-beam geometry, we then mea-
sured the D& and D2 fluorescence from the same geometri-
cal volume. In the pulsed case, calibrated neutral density
filters were used to attenuate the fluorescence. The ratio
of 3P fluorescence signals with cw- and pulsed-laser exci-
tation is then given by (y is in units of cm)
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(I3p)p~]s d

I 0.25

[n3p(0, 0,0)],„ f dx P(x)P(x) f dy Y(y)

I 0.2S

[n3p(0, 0,0)]~„~„d f dx $(x)P(x) f dy Y(y) (Bl)

l
dx xPx

I
dx P(x)P(x) no(x)f dx go(x)

no 0
Ig a;P, 'g; f n;(x)dx g a;P; 'n;(0)

where factors such as detection solid angles, detection system efficiencies, and photon energies cancel in the ratio. The
factor P(x) is the probability of photon escape in the detection direction. Taking P(x)~„~„d——no(x) and P(x),„from Eq.
(8), and noting that P;(x) for each mode is proportional to g;(x) (see Appendix A) we obtain

I —1

ga;P, ' f dx n;(x)g;(x) ga;P; 'n;(0)

go[no(0)] ' f no(x)dx
(B2)

The final expression in (B2) was shown in Appendix A to
equal 0.79. The ratio of the y integrals in Eq. (Bl) is very
nearly 1, since significant differences in Y(y), and

Y(y)„„&„donly occur in regions outside the observed region
(

~ y ~
& 0.25 cm). Thus (Bl) reduces to

(I3p) [n3p(0 o o)]=0.79
(I3p)p, (,.d [ 3p(o~ ]puised

Interference from Rayleigh scattering in the cw-laser-
excitation case requires that the ratio (I3p),„/(I3p)p„~„d be
determined from the transferred (D~ ) component. This
introduces no serious complication since the 3P3/2 and
3P~~2 densities are close to their statistical ratio and small
corrections are known from the known excitation transfer
rate coefficient' and measurements of the DI to D2 inten-
sity ratio in the pulsed-laser-excitation experiment.

Uncertainties in [n3p(0, 0,0)], from Eq. (Bl) are
—10% in the x integral ratio, -S%%uo in they integral ratio,
and —20% in [n3p(0, 0,0)]z„~„d (see Ref. 11). Time con-

f

straints did not permit repetition of the signal calibration
procedure, which was later found to have some minor in-
consistencies. Thus we must assign an uncertainty of
—30'%%uo to (I3p), /(I3p)& ] d for this experiment although
in principle this quantity could be obtained far more accu-
rately.

Combining uncertainties in quadrature, we arrive at an
overall uncertainty of -38% in n3p(0, 0,0) determined by
this technique.

APPENDIX C: DETERMINATION OF n3p(0, 0,0)
FROM THE 3P+3P —+3S+5S

EXCITATION TRANSFER

As in the fluorescence calibration procedure (Appendix
B), we observed fluorescence from the thin, 5-mm-high
strip at z=0. The 3P~3S fluorescence intensity I3P em-
itted in the x direction into the detection solid angle dO
from the volume defined by this strip is given by (y is in
units of cm)

3P dQ I 025
3p f dx f dy y n3p (x y 0)~3p 3SP3p 38( y

J
(Cl)

In this expression S3p is the photomultiplier current, e3& is the detection system sensitivity at the 3P~3S wavelength,
Ac03p is the photon energy, 2l =0.635 cm is the cell width in the x direction, I 3z 3z is the natural radiative rate for theJ +

3PJ fine-structure components (I 3p ——I 3p
——6.3X10 s '), and P3p 3z(x,y, O) is the position-dependent, photon es-

cape probability in the detection direction. Since we used the density region where trapping is dominated by the impact-
broadened Lorentzian line wing, P3p 3s(x,y, O) is given, from the Holstein theory, by

P3p 3s(x&y, O) = [mkp(J)(1 —x )] (C2)

where

(2J+ 1) 1 xn
2~ 2 I b(J)

(C3)

Measurements of Y(y) have shown' that the 3P&&2 and 3P3/2 population distributions can both be described by the
same function shown in Fig. 3, as expected in this pressure regime of almost complete 3PJ collisional mixing. Introduc-
ing (C2), (C3), and (5) into (Cl) yields (y is in units of cm)
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S dII nspJ(0~0~0) p 2s P(x)—flcLI3p I 3p 3s y ' „,f dyY(y) f dx
4tr J [kp (J)tr] '~ (1—x )'i

3P
I3P

&3P

Taking I b,
—=kb, n from the calculation of Ref. 37 (which was verified in Ref. 15) yields

[trkp( —, )]' /1. 11=[trkp( —, )]' =609 cm ' . Combining this with

]. /2

kp( —, )

kp( —,
'

)

then results in (in cm'~ )

n 3P]/z

n 3P3/2

(C5)

n3p (0,0 0) n (0 0 0) ID +ID

, [trk, (J)]'" 609 ID +1.11ID

In a similar fashion we obtain an expression for the 5S~3I' fluorescence (y is in units of cm)

dA, 0.25

Iss Sss /e——ss Picasso
——I ss 3p dx dy nss(x, y, O),—I —0.25

where there is no trapping factor for the 5S +3P photo—ns. The 5S level is populated through process (2), so that

riss=O=kss[n3p«y ~)]'—I ssnss«y»»

(C7)

where k5+ is the 3P+3P~SS+3S rate coefficient and I 5z is the total radiative rate out of the 5S level. The ratio
Iss /I3p from (C7) divided by (C4) may be solved for n3p(0, 0,0); with the use of (C6) in (C4) and (C8) in (C7) this yields
(in cm' ) (y is in units of cm)

0.25

Sss e' co I I ss f p psdy Y(y)
n 3p(0, 0,0)= 0.25

S3p ~ss ~ss Fss 3p kss f dy'[ Y(y)]—0.25

1f, dx y(x)/(& —x)'" ID, +IIj,

f dx [P(x)] X 609 ID~+1. 1 1ID2
—I

The ratio of the y integrals, from the measured Y(y) such as that shown in Fig. 3, is —1.2 with —5% uncertainty.
The ratio of the x integrals is —2.64 cm ' with an uncertainty of —8%, using the P„(x) of Eq. (8). The term
(ID +ID )/(ID +1.11ID ) is near 0.93 and known to —3%. The signal ratio Sss /S3p is uncertain by (10%%uo, and the
detection efficiency ratio, which was obtained using a calibrated tungsten lamp, is uncertain by —5% (see Ref. 14). The
branching ratio I 5g /I 5g 3p —1.75 is uncertain by (10%. The main uncertainty in this method is k5q, which is known
to only +35%%uo (see Ref. 11). Thus, by combining uncertainties in quadrature, we arrive at the overall uncertainty of
—39%%uo for this determination of nsp(0, 0,0).
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