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Measurement of the contribution of excitation autoionization to electron-impact ionization
of ions: Ti*t, Zr3*, Hf*t, and Ta®*
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Measurements were made of the cross section for electron-impact single ionization of the
transition-element ions Ti**, Zr’*, Hf3*, and Ta’* for an electron-energy range from
threshold to 1000 eV. The cross sections are enhanced by as much as a factor of 20 due to
excitation autoionization primarily involving An=0 transitions, np®nd™—>np°nd™*!.
Comparisons with recent theoretical predictions show reasonable agreement between mea-
sured and predicted positions of the autoionization states; however, the magnitudes of the
theoretical cross sections are greater than the experimental values by a factor of approxi-

mately 2.5.

I. INTRODUCTION

Electron-impact ionization of atoms or ions
occurs through a number of mechanisms in addition
to the direct “knock-out” process. Excitation of
inner-shell electrons to quasibound states above the
ionization limit, followed by autoionization can—
and often does—contribute a significant part of the
total ionization cross section. It has been demon-
strated experimentally by Peart et al.! and by Fee-
ney et al.? for Ca*, Sr*, and Ba* that this mechan-
ism, which is usually referred to as excitation-
autoionization (EA), can actually be the dominant
mechanism in ionization. For example, in the case
of Ba™ the EA contribution to the total ionization
cross section appears to be four times as large as the
contribution from the direct process. In a recent pa-
per,> we previously reported results that showed
both experimentally and theoretically that EA can
dominate the direct process by more than an order
of magnitude, due primarily to excitation of the type
np®nd™—np’nd™*!. Many people* have recog-
nized that EA is an important process and must be
reckoned with in the modeling of hot plasmas such
as encountered in fusion physics and astrophysics.
The work reported here and in our earlier paper’
emphasizes that importance and highlights the need
to be able more fully to predict and understand the
EA process.

Griffin et al.’ have presented details of, and ex-
tension on, the theoretical aspects of EA as present-
ed in Ref. 3. It is the purpose of this paper to
present experimental details of the work reported in
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Ref. 3, and to present data not previously given
there, including data at higher energies and data on
Ta’t. Comparisons are made with the theoretical
estimates of EA and of the direct process.

II. EXPERIMENTAL METHOD

Generally, the experiment was conducted using
the crossed-charged-beams technique with the ap-
paratus illustrated in Fig. 1. The apparatus shown
in Fig. 1 and the techniques used here have been
described in some detail previously.® The target ions
were extracted from an ion source and formed into a
beam which led into a region of ultrahigh vacuum
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FIG. 1. Schematic of the crossed-beams collision

chamber and ion-beam analysis system viewed from
above. Cross-hatched elements can provide vertical de-
flection of ions.
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(10~° Torr). Electrons, in a beam at right angles to
the ion beam, bombarded the target ions. An elec-
trostatic parallel-plate analyzer separated ions of
different charge-to-energy ratio, and thus it separat-
ed ions which had undergone ionizing collisions
from the primary beam. The primary electron- and
ion-beam currents were measured, the product ions
counted, geometric overlap of the beams was mea-
sured, and the cross section was calculated from the
relationship®” basic to colliding-beams experiments:
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Here I;, I, and v;, v, are the currents and velocities
of the impacting ions and electrons, respectively, g is
the charge of the target ions, R, is the count rate
for the product ions of charge g +1, and D, is the
probability that an ion of charge ¢ +1 produced by
electron impact will be detected. The form factor .
takes account of the spatial overlap of the two
beams, and is given by
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(2)

where R (z) and G (z) are the relative vertical distri-
butions of the electron- and ion-beam current densi-
ties. The electron beam was chopped and detectors
appropriately gated to allow separate measurements
of background and signal plus background.

The electrons were produced in a gun patterned
after the one developed by Taylor et al.,® the charac-
teristics of which have been studied in detail. The
electron-ion interaction energy was determined from

S me
E=V,—¢———=1,+—(E;+E,)+Ar,
c ¢ \/_I/—ce+mi(l+ e)+F
(3)
and the energy spread from
AE=AV,h+i—Ie+8F . 4)

Vo,

Here V, is the potential difference between the gun
cathode and the interaction region, ¢ is a contact po-
tential, S and S’ are geometric factors allowing for
calculation of space-charge effects, E; and E, are
the laboratory energies of ions and electrons which
have masses m; and m,, respectively, and AV, is
the thermal spread of electron energies from the
cathode. The quantities Ar and 8¢ are an energy
shift and spread, respectively, due to the penetration
into the interaction region of electric fields from de-
flector plates shown in Fig. 1, located both before
and after the electron gun along the ion beam in
such a way to compensate for the deflection of the

ions by the 0.02-T magnetic field of the electron
gun. The quantities Ap and & are, in these experi-
ments, the least-well-defined quantities in Egs. (3)
and (4), and lead to the largest uncertainties in E
and AE. The energy E is known to 0.4 eV from
Eq. (3). The energy width is assessed to be about 2
eV, and is dominated by the term 6.

Ions were made in the ORNL-PIG, a cold
cathode Penning discharge source, which has been
described’ earlier. For Ti**, Zi®*, and Ta** an arc
was struck in a gas mixture of CCl, seeded with Xe.
Metal samples of Ti or Zr in the form of foils rolled
into small cylinders were introduced into the
discharge region through the anode cylinder wall op-
posite the extraction slit. Ta was normally present
in ion source parts (cathodes and exit slit). Chlorine
from CCly combined with the metals, forming the
metal chloride, which has a high vapor pressure at
the temperature of the walls of the ion source. The
source was thereby effectively seeded with the
desired metal. Only unusably small amounts of
Hf3* could be obtained by this method, however.
Therefore, Hf was introduced directly into the
source via a heated reservior containing HfCl;. The
ions were extracted at a potential of 10 keV and typ-
ical ion currents were 1—20 particle nanoamperes,
though only a few tenths of a nanoampere of Ta’*
could be obtained.

As shown in Fig. 1, the ions undergo a 90° deflec-
tion in an electrostatic field just prior to entering the
collision box. This eliminates ions of different
charge-to-energy ratio which have come into the
beam via charge transfer along the beam-transport
system. However, there may still be ions from the
source which have the same charge-to-mass ratio
but are not the same ion. For example, the anode of
the ion source was copper, and Cu*t and Ti** have
nearly the same charge-to-mass ratios. The extent
of such contamination was assessed by introducing
gas into the vacuum region just prior to the main
chamber of Fig. 1. Then, sweeping the voltage on
the ‘“charge purifier,” the components of charge-
transferred ions can be identified as they are
transmitted to the “in-line collector.” Ions of dif-
ferent initial charge in the primary beam give se-
quences of charge-transferred peaks, the relative in-
tensities of which can be used to obtain approximate
intensities of the individual parent-ion components.
It was shown that impurity ions were totally negligi-
ble for Zr** and Hf**. For Ti*™, it was found that
there was often a small component of O" in the
beam. This was observed and assessed with the
charge-transfer technique described above, except a
neutral-particle detector shown in Fig. 1 was used to
detect the resultant O atoms. This contamination
was kept below 2%, and corrections were made to
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the data. No assessment was made by this technique
for Ta**. Other “impurities” in the ion beams can
be metastable states of the target ions. By examin-
ing the cross sections below the threshold for ioniza-
tion of the ground state, and using Lotz-formula'®
estimates for ionization from metastable states, we
estimated that in all cases the metastable content of
the beams was less than 10%.

Typically, data were obtained using computer
control to measure beam distributions [Eq. (2)],
record signal and incident-beam currents, and to
change the energy. Normally, a range of energy was
selected over which # [Eq. (2)] did not vary by
more than 3%. This range was divided into distinct
energies at which data were to be obtained. Form
factors were obtained at the beginning, end, and
middle of the interval, and values of ¥ were inter-
polated for intermediate energies. Data were ob-
tained at an energy, the computer stepped to the
next, and so on until measurements were obtained at
all chosen energies in the interval. The sequence
was repeated a selectable number of times until suf-
ficiently precise data were obtained as determined by
the standard deviation of the means of the combina-
tion of measurements at a given energy. Included in
each measurement set were measurements at a
benchmark energy (293 eV), so that all data in every
energy interval were related to measurements at this
benchmark. Careful absolute calibrations were

made at the benchmark energy, and all data were
thus put on an absolute scale.

The error budget is shown in Table I. Uncertain-
ties are shown at what is believed to be equivalent to
the 68% confidence level (1o). Total uncertainty is
computed as a quadrature sum of statistical uncer-
tainty and estimated systematic uncertainties, except
that one-sided uncertainties are added linearly.

III. RESULTS AND DISCUSSION

The experimental values of the cross sections for
ionization of Ti**, Zr’*, Hf**, and Ta’* are tabu-
lated in Table II. The uncertainties shown in
parentheses are the counting statistics for the data,
and are one standard deviation of the mean. The
first entry in the error budget, Table I, is taken as
representative of these uncertainties, except that the
Table I entry is quoted in percent. As noted earlier,
energies are uncertain by +0.4 eV.

Figures 2 —4 show the cross section plotted versus
energy, covering about the first 10 eV above thresh-
old. Also shown in the figures are dashed curves
which represent calculations using the Lotz formu-
1a!® for the direct-ionization cross section. As will
be discussed in more detail later, these Lotz-formula
estimates probably represent an upper limit for the
cross section for the direct process. In every case,
the measured cross section is significantly larger

TABLE I. Experimental uncertainties quoted at one standard deviation. Systematic uncer-
tainties judged to have a possible correlation were added linearly after which a quadrature sum
was made. One-sided systematic uncertainties were added linearly to the resultant quadrature

sum.
Uncertainty (in %)
Source Ti*+ Zr3t Hf+ Ta’+
Statistical uncertainty
typical value in % of peak value +3 +3 +4 +8
Systematic uncertainties
Particle counting efficiency +1 +1 +1 +1
Transmission to signal ion counter +3 +3 +3 +3
Background modulation +1 +1 +1 +1
Incident-ion current +1 +1 +1 +1
Incident-electron current +1 +1 +1 +1
Form-factor evaluation® +2 +2 +2 +2
Uncertainty in velocities +1 +1 +1 +1
Ion-beam contamination +2
Total systematic +6 + 4 +4 +4
—4
Total % uncertainty (typical) +7 +5 +6 +9
-5

2Some form factors in the Ta’* measurements had uncertainties ranging to 7%. These have
been included in the uncertainties quoted in Table II and shown in Fig. 8.
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FIG. 2. Cross section in the threshold region for
electron-impact ionization of Ti**. Points, experimental
measurements; solid line, DW, dipole approximation cal-
culations from Ref. 5, added to dashed curve; dot-dashed,
solid curve convoluted with a 2-eV-FWHM Gaussian to
simulate electron-energy distribution; dashed curve, calcu-
lated direct-ionization cross section using the Lotz formu-
la [Eq. (6)]. Bars represent counting statistical uncertain-
ties at one standard deviation (10).

than the estimates of the cross section for the direct
process. The difference is attributed to excitation-
autoionization reactions of the type

e+X+9ns’np°nd)—X t4ns*npnd?)+e
X+ +D(ns2np®) 4 2e | (5

Griffin et al.>> have estimated the cross sections
for the excitation step of this process using a
distorted-wave dipole approximation. They also es-
timated the branching ratios for excited state au-
toionization and found nearly all of them close to
unity. The resultant EA cross sections, when added
to the Lotz-formula estimates for the direct process
are all about 2.5 times larger than the observed total
ionization cross sections. Their calculated values
have been multiplied by 0.4, added to the Lotz-
formula cross sections, and plotted in Figs. 2—4 as
the solid curves. In turn, these cross sections have
been convoluted with a 2-eV-FWHM Gaussian
representing the experimental electron-energy
spread. The resultant “expected” cross sections are

T
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FIG. 3. Cross section in the threshold region for
electron-impact ionization of Zr3*. Legend is as in Fig. 2.

shown by the chain curves in the figures.

In examining the data in Fig. 2 for Ti’* one sees
two prominent structures at approximately 44.5 and
47.5 eV. These features are identified®® as excita-
tion autoionization due to the

3p33d*[0.72(°F)+0.69('G))*F

term at 44.5 (calculated energy), and the experimen-
tally unresolved terms

3p33d?[0.87(°P)+0.39('D)+0.31('$)]?P
at 48.0 eV and
3p%3d?[0.85(°F)+0.34(°P)+0.41('D)]*D

at 49.1 eV corresponding to the three steps in the
solid theoretical curve in Fig. 3. The convoluted
curve agrees quite well with the data, so that except
for the factor of 0.4 by which the theoretical results
were multiplied, there is reasonable agreement be-
tween theory and experiment. In examining Fig. 3
for Zr**, similar agreement is found, keeping in
mind the same scaling factor of 0.4 and the fact that
the excited levels are close enough to each other that
no real structure is seen in the data. Figure 4 for
Hf** shows much worse agreement between experi-
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FIG. 4. Cross section in the threshold region for
electron-impact ionization of Hf*>*. Legend is as in Fig.
2.

ment and the scaled theory. Griffin et al.® point out
a number of shortcomings of their theory, em-
phasizing their work as preliminary and providing a
guide for making a survey of the elements for which
EA may be dominant. It was stated that the factor-
of-2.5 disparity in magnitude may be associated
with a number of things: neglect of exchange,
nonunitarized matrix elements, neglect of configura-
tion interaction, and neglect of the role of many
states due to use of the dipole approximation. In
fact, they report'! that in subsequent work the in-
clusion of exchange and higher-order poles makes a
substantial improvement in the magnitude of the
theory compared with experiment. Thus, one ex-
pects improvement in agreement between experi-
ment and theory as the theory is refined.
Meanwhile, it is significant that the transition, their
energy locations, and their general magnitudes have
been identified. It does give a basis for examining
other ions to predict similar large effects of EA, and
Griffin et al.’ survey a number of other transition-
element ions in their work.

Possible contributions to the ionization cross sec-
tion by recombination resonances which decay via
double autoionization'?!3 have not been included in
the analysis of the present data. Such resonances

occur as Rydberg series below each of the excited
states and would correspond to transitions of the
form

e +X1ns*np®nd)—X*+"9"Vns*npnd* n'l)
Hx+(q+l)(ns2np6)+2e .

Within typical energy spacings of such resonances
and our energy resolution, the effect of such reso-
nances should be to broaden and shift the observed
excitation-autoionization components toward lower
energies.!* Indeed, there is some small indication of
such broadening and shift in the present experiment
compared to the excitation-autoionization calcula-
tions. However, well-separated resonances, for n’
close to n, are likely to be bound states in the present
experiment and would not decay by double autoioni-
zation. It is not clear that resonances need to be in-
voked to explain present data relative to the avail-
able calculations. Nevertheless, we point out their
possible contribution in the present data. It is not
likely that such resonances would account for the
factor-of-2.5 discrepancy in magnitude between ex-
periment and calculations.

The cross sections in Table II are presented in
their entirety in Figs. 5—8. The cross sections for
Ti’*, Zr*+, and Hf** continue to climb past the en-
ergies for exciting np°nd? levels. It is quite probable
that other EA transitions associated with excitation
to np nd(n + 1)p, np°nd(n +1)d, and nsnp®nd? lev-
els play a role in this continuing rise.

Plotted with the data in Figs. 5—8 are two sets of
curves. The dashed curves are, as in Figs. 2—4,
cross sections calculated using the Lotz formula.'”
The solid curves are calculated using the scaled

10
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FIG. 5. Cross section vs interaction energy for
electron-impact single ionization of Ti’**. Representative
bars show counting statistical uncertainties at 1¢. Dashed
curve is the prediction using the Lotz formula [Eq. (6)]
for the cross section for direct knock-out ionization. Solid
curve is the prediction using the SPWBA method of
McGuire (Ref. 14) for the direct process. See discussion
in text of Lotz parameters for d-subshell electrons.
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FIG. 6. Cross section vs interaction energy for
electron-impact single ionization of Zr3*. Legend is as in
Fig. 5. Dot-dashed curve is the prediction using the SCB
method of Golden and Sampson (Ref. 13) for the direct
process.

plane-wave Born-approximation (SPWBA) method
of McGuire'* which should be of limited applicabili-
ty for ions. Shown only in Fig. 6 for Zr’* is a curve
calculated using the method of Sampson and Gol-
den,® the so-called scaled Coulomb-Born (SCB)
method. This latter approximation was not used for
all the cases, since these ions are not nearly highly
enough charged for SCB to be valid within the cri-
teria given by its authors.’> As stated earlier, the
Lotz-formula estimates seem to be an upper limit
for the direct process. Most experimental data to
date seem to bear this out®!® also.

In constructing the curves of Figs. 2—8, ioniza-
tion energies of the different subshells calculated by
Griffin!” were used. These are tabulated in Table
I1I, since they do not seem to be readily available in
the literature.

The Lotz formula'® can be written

140 T T
b Hf3+
3 1201 B
(\Ig J_. .
L >
o 100 A
o T h
e 80, . N
s.r :
'.é 60: . o
@ g0
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8
S 20i
0 gl ' ﬁ

000 500 1000
Electron Energy (eV)

FIG. 7. Cross section vs interaction energy for

electron-impact single ionization of Hf>*. Legend is as in

Fig. 5. See discussion in text of the Lotz parameters for

f-subshell electrons.
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FIG. 8. Cross section vs interaction for electron-impact
single ionization of Ta**. Legend is as in Fig. 5. See dis-
cussion in text of the Lotz parameters for f-subshell elec-
trons.

N In(E/P,)
0=249i— 5
2049 pp
X {1—bsexp[ —c;(E/P;—1)]} , 6)

where E is the impact energy, P; is the binding ener-
gy of the electrons in the ith subshell, ¢; is the num-
ber of electrons in the ith subshell, and a;, b;, and ¢;
are constants which have been tabulated for a large
number of atoms and ions by Lotz by comparison
with experiment and/or theory. Lotz had only the
case of ionization of neutral mercury for data to
help deduce coefficients for d-shell electrons. Gen-
erally, for species containing d electrons, he recom-
mended a ~4.5X10~'* cm?, a number he recom-
mended for ‘“universal” use when no data were
available to indicate otherwise. In constructing the
curves in Figs. 2—8, this value was used for the d
electrons, even though recent evidence'®!? suggest
that the value should be about half as large. For the
best estimate of direct ionization using the Lotz for-
mula, we would recommend a value of a; of about
one-half the value used here, but in the present case
we emphasize the “upper-limit” nature of the

TABLE III. Ionization threshold energies (in eV) for
removal of electrons from specific subshells of the ion
species studied here. Data are from Griffin.’

Tid+ 3d 3p 3s
43.1 77.4 109.9
Zr’+t 4d 4p 4s
343 64.4 94.0
Hf+ 5d af 5p 5s
33.2 49.7 65.6  105.7
Ta’* 5d af 5p 5s
34.8 61.7 754 113.7
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dashed curve. Futhermore, it should be noted that if
electrons in the 3s, 4s, or 5s subshells of Ti**, Zr*+,
or Hf3* are knocked out in direct ionization, further
Auger ionization can occur leaving a 5 + ion which
would not be detected in the present experiments.
Since these subshells were included in construction
of the curves in the figures, the upper-limit nature
of the curves is further emphasized.

In dealing with f-subshell electrons, there are no
recommedations by Lotz for coefficients. If his
universal @ =4.5x 10~ cm? were adopted, then in
Fig. 7 for Hf>* one would see a rise starting at 49.7
eV and going to ~200% 10'® cm? at ~175 eV—an
increase of about 120X 10~ !'® cm?. The increase is
about six times less than this. In fact, if one uses
the McGuire!* SPWBA predictions as a guide, then
a;~0.75x10~" for Hf** and a;~1.1x10~" for
Ta’*. These were the numbers used for f electrons
in constructing the dashed curve from Eq. (6). The
rise past 50 eV in Fig. 7 is taken as good evidence
that these numbers for a are reasonable.

The data for Ta** are both more sparse and of
less precision than those for the other three species.
This is due, mainly, to the fact that only 0.2—0.3 nA
of Ta’t could be obtained in the beam, and the
beam could not be maintained for the extended time
periods needed for precise data. There are no EA
calculations with which to compare. However, it is

clear from Fig. 8 that EA totally dominates ioniza-
tion near threshold, and is at least as large as the
direct process at high energies. The Ta3* data are
similar in these respects to those for the other
species studied here.

In conclusion, the cross sections for electron-
impact single ionization of Ti’*, Zr’*, Hf**, and
Ta’* have been measured and presented here. Com-
parisons of the data with reasonable estimates of the
cross section for direct ionization of these species in-
dicate that excitations of the type np®nd —np°nd?,
followed by autoionization, totally dominate the ion-
ization cross section for E/P <1. Distorted-wave
dipole estimates by Griffin et al.’ of this EA are in
good agreement, considering the many refinements
omitted from the calculations. The ionization data
for Hf3* indicate that f-subshell electrons ionize
less effectively than those in other subshells, con-
sistent with the estimates using the SPWBA
methods of McGuire.'*
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