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Muonic x-ray spectra have been measured for N2, SF6, and Ar at pressures up to 20 atm

at room temperature and in the liquid or solid state, and for Oq at 20 atm and CO, NO, and

a N2+0& mixture at 10 atm. Relative intensities of the higher members of the muonic Ly-

man series of N decrease monotonically with decreasing pressure (density). A similar effect
is observed for F in SF6, where some effect was also noted for the S x rays. A gas-pressure

dependence in Ar was not observed in the pressure range covered. The density effect can be

modeled approximately by a muonic-atom cascade code in which the E-electron refilling

width is related to the gas density, which determines the frequency of collision of the atom

with neighboring atoms or molecules. The difference in behavior between N2 or SF6 and Ar
at comparable pressures provides evidence for the "Coulomb explosion" that is expected to

occur when a negative muon is captured by a polyatomic molecule.

I. INTRODUCTION

The muonic x-ray spectrum generated when nega-
tive muons are stopped in a given target material is
a function of both the chemical constitution (ele-
mental composition and molecular structure) and
the physical state (density, particle size in mixtures,
etc. ) of that material. This dependence arises at two
different stages in the stopping process. The first

stage, the Coulomb capture of the muon by an atom
or molecule, depends on the capture cross section
and muon flux density, the dependence of both these
parameters on muon energy being affected by the
electronic structure of the stopping material. To the
extent that the electronic structure is affected, the
initial population of bound muon states may vary
with physical state; variations in density alone, on
the other hand, as with gas targets, are expected to
have little effect. The second stage in the stopping
process, the muonic de-excitation cascade in the
capturing atom, should be sensitive to density. The
cascade proceeds in large part with Auger electron

emission, depleting the atom's electrons. The rate
and levels at which these electrons are replaced by
collisions with neighboring atoms or molecules af-
fect the competition between Auger and radiative
channels in the cascade, and thus they can influence
the muonic x-ray intensity distribution resulting
from a given capture population. This effect should
be observable in gas targets as a variation of the
muonic x-ray intensity pattern with pressure. Mea-
surements of this variation would allow one to study
the de-excitation cascade by adjusting the electron
refilling rate without affecting the nature of th=

Coulomb capture process. Although the electron

depletion effect has been recognized for some

time, ' it has only recently been addressed experi-

mentally. 4-'
We report here some results we have obtained in

an exploratory study of the pressure (density) effect
in N2, SF6, and Ar at pressures up to 20 atm at
room temperature and in the liquid or solid state, to-
gether with some relevant data on the gases CO, 02,
and a Nz+02 mixture. We compare the experimen-
tal muonic x-ray intensity patterns with the predic-
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tions of a cascade code incorporating various ad-
justable inputs for the muonic n and I distributions
at some stage after Coulomb capture and for elec-
tron shell populations during the cascade.

II. EXPERIMENTAL PROCEDURES

The experiments were carried out at the stopped
muon channel of the Clinton P. Anderson Meson
Physics Facility (LAMPF), using 82- or 90-MeV/c
negative muons with a momentum bite hp/p about
+5% and beam duty factor 6 to 7%. The experi-
mental arrangement for the gas targets is sketched
in Fig. 1. Two kinds of gas cell were employed: for
the N2, 02, SF6, and Ar, a steel cylinder 58 cm long
and 15 cm in diameter with walls 3 mm thick in a
9-cm wide band around its middle; for the N2+02
mixture, the NO, and CO, an aluminum cylinder 32
cm long and 13.3 cm in diameter with walls 7 mm
thick. Gas pressures were measured with a precision
Bourdon-type gauge. The liquid N2, liquid Ar, and
solid SF6 targets were contained in thin-walled po-
lyethylene bags in a Styrofoam container; the N2 gas
target at 0.77 atm (local pressure) consisted of pure
N2 gas in a thin-walled polyvinyl chloride bag, large
enough so that muon stops occurring in the bag wall
material were registered only very inefficiently in
the x-ray detector.

The detector used for the high-Z targets Ar and
SF6 was an ORTEc coaxial Ge(Li) unit with 10%
nominal efficiency; for the low-Z targets, the detec-
tor used was an intrinsic Ge cylinder 3.6 cm in di-
ameter and 1.2 cm thick, manufactured by Prin-
ceton Gamma-Tech. In all cases the detectors were
shielded by copper or lead "blinders" at either side
so that they could not see radiation emitted from
muon stops in the ends of the gas cells. The muon
beam collimator nearest the target cell was set typi-
cally at 2.5 to 3.5 cm aperture. The beam energy de-
graders were adjusted in each case to produce the
peak in the stopping distribution near the midpoint
of the cell. In the processing of the muonic x-ray
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FIG. 1. Experimental arrangement for measurement of
muonic x-ray spectra of gas targets.

data, account was taken of the spatial distribution of
the muon stops in the target.

To keep the gas cell and target systems as simple
and as light as possible, we omitted the veto scintil-
lator usually employed to signal that an entering
muon failed to stop in the target material of interest.
Instead, an analyzable event was defined by coin-
cidence of a Ge detector pulse with pulses from the
two scintillators ahead of the target. The resulting

spectra in most cases contained a significant com-

ponent from stops in the walls of the gas cell, but in

only a few cases was there significant interference
with the x rays of interest. Details of the detector
plus pulse-height-analyzer system are given in Ref.
10.

Analysis of the recorded muonic x-ray spectra
was carried out with an adaptation of the peak-

fitting program SAMpo. Determination of the rela-

tive overall detector counting efficiencies of the vari-

ous x rays generated in each gas target was per-
formed with a local distributed-source code. ' The
distribution of muon stops in the gas varied with gas
composition and density, and had to be approximat-
ed for introduction into the geometric parameters of
the code. At the temperatures and pressures em-

ployed in these experiments the SF6 density departed
significantly from that of an ideal gas and was cal-

culated from published equation-of-state data. '

III. RESULTS AND DISCUSSION

A. Ar and SF6

Our measurements on Ar and SF6 were intended

to compare the muonic x-ray spectra of two ele-

ments of comparable Z in strongly differing chemi-
cal environments. The Ar is monatomic and cherni-

cally unbound; its muonic atom after Coulomb cap-
ture has a kinetic energy little over thermal. The S
atom, however, is chemically bound before Coulomb
capture of the muon. After capture, the chemical
bonds are broken as a result of Auger-electron emis-

sion accompanying the muonic atom de-excitation
cascade. This electron loss leads to a "Coulomb ex-
plosion" in which the positive muonic S ion is re-

pelled by its former bonding partners, yielding
several electron volts of kinetic energy. Muon cap-
tur= on one of the F atoms leads to a similar result.

Muonic x-ray spectra of Ar were measured for
three different target states: the liquid near its boil-

ing point at local pressure, and the gases at 20 atm
and at 5 atm, both at room temperature. The exper-
imental x-ray intensities are summarized in Table I,
together with the corresponding intensities calculat-
ed from the muon cascade model. The cascade
code parameters were first set to fit the intensity ra-



TABLE I. Muonic x-ray intensities of argon.

Density (gfcm3) =
Liquid, —186 C

1.40
Gas, 20 atm, 22'C

33 &&10-'
Gas, 5.0 atm, 22'C

8.3g10

Intensity
ratio (&10 )

KP/Ka
Ky/Ka
K5fKa
Ke/Ka
Kg/Ka
Kg/Ka
KO/Ka
La/Ka
LP/Ka
Ly/Ka
L5/Ka
Le/Ka

Experiment'

73.7+ 1.5
26.4+ 1.1
22.6+ 1.0
15.0+ 1.0
11.1+ 1.0
4.6s 1.0

4.2
722 +30
101 + 5

32.7+ 2.0
19.6+ 2.0
7.0% 0.7

Cascade
model

74.41
26.61
23.20
16.78
9.38
4.21

793.0
124.8
55.7
25.4
9.72

0.22
0.04
0.36
3.17
2.96
0.15

5.60

Experiment'

41.4+ 1.6
10.7% 1.4
9.0+ 2.0

9.8+ 2.0
6.1+ 2.0
2.5X 1.5

921 +60
83
32.1+ 3.2
17.5+ 2.0

Cascade
model

42.55
9.51
4.96
5.57
8.11
6.85
1.68

876.4

0.82
0.72
4.08

0.71
0.14
0.30
0.55

Experiment'

41.9+ 2.5
10.6+ 1.6
9.6+ 2.0

9.0+ 2.0
6.3k 2.0

902 +60
78
28.0+ 3.0
18.7+ 2.0

Muonic atom cascade parameters
n„(initial)
a(1 distribution)
K electrons (initial)
K refill width (eV)
L +M electrons (initial)
L +M population

14
+0.15

2
0.30

16
No depletion

14
+0.15

2
0.0003

16
No refilling

'Experimental errors shown are one standard deviation g; = (cascade-experiment)/0.

tios for the liquid target: the initial electron popula-
tion was set with the K, L, and M shells filled (i.e.,
the neutral muonic atom) and the I. and M shells
were kept filled throughout the cascade, the K-
dectron refilling width (=Pi/t) was set near the
isolated-atom value, ' -0.5 eV. The muon cascade
was started from n& ——14 with population of the I
substates distributed according to a modified statis-
tical distribution function I'(1) ~ (21+1)exp(al)
with a adjustable. Whether or not the I. and M
electron shells were kept filled or allowed to deplete
as a result of Auger processes had only a relatively
small effect on the intensity pattern.

Setting the K electron width equal to 0.3 eV and
o,'=+0.15 gave the best fit to the muonic Lyrnan
intensity ratios, with the 7; values shown. The poor
fits for Ke/Ka and Kg/Ka probably reflect
unaccounted-for background under these weak
peaks. Thus we see that, in general, our simple
model with two adjustable parameters gives a satis-
factory fit to the Lyman intensity data. The corre-
sponding fit for the Balmer intensities is not as
good; the model consistently overestimates these
transitions even if we take into account that a given
set of transitions, say from n=4 to n=2, may
represent an energy spread of several keV.

If we assume the angular distribution of captured
muons at n=14 is approximately the same for
liquid Ar as for gaseous Ar, then the same
a=+0.15 may be used for the cascade fit to the
latter. We see from the X; values that a satisfactory
fit to the observed 20-atm Lyman intensities (except
for Ee/Ke) can be obtained. In this case, the cas-
cade calculation was started with neutral Ar and al-
lowed to proceed without any refilling of the I. and
M shells; the I( width was set at 3X10 eV. A
zero K width would have fitted almost as well. We
note also that the experimental intensity pattern for
Ar at 5 atm is not significantly different from that
at 20 atm.

We may use some simple approximations to esti-
mate whether this E width is reasonable. By track-
ing the muon cascade from Coulomb capture down
to n=7 and estimating the random-walk effect of
the recoil from the Auger electrons on the kinetic
energy of the muonic Ar atom, we find that its velo-

city should be of the order of 8 X 10 cm/s. Assum-

ing a charge-transfer radius of 3.85 A (the diameter
of the neutral Ar atom), we obtain for the 20-atm
target an average time to first collision of about
5)&10 ' s, corresponding to a width of about
1.3&10 eV. Since the muonic de-excitation cas-



cade to the lower levels occurs on a time scale of the
order of 10 ' s as long as a few electrons remain,
the muonic Ar atoms even at 20 atm should behave
essentially the same as at very low pressures. A no-
ticeable change in the Ar muonic x-ray spectruIn
should require substantiaBy higher pressures, but
should then set in rapidly owing to multiple-
collision effects; once the first electron transfer has
occurred, the muonic atom acquires several eV of
kinetic energy and the time between subsequent col-
lisioIis ls reduced by Rn order of magnitude.

The comparable sct of measurements for muons
stopped in the molecular species SF6 is summarized
in Table II, where we tabulate muonic x-ray intensi-
ties for the F and the S under three target condi-
tions: solid SF6 near the sublimation point (about
—64'C), and gaseous SF6 at 22'C and absolute pres-
sures of 20.59 atm and 4.94 atm. Intensity fits with
a cascade model are also shown. As with the
analysis of the Ar results, we use the data for the
condensed phase as the first point of reference in the
fitting procedure. %C start the de-excitation cascade
at n„=14, all electron shells are assumed to be ini-
tially filled and the I. and M shells remain filled,
while E-electron refilling widths are set at 0.16 eV
and 0.5 eV for F and S, respectively. ' %e adjust a
in the muon angular momentum distribution func-
tion P(l)~(21+1)exp(al) to obtain best fits. If
once again we assume that the muon angular
momentum distribution at n& ——14 is thc same for
thc gas systems Rs for thc solid, then wc can Usc thc
optimized a from the solid and seek the gaseous
sample K widths which give the best fits to the ex-
periInental data. The best cascade parameters ob-
tained by this procedure are listed at the bottom of
Table II.

An examination of the data and the resulting fits
shows several features of interest:

(1) for fluorine, the muonic Lyman and Balmer
spectra of the solid target and the Lyman spectra of
the gas targets (the Balmer spectra were too strongly
absorbed in the pressure-vessel walls) are fitted well

by the simple cascade model; the apparent E-
electron vacancy widths for the gas targets decrease
with decreasing gas density, although a factor of 6
change in gas density results in only a factor of 3
change in width;

(2) for sulfur, the muonic x-ray spectra of the
three targets can be fitted with simple cascade
models, but the experimental intensity patterns for
the two gas pressures are so similar that they cannot
reasonably be assigned different cascade parameters
on the basis of our data; the best fit o'. for the gas
targets does appear to be significantly higher, how-
ever, than that for the solid target;

(3) the best fit o. for the muonic fluorine is

Inarkedly lower than that for the muonic sulfur, and
the latter, in turn, is significantly lower than that for
muonic argon, suggesting that the average muon an-
gular momentum at n&

——14 increases in the se-
quence F-S-Ar.

A puzzling fcaturc of these data is thc diffcrcncc
in the Lyman intensity pattern trends for the F and
the S from the gaseous SF6 targets. The higher Ly-
man members of the F clearly decrease with de-
creasing target pressure, whereas those of the S ap-
pear to be the same at the two pressures. Although
the experimental errors in the S data are relatively
large, the effect (and the difference relative to F) is
real and must be taken into account in future mea-
surements and in the evaluation of theoretical
models. A possible source of the difference may lie
in the structure of the SF6 molecule. The sulfur
atom is enclosed in a "cage" of fluorine atoms, and
after muon capture it may acquire from them some
electrons to replace those lost in the early stages of
the de-excitation cascade, before the elements of the
molecule fly apart. A fluorine atom, on the other
hand, may be more likely to escape its neighbors im-
mediately following muon capture, and thus its de-
cxcitation cascade coUld bc affcctcd morc by thc
density of other molecules available as collision
pRrtncrs.

Analysis of the rnuonic x-ray spectra of the SF6
targets also permitted the extraction of data bearing
on thc question of whcthcr thc F/S Coulomb cap-
ture ratio is a function of the physical state of the
SF6. Summation of the absolute intensities of the
muonic E x rays of thc fluorine Rnd thc sulfui' gRvc
the intensity ratios listed at the bottom of Table II.
Disregarding possible very small differences in the
fiaction of muon captul'cs leading to EC x Iays Rs R

function of physical state (results of the cascade
code indicate that the E x rays per muon capture
range from 0.966 to 0.973 for sulfur and 0.951 to
0.961 for fluorine), we see that the F/S capture ratio
is constant within experimental error. The weighted
average F/S capture ratio, taking into account the
calculated x ray per muon corrections and systeInat-
ic errors, is 6.43+0.25. The only previous measure-
ment of the F/S capture ratio, 7.4+1.0, is con-
sistent with ours, both results indicating a factor-
of-2 dcviatloIi froIn thc Z LRw in favor of thc
fluorine but agreeing we11 with the value predicted
by the formulation of Schneuwly et aI. ,

'6 with the
use of a S—F bond ionicity from Pauling': a F/S
captUrc ratio of 6.17.

Our measurements on the three light elements C,
N, Rnd 0 werc made up of two sets. The first sct,
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involving targets of gaseous Nq at room temperature
and pressures from 0.77 to 20 atm, was intended to
compare muonic x-ray spectra up to densities at
which the time between Np ion-Nz collisions is
comparable to the time scale of the Np de-excitation
cascade. It included also a measurement of the

spectrum of liquid Nq as a condensed-phase refer-
ence point for the same target molecule. The second
set was intended primarily to compare the N/0
muon capture ratio for NO gas with that for
Nq+Oq under essentially identical conditions to eli-
cit in a simple way the effect of bonding unlike
atoms; a similar measurement was made on CO gas
to provide additional information on this effect.
The relative capture data from these experiments
have been discussed in a previous report. ' Also in-
cluded in this second group is the muonic Lyman
spectrum for Oq gas at 20 atm.

The muonic x-ray spectra of nitrogen are summa-
rized in Table III, which lists the Lyrnan intensities
in terms of ratios to the 2@~is transition intensity
in each case. The muonic Balmer series x rays were
too strongly absorbed by the container walls to per-
rnit useful measurement except for the 0.77-atm tar-
get, where the only wall between target and detector
system was the thin polyvinyl chloride bag.

The most conspicuous feature of these data is the
monotonic decrease in the relative intensities of the
upper members of the Lyman series with decrease in
gas density, in qualitative agreement with expecta-
tions. As the frequency of collisions of the muonic
atom with electron-replacing molecules decreases,
the Auger de-excitation channels are suppressed in
favor of the radiation channels, where the transi-
tions have larger average An. These radiative pro-
cesses favor population of the muonic I =n —1

states, whence further radiative excitation leads to
2p ~1s transitions.

%e have compared our experimental data with
the output of the rnuonic atom cascade code incor-
porating the following assumptions: cascades started
at n„=14 with angular momentum states populated
according to P(l) ~(2l+1)exp(o. l), muonic atoms
initially neutral (e.g., Np 1s 2s 2p ), the 1s electrons
replaced at a rate expressed by a K width, the other
electrons either maintained at their initial popula-
tion (for liquid Nz) or not replaced (for the gases).
In addition, the electron K width for the atoms in
gas targets is constrained to be proportional to gas
pressure —this means, in practice, that the model
chosen for muonic nitrogen, say, must fit the data
for all three pressures with a single adjustment to
the K width scale.

A representative fit for muonic nitrogen is shown
in Fig. 2, where we plot the Lyrnan intensity ratios
as a function of electron K width for the three gas
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Density (g/cm ) =
Intensity

ratio (X10')

TABLE III. Muonic x-ray intensities of nitrogen. '

5.8X10-'23. 1 X 10-' 0.90X10-'

N2 liquid N2 gas, 20 atm N2 gas, 5.0 atm N& gas, 0.77 atm N2, 5.0 atm NO, 10.0 atm

+ 02, 5.0 atm
0.81 12.4X 10 12.4X 10

KP/Ka
Ky/Ka
K5/Ka
Ke/Ka
La/Ka
L P/Ka
L y/Ka
L5/Ka
Le/Ka
L &e/Ka

202+5
109+5
38+3

101.7+3.0
51.8+3.1

27.2+2. 8

16.5+5.0

64.2+3.6
33.2+ 5 ~ 4
19.3+5.8
16.2+6.4

47.9+ 1.3
27.1+ 6.0
19.1+ 6.0

781 +78
52.1+ 3.1

22.1+ 1.5
18.5+ 1.3
15.0+ 1.3
7.3+ 1.3

86.8+3.3
46.9+5.0
30.8+5.5

95.0+3.0
48.9+5.0
27.5+5.5

'Liquid Nz target at —196 'C and, gas targets at 22 'C.

pressures and for the liquid state. Also included are
data points for muonic nitrogen in the N2+02 mix-
ture and in the NO gas. We see, first of all, that the
fit of the model to the experimental data for the
gases is generally satisfactory, although the experi-
mental Ky/Ka and K5/Ka points deviate some-
what at the lowest pressure. The only adjustable
parameters in this fit were the angular momentum
distribution constant a, which we set at +0.14, and
the fit to the K width scale. Within the rather large
experimental errors of the intensity ratios beyond
ICP/Ea, the fit shown is not unique; decreasing the
value of the parameter a increases the relative popu-
lation of low-/ initial muon states and thus the rela-
tive intensity of the higher np~ls transitions, and

05

IO
-I

08

LYMAN INTENSITY RATIOS N
1iq.

KPi« --—'—

IO 2

o-4 IO' IO IOi

K WIDTH (eV)

FIG. 2. Comparison of experimental muonic Lyman x-
ray intensity ratios for nitrogen with predictions of a cas-
cade model. Circular points represent data from muon
capture in N2, diamonds represent capture in NO at 10
atm; target designated "10 atm " was 5 atm N2+5 atm
02. Curves represent cascade model ratios as a function
of K electron refilling width, fitted to data as described in
the text.

decreasing the initial population of the 2s and 2p
electron orbitals decreases the intensity of the higher
np ~ 1s muonic transitions. The shapes of the
Ki /Ka curves such as those shown in Fig. 2 are rel-
atively insensitive to small changes in the angular
momentum distribution and electron I. shell popula-
tion parameters; adjustment of these parameters
simply moves the set of curves to the left or right on
the plot (i.e., changes the K width scale by a con-
stant). From trial parameter adjustments of this
kind we find that our data are fitted by
a=+0.14+0.04 and by a K-electron width scale in
which 20 atm corresponds to a v idth of
-3.6)&10 eV (to within a factor of 2). This
width may be estimated independently from gas-
kinetic considerations. If the Np ion is assumed to
have an average kinetic energy of 6.6 eV (from the
repulsion of two singly charged ions starting at the
Nz molecule bond distance) and its effective radius
for charge exchange with a N2 molecule is taken to
be 3.9A, then the average time between collisions at
20 atm and room temperature is 4.5X10 " s, cor-
responding to a width of 1.5 g 10 eV. In view of
the gross approximations involved in modeling the
muonic atom de-excitation cascade and concurrent
electron-refilling processes by a single K electron
width, on the one hand, and in estimating the prod-
uct of Np ion velocity and charge-exchange cross
section, on the other, it is of inte. .est to note the con-
sistency of these estimates.

We remark on three other aspects of the data
plotted in Fig. 2. The first concerns the muonic Ly-
man intensity patterns for the nitrogen in N2+02
and in NO. The pattern for the N2 in the mixture
should be about the same as that for the pure N2 gas
except for a small difference in the K width scale



TARGET-DENSITY EFFECTS IN MUGNIC-ATOM CASCADES

TABLE IV. Muonic x-ray intensities of oxygen' and carbon.

Density (g/cm ) =
Intensity

ratio (X10"

O2 gas, 20 atm

26.4 X 10-'

83.2+10.2
40.7%2.2
26.8+2.0
26.1+2.7

N2, 5.0 atm
+O„S.O atm

12.4 y 10-'

Oxygen
69.7+2.9
35.1+3.5
29.3+2.7
15.8+3.1

Carbon

NO, 10.0 atm

12.4y 10-'

70.8+3.0
41.3W2.4
31.3+3.0

CO, 10.0 atm

11.6 y 10-'

81.2+ 2.8
31.02 2.4
25.1+ 3.2
16.6+ 3.2

CO:

'All targets at 22 C.

INK x rays
Np+02.. =0.834+0.031

+OK x rays
NK x rays

=0.959+0.030
+OK x rays

QCK x rays =0.766+0.030
+OK x rays

(N x rays/0 x rays);„,„„=0.870+0.032
(N x rays/6 x rays)~o

due to a difference in the N2 and O2 charge-
exchange cross sections. %e see that this is the case.
Although we have plotted the data points as if the
target gas were pure N2, the fit could have been im-
proved by locating them at a E width 1.3-fold
higher, implying a larger charge-exchange cross sec-
tion for the O2. The muonic nitrogen points for the
NO gas target have also been included in the plot,
though the muon capture process is not expected to
be the same as for N2. It is evident that the differ-
ence is small.

A second aspect has to do with the disturbing
failure to obtain good fits for the Ey/Ku and
E5/Ea intensity ratios at the lowest pressure. Both
experimental values are well above those predicted
by the model in this E electron width range, and no
reasonable adjustments in the model parameters ap-
pear to alleviate the problem; the muonic Balmer in-
tensity ratios are not sufficiently sensitive to param-
eter changes to provide a useful guide. At this point
the most useful approach to the problem would be
more precise experimental data in the low pressure
region.

Finally, we see that the experimental intensity ra-
tios for the liquid N2 target lie well above the model
predictions that best fit the gas target data, even
with the cascade conditions modified so that the I.
electron shell is maintained full. If our simple
model is to fit the liquid N2 as well, we may have to
allow for a change in a quantity that we have thus
far held constant, namely, the initial muonic angular
momentum distribution. By lowering the parameter

a to +0.095, we indeed obtain an excellent fit for
the Lyman intensity ratios of the liquid N2 target,
given a E electron width near 0.05 eV.

Thus, our simple model suggests that muons are
captured at lower angular momentum in liquid-
phase N2 than in gas-phase N2. This conclusion is
consistent, in tum, with the expected difference in
the outer tail of the molecular electron distribution:
in a condensed phase, this tail is confined by neigh-
boring molecules. Accordingly, average angular
momenta of muons captured under these conditions
should be smaller.
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~04 IO~ )O 2
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FIG. 3. Comparison of expenmental muomc Lyman x-

ray intensity ratios for oxygen with predictions of a cas-
cade model. Circular points: muon capture in Oq (left, 5
atm N2+ 5 atm O2, right, 20 atm 02). Diamonds: capture
in 10 atm NO. Triangles: capture in 10 atm CO. Curves
represent cascade model ratios as a function of E electron
refilling vndth, fitted to data as described in the text.
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The muonic Lyman intensity ratios for oxygen (in
02 at 20 atm, N2+02 at 10 atm total, NO at 10
atm, and CO at 10 atm) and for carbon (in CO at 10
atm} are listed in Table IV. The data for oxygen are
plotted in Fig. 3, together with the corresponding ra-
tios calculated from a cascade model fitted approxi-
mately to the data. Although the experimental data
at only two pressures are insufficient to permit the
evaluation of a specific set of cascade parameters,
we find that a cascade starting at n&
=14 and a=+0.14 and with a filled initial elec-
tron population 1s 2s 2p with no subsequent refil-
ling of the L shell electrons gives a reasonable fit.
The K-electron width scale associated with this fit is
such that muonic x-ray data for the 20-atm target
correspond to a E-electron width of -3.5&&10
eV, a value essentially indistinguishable from that
for the N2 target at the same pressure. We include
in the plot the data points for the NO and CO tar-
gets, although the model parameters would not be
expected to be the same as for oxygen in Oz', also,
our choice of position on the K-width scale was
chosen for best fit. We see, indeed, that the experi-
mental Lyman intensity patterns for oxygen in the
N2+O~ mixture and in NO are very nearly the
same. The pattern for oxygen in CO, on the other
hand, appears to be significantly different and
would be better fitted by a model with higher a, that
is, by higher average angular momentum of the
muons in the capture stateis).

IV. SUMMARY

Our principal results and conclusions from this
investigation may be summarized as follows. In
low-Z gas targets we find that the relative intensities
of the higher members of the muonic Lyman series
x rays decrease monotonically with decreasing gas
density. This correlation can be modeled approxi-
mately by the use of a muonic-atom cascade in
which the E-electron refilling width is related to the
mean time-to-collision. Collision times for muonic
atoms from polyatomic gases can be expected to be
much shorter than for monatomic gases if a

"Coulomb explosion" occurs when the negative
muon is captured into a polyatomic molecule; our
data provide evidence supporting this mechanism.

Future work can improve these studies in at least
two ways. First, the cascade model could be made
more realistic by distributing the initial muon popu-
lation in n and I rather than I only, and/or by select-
ing a more complex I distribution. Given the simpli-
city of the model we have employed in this study,
however, we doubt that further complication in
parameter adjustments is justified. More important-
ly, the electron-refilling collisions might be intro-
duced at various steps in the cascade, perhaps in a
Monte Carlo fashion, instead of by a simple adjust-
ment of the E-electron width as we have done. Be-
fore such calculational improvements could be justi-
fied, additional data should be available. In particu-
lar, it would be useful to have (1) lower errors for
the higher Lyman transitions and additional lines
for the Balmer spectra; (2) for N2, measurements at
pressures greater than 20 atm and in the vicinity of
1 atm; and (3) oxygen measurements over a wider
range of presssures for 02 and for CO and NO.
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