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A numerical method, based on the path-integral formalism, is presented to solve non-
linear Fokker-Planck equations with natural boundary conditions. For one-dimensional sto-
chastic processes, several specific examples possessing exact analytic solutions are evaluated
numerically for purposes of comparison. Various discretization prescriptions are investigat-
ed and found to be equivalent as expected. The numerical method is shown to give accurate
results provided the spatial discretization and the time step satisfy certain relationships
determined by the drift and the diffusion functions of the nonlinear Fokker-Planck equa-

tions.

I. INTRODUCTION

Significant advances have been made in recent
vears towards a general theory of macroscopic sys-
tems far from a thermodynamic equilibrium state.
Many of these systems, as pointed out by Graham,'
Haken,> Nicolis and Prigogine,> Schenzle and
Brand,* and many others, can be described by non-
linear Fokker-Planck equations. The term “non-
linear” refers in the present context to the nonlinear
dependence of the drift vector and of the diffusion
tensor on the state variables g; (i=1,2,...,n) which
characterize the macroscopic state of the system. In
reality, the nonlinear Fokker-Planck equation is a
linear partial differential equation of second order
and of the parabolic type.

This equation is the prototype of an evolution
equation which describes both the deterministic path
of the system as determined by the drift vector as
well as fluctuations away from this path as deter-
mined by the diffusion tensor. As a result of these
fluctuations, the state of the system can be specified
only by a probability density

P(‘Ih‘h,- .. 7qnst) ’

where this distribution function P satisfies the non-
linear Fokker-Planck equation
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together with appropriate boundary conditions.
}llere, K;(q) is the aforementioned drift vector,
7Q;(q) the diffusion tensor, and repeated indices
imply a summation.
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This equation is exactly solvable only for specific
choices of the drift vector and the diffusion tensor.
Cukier et al.’> have discussed cases where the
Fokker-Planck equation can be solved with the clas-
sical orthogonal polynomials. Schenzle and Brand*
have investigated the conditions for which the eigen-
function expansion can be utilized as a method of
solution. For this to be possible, the Fokker-Planck
equation must be transformed into a self-adjoint
equation.

Of course, it is always possible to employ existing
methods for numerical solution, such as finite-
difference methods.*’ However, these methods
often lead to stiff systems of ordinary differential
equations in the time variable. Like chemical rate
equations, their long-term numerical integration re-
quires excessive computer time.! If information is
needed only about certain properties of the system
without direct reference to the probability density
P(q,t) the mathematically equivalent stochastic dif-
ferential equation may be numerically integrated by
Monte Carlo techniques.’

In recent years a major effort has been devoted to
derive a formal solution of the nonlinear Fokker-
Planck equation in terms of a path integral >!10—18
The particular interest in such a formulation
originates from various considerations. The path in-
tegral can provide a convenient starting point for
approximate solutions centered around the deter-
ministic path. Also, analogies can be drawn between
quantum mechanics and nonequilibrium thermo-
dynamics to shed further light on the latter.!° And
then, perhaps most importantly, the path integral
appears to provide a formalism which allows the ex-
tension of the thermodynamic equilibrium concepts,
such as entropy and thermodynamic potentials into
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the domain of nonequilibrium thermodynam-

ics.16,18,20

1

In this formalism, the solution of Eq. (1) is writ-
ten in terms of a functional integral, i.e.,

P@.0= [ Dutglexp [~ [, £(G(e),qtar |Plgorto) . )

Here, Du(q) is an integration measure and .& is
often referred to as the Onsager-Machlup function-
al. Much of the confusion involving path integrals
stems from the fact that the many derivations in the
literature, although all equally valid, do not and can-
not uniquely specify the Onsager-Machlup function-
al. The issues are further complicated by the re-
quirement that Eq. (2) be of a covariant form, i.e.,
that the Onsager-Machlup functional transforms ac-
cording to the usual rules of calculus when a non-
linear point transformation is made in the state
space.’>!* This property is necessary if a consistent
theory of nonequilibrium thermodynamics is to be
based on the path integral.

The simplest approach to define the path integral
starts by representing the continuous process in the
limit of infinitesimally spaced lattice points in space
and time. However, because there exists no unique
discrete representation of a continuous process,
many different path integrals corresponding to vari-
ous discretization prescriptions have resulted.'!"1%17
To construct in this manner a path integral which is
covariant requires a specific a priori choice of the
discretization procedure. This had led other authors
to present different methods of deriving a covariant
path integral without assuming an ad hoc discretiza-
tion rule.!>'*1¢ A discrete lattice representation can
then be chosen afterwards, if so desired.

In actual practice, in spite of the elegance and
conceptual value of the path integral, the evaluation

|

N-1
P(q,t)= Th_rg IIof f(,u,-dqi)exp

i=
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where
G (i +1,9i7) =piexp[ —7-L(q; +1,9i,7)]
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of Eq. (2), whether analytical or numerical, has not
been possible in the general case. It is the main pur-
pose of this and future papers to remove this limita-
tion by developing numerical methods based on the
discrete equivalent to Eq. (2). In the present paper,
we present such a method for one-dimensional
(n=1) unrestricted stochastic processes with natural
boundary conditions.

In Sec. II, the discrete path sum is reviewed and
the selection of a discretization rule is discussed. In
Sec. III, we describe the numerical procedure
developed for the evaluation of the path sum. In
Sec. 1V, specific examples, possessing closed-form
analytic solutions are evaluated numerically in order
that the accuracy of the method may be tested. Fi-
nally, we discuss the present approach and its possi-
ble extensions in Sec. V.

II. PATH SUM

Our point of departure is the path sum or discrete
lattice representation of the path integral. This has
been the traditional approach to define the path in-
tegral but, as previously mentioned, does not always
lead to uniquely covariant forms. However, since
the purpose of this paper is to find solutions of Eq.
(1) rather than to seek thermodynamic interpreta-
tions, the path sum forms an adequate and flexible
basis for a numerical scheme.

In its usual form the path sum is written as

P(qo,t0) , (3)

is often referred to as the short-time propagator. The many possible discretization rules lead to the different
forms of G. The only requirement made on the propagator is that it satisfy Eq. (1) to order O(7?). Our pri-
mary focus then becomes determining which path sum formulation yields the most accurate and concise nu-
merical procedure. A particularly simple, yet illustrative choice is'®

-— _ ( . I)
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FIG. 1. Histogram representation of the distribution
function.

where
0=aQ(q)+b0(q"),
K=aK(q)+bK(q'),
and
a+b=1, O0<a,b<1.

The subscript is the tensor (or vector) index and the
superscripts denote differentiation.

This function defines a class of propagators deter-
mined by the choices of a and b. These parameters
establish the discretization rule by evaluating the
Fokker-Planck coefficients at a linear combination
of postpoint and prepoint. The effect of this feature
on the numerical procedure is discussed via a specif-

J

9;+A4g;/2

2 q;+4q;/2
Tij(T)z_————Aq.-_1+A‘Ii fq‘—M.-_l/z qfq.-—qu__l/Z

This equation is in a form suitable for program-
ming. The integrations in (7) need only be per-
formed once for a given time step 7 and can then be
stored and used repeatedly to compute the time evo-
lution of the histogram via Eq. (6). In the limit
7— 0, the propagator matrix degenerates into the
unity matrix §;;. This implies that for small but
nonzero time steps, the propagator matrix is banded
with off-diagonal elements decreasing rapidly in
magnitude with increasing distance from the diago-
nal. The width of this band of significant elements
increases with increasing 7. This banded structure
of T;; implies that much fewer than N 2 elements
need to be computed and stored; thus the operations
involved in Eq. (6) require much less computer time
and memory. For a general choice of @ and b in Eq.
(4), both integrations must be performed numerical-
ly. We shall return to this point in Sec. IV.

ic example in Sec. IV A.

III. NUMERICAL PROCEDURE

The numerical scheme to solve the Fokker-Planck
equation is based on the iterative nature of Eq. (3).
In one dimension, for a single iteration, Eq. (3) be-
comes

P(g,t+7)= [ dq'Glq,q',T)P(q",1) . 5

We assume that the probability distribution can
be represented with sufficient accuracy by a histo-
gram as given by

N
P(q,t)= 2 1T(q——q,‘)P,'(t)

and as shown schematically in Fig. 1. Here

! 1
g —gq;)= 1 forg;—3 Agi_1<q<qi+7 Ag; ,
0 otherwise .

The index i is not to be confused with the indices in

Eqgs. (3) or (4). After substitution of the histogram

representation into Eq. (5), we integrate over the in-

terval centered at the grid point g; and divide the in-

tegral over dg’ into N parts to obtain

N

P(t+7)= 3 T;(r)P;(1), (6)
j=1

where we have defined the propagator matrix as

dq'Glq,q’,7) . (7)

The choice of the time step 7 and the interval
sizes Ag; are intimately connected to the stochastic
nature of the process under consideration. We may
view the histogram P;(¢) as an approximation for a
superposition of Gaussian distributions centered
around the grid points. After the time 7, these dis-
tributions broaden and, if subject to a drift force,
shift. For a point initially located at g;, the first and
second moments are given as?!

(g—q;)=K(g)m+ -+, (8)

((gq—g)*)=Q(g)r+ -+,

where the ellipses denote unspecified higher-order
terms.

The second moment may be interpreted as a
characteristic width or standard deviation of the
process while the first moment is equivalent to an
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average displacement. To determine a condition on
the value of 7, we require that the random nature of
the process be a greater influence than the deter-
ministic forces. More precisely, we require that the
average displacement of a “particle” at g; be less
than the “width” of the corresponding relaxed dis-
tribution after the time 7. From Eq. (8), it is ap-
parent that

Q0@ 9)
(K@)

By requiring this relation to hold over the entire
region of ¢ where P(q,t) has an appreciable value, a
condition on the magnitude of 7 is provided.

The second moment may further be interpreted as
a width in connection with the choice of the grid
spacing. In all of the cases tested in Sec. IV, the re-
lation

Ag;=[Q(g;)r]'? (10)

had to be satisfied in order to obtain correct results.
The grid points g; are located with spacing Ag; as in
Fig. 1. This equality is in contrast to other numeri-
cal methods of solving diffusion equations where
greater accuracy is obtained by choosing smaller
time steps than dictated by Eq. (10).> This scaling
of the interval spacing by both the diffusion coeffi-
cient and the time step was found to be essential to
the numerical stability of the routine. A deviation
from the equality in Eq. (10) by as little as 10 per-
cent adversely affects the accuracy of the numerical
results.

There are several causes which can lead to numer-
ical error propagation. These effects can be mini-
mized by taking advantage of the normalizability of
both the distribution function and of the propagator
function. If the bandedness of the propagator ma-
trix is used to reduce computer time, error may be
introduced by the selection of too narrow a band.
To reduce this source of error, we note that

O<7<

q,-+Aq‘./2

a—ba_ /2 dq Glq,q',7)

[daGlg.q'.n=T3
=1.

From the definition of the propagator matrix (7) we
see that

(Ag; +Ag; _y) 9;+44;72 )

; Tyin—— = qu_qu_l/qu
_ Ag;+Ag;_,

=

If, after the numerical integration

(Ag; +Ag; _1)
zTij(T) c 2q . =
i

we make the transformation
p_ld
Ti™— ——, (11a)

4;

the normalization of the propagator matrix is as-
sured.

Similarly, truncation error can also be introduced
through the evaluation of the sum in Eq. (6). To
reduce this type of error, the sum

S Pi(t)Ag=1+e
i

is determined. The exact probability distribution,
when integrated over g, would of course result in un-
ity. Therefore, the discrete representation is renor-
malized to

Pilt)=——P,(1) (11b)
1+e€

before being used again in the right-hand side of Eq.
(8) for the next iteration. It was found that these
conservation properties of the zeroth moments of
the probability and propagator functions could sig-
nificantly increase the accuracy of the numerical
method, especially for long-time cases.

IV. RESULTS

In order to test the usefulness, accuracy, and limi-
tations of this numerical path sum method, various
Fokker-Planck equations were solved using the
above method, and they were then compared to the
exact analytical solutions known for these cases.
For examples presented here, the initial conditions
were specified as the usual delta function 8(q —q,).
As an approximation in the numerical method, we
represented the & function by a single histogram ele-
ment where the height of the element was equal to
the reciprocal of the width. Both the Wiener pro-
cess (constant coefficients) and the Ornstein-
Uhlenbeck process (linear drift) were tested with
very good results. However, since these path in-
tegrals may be done exactly, we pass over to more
complicated nonlinear problems.

One question of interest arising from the choice of
Eq. (4) as the propagator concerns the values of a
and b. These parameters determine the discretiza-
tion rule by representing the Fokker-Planck coeffi-
cients as a linear combination around the postpoints
and prepoints. To determine if an optimal combina-
tion exists, a problem must be chosen which
possesses a nonvanishing second derivative of the
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diffusion coefficient in order that all the terms in
Eq. (4) are represented. To find such a problem
with a known solution (for purposes of comparison),
we take advantage of a technique due to Haken'!
and Hinggi.?®

A. Transformed Ornstein-Uhlenbeck process

By introducing a suitable coordinate transforma-
tion, we may obtain from the Ornstein-Uhlenbeck
(OU) process a whole class of Fokker-Planck equa-
tions with exact solutions. An OU process is
characterized by

K(x)=ax+B
|
oh(q,t) __i [
ot~ o | |[eF@+BIH @+ HH kg0

The solution to this equation is determined by the
solution to the Ornstein-Uhlenbeck process along
with Egs. (12) and (13).

As a particular example to satisfy our needs, let

x =F(q)=In[g +(¢*+a?)"*] ; (15)
then H becomes
H(q)=(g*+a?'?. (16)

If we let a=0, B=1, a =1, and Q =1, we find that
the transformed Fokker-Planck coefficients are

K(q)=(g*+1%)"?+q/2 (17)
and
Q(g)=g*+1.
The solution for an initial § distribution is
h(g,t)=f(g,0/(g*+1D'"?, (18)
where f is defined by the Wiener solution
1

f(q,t)=—2‘/Q—?

e —[F(q)—F(go)—Bt]?
p 201 ,

together with the transformation given by Eq. (15).
This problem allows for a thorough test of the prop-
agator as defined in Eq. (4).

We evaluated the Fokker-Planck coefficients Eq.
(17) at a variety of linear combinations of postpoints
and prepoints. It was found that very little change

and

Q =const.
Introducing the transformation

x=F(q) (12)
implies that

p(x,t)=H(q)h(q,t) , (13)

where p and & are the probability distributions corre-
sponding to x and g, respectively, and

F'(q)=dF /dg=H\(q) .

Then the Fokker-Planck equation in the
transformed space becomes'!

23
+5 s lER @] | (14)

T
in numerical accuracy was obtained for differing
values of a and b. This fact leads to a great simpli-
fication in the technique. If we choose a =0 in Eq.

0.06
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FIG. 2. (a) Wiener process subject to the transforma-
tion x =F(q)=In[q +(g*+1)]"/2. The time is 1.0 and
the time step is chosen as 0.01. Initial § function at
gqo=4.3. (b) Wiener process subject to the transformation
x =F(q)=In[q +(g*+1)"?]. The time is 1.0 and the
time step is chosen as 0.01. Initial & function at
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(4), the exponent in the propagator becomes a simple
quadratic function of the postpoint and the integra-
tion in Eq. (7) over the postpoint may be performed
in a closed form. The remaining integral over the
prepoint is done numerically with greater accuracy
and less effort. Figures 2(a) and 2(b) show the accu-
racy of the histogram compared to the exact solu-
tion for two different initial conditions. The shape
of the curve is strongly dependent on the choice of
the initial condition. In Fig. 2(a), the drift coeffi-
cient is large compared to the diffusion coefficient
and positive at the position of the initial § function;
hence the steep rise to the right of the 6 function.

B. The Rayleigh gas

The Rayleigh gas is a model system consisting of
a dilute concentration of heavy atoms in a gas of

light atoms.?* Assuming hard-sphere collisions, the
Boltzmann collision equation can be reduced to a
Fokker-Planck equation for the energy spectrum of
the heavy particles. This equation has a drift func-
tion of

K=—g++ (19a)
and a diffusion function of

0=2q. (19b)

Since the particle energy can only be positive, this
Fokker-Planck equation is valid for the domain
0<¢g < . The boundary at zero is referred to as an
inaccessible natural boundary.

When the initial energy distribution of the heavy
particles is a 8 function 8(g —gq,), the distribution
function is given by?*

_
e!’? [q1/2__(q0e—t)l/2]2 [q1/2+(q0e—t)1/2]2
P(g,t)= exp | — —exp | — . (20)
= rgg(1—e 9772 |7P 1—e P et

The type of boundary involved in the Rayleigh gas
model points out one of the limitations of the nu-
merical path sum. As g approaches zero, the dif-
fusion coefficient vanishes, resulting in a completely
deterministic process. Yet the boundary is a natural
one since the drift force is repulsive at ¢ =0, forcing
the energy to maintain a positive value. No other
boundary conditions need be explicitly specified.?’
This loss of stochasticity at g =0 is inconsistent
with a path-integral formulation. If the distribution
function has evolved to the point where it has an ap-
preciable value very close to zero, the numerical re-
sults tend to be in error. This also becomes apparent
in the choice of the time step 7. From Eq. (9), it is
seen that the inequality

09 __ 2
K¥g) (-7

T<

cannot be satisfied by a nonzero value of r over the
entire domain. The development of the distribution
is shown in Figs. 3(a) and 3(b). Here 7 was chosen
as 001 which defines the valid domain as
0.011 <g <200. In Fig. 3(b) the distribution has
evolved to the extent where its value is significant
outside this domain. Hence, the above inequality for
7 is no longer satisfied for g <0.011, and the distri-
bution function is expected to be in error. Owing to
the normalization procedure, this error is then
spread over the entire range where the distribution
function assumes significant values.

C. Stochastic processes with bifurcation

Recently, two separate classes of nonlinear
Fokker-Planck equations with bifurcating solutions

©
o
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P(q,t)
0.3

0.0

0.0

0.6

¢ (b)

00 3.0 6.0 9.0 2.0 15.0
q

FIG. 3. (a) Rayleigh gas subject to initial condition at
go=7. The time step is chosen as 0.01. Time equals 0.5.
(b) Rayleigh gas subject to initial condition at go=7. The
time step is chosen as 0.01. Time equals 5.0; at this point
the process has reached its equilibrium distribution.
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appeared in the literature.'®2® This type of distribu-
tion function is characterized by multiple maxima
and tend to be intrinsically non-Gaussian. One of
these processes has a steady-state solution indepen-
dent of the initial condition. The other, however,
has no steady-state solution, and the distribution
function always depends on the initial condition. It
is of particular interest to know if the numerical
path sum will accurately reproduce a bifurcating

solution since none of that information is contained
|

in the short-time propagator G, but only in the
Fokker-Planck coefficients themselves.

The first type of equation is characterized by the
drift force

K (g)=tanhgq 21)
and a constant diffusion coefficient. For Q =1, the

time-dependent solution subject to an initial 6-
function distribution at g, is?®

P(q,t)=[sech(gq)/(2mt)/?) exp( —t /2) exp[ — (1/2t)(g —q)*] coshg . (22)

This distribution is actually a superposition of two Gaussians and has no nonzero steady state. In Figs. 4(a)
and 4(b) we show the numerical and analytical solutions at time ¢ =10 for two different initial § functions at
q0=0 and g(=0.6. The relative size of the two peaks depends critically on the initial position of the § func-

tion.

A second class of bifurcating processes which do possess a nontrivial steady state is characterized by

1 1 tanhg
K(qg)=—tanhg— ———— (23a)
9 ¢ 73 cosh’q
and
Q(q)=(coshgq)~?2 . (23b)
The solution subject to an initial & function at g, is given by’
P(g,t)=[4m(1—2)]" "2 cosh(q) exp{ — [4(1—z2)]~ (sinhg —z sinhg)?} , (24)
5 : ) where z =e ™'/,

Figure 5 shows the analytical and numerical solu-
tions for the steady-state reached by this process. It
is important to note that of the several different ini-

ze tial conditions investigated, all resulted in the same
z3 numerical steady-state solution.
8 V. CONCLUSION
co’-.z,o,o -200  -100 00 100 200 300 Starting from the discrete equivalent to the path
° g integral, we have presented an efficient numerical
° s (b) method to solve nonlinear Fokker-Planck equations.
In Sec. IV, we saw that the numerical results are
generally in good agreement with the analytic solu-
tions. From Figs. 2—5, certain qualitative observa-
° 4
CE30.0 -20.0 -100 0.0 10.0 200 30.0

q

FIG. 4. (a) The process defined by a drift force
K =tanhg and constant diffusion at time ¢ =10. The time
step is chosen as 0.1. Initial condition at go=0. Note
that the distribution is symmetric. (b) The process de-
fined by a drift force K =tanhq and constant diffusion at
time ¢t =10. The time step is chosen as 0.1. Initial condi-
tion at go=0.6. A small displacement of the initial condi-
tion from the position go=0 results in an asymmetric dis-
tribution.

Plq,t)
02

00

-3.0 -20 -1.0 0.0 1.0 20 3.0
q

FIG. 5. The equilibrium distribution for the process
defined by Eq. (27). This distribution was reached numer-
ically from a variety of initial conditions.
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tions can be made regarding the relative accuracy of
the numerical results. Typically, the numerical
method predicts a peak which is too low by a few
percent. The results in the “wings” of the distribu-
tion are therefore somewhat higher because of the
normalization condition. After a certain point, this
discrepancy cannot be further reduced by choosing
smaller time intervals. This contradicts what would
be expected from the mathematical path-integral
definition as a limit of path sums of infinitesimally
small time steps. The inaccuracies must then arise
from the assumptions made to develop the numeri-
cal method. A possible explanation is that the histo-
gram (being composed only of horizontal and verti-
cal elements) fails to describe regions of high curva-
ture. Examining Fig. 2(a), we note that the agree-
ment to the far right of the peak is quite good.
Similarly, the extremely steep portion of the curve is
also matched well. Both of these regions are of rela-
tively low curvature as compared to the region near
the peak. An improvement on the histogram would
be a trapezoidal (or some curved) relation between
the points, P;. This is analogous to the various ap-
proximations to the Riemannian integral. Overall,
however, given the crude assumptions of the histo-
gram, the values and shapes of the curves are repro-
duced well.

A specific practical advantage of a path-integral-
based numerical method is the efficiency in terms of
computer time. Once the integrations in Eq. (7) are
performed and stored, the time evolution of the his-
togram can be obtained simply by a sequence of

multiplications. With today’s high-speed computers
such sequences are very rapidly executed. The ex-
tension to an n-dimensional problem would simply
entail » numerical integrations, assuming the sim-
plest choice of the propagator function.

Another important point is the fundamental phys-
ical significance of the path integral as opposed to
other procedures (e.g., finite differences) for a nu-
merical method to solve Eq. (1). The assumption
that for small time intervals the relaxation is Gauss-
ian is an underlying consequence of the general non-
linear Fokker-Planck equation. As the examples in
Sec. IV have shown, this property can be used to
develop non-Gaussian distributions for longer time
intervals.

We believe that the present numerical method can
be used as a practical tool for solving most nonlinear
Fokker-Planck equations. One additional complica-
tion arises for stochastic processes which require in
addition to Eq. (1) the specification of external
boundary conditions (i.e., boundaries not naturally
contained in the Fokker-Planck coefficients them-
selves). In a future paper, we will expand the path
sum formalism and our numerical procedure to deal
with external boundary conditions.
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