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Molecular dynamics has been used to investigate the properties of supercooled liquid

states for a model of liquid rubidium. The energy-temperature relation for the reduced

density n*=0.95 for liquid, amorphous solid, and bcc crystal phases is presented along
with the pair-correlation function, the self-diffusion coefficient, and the transverse-current
correlation as functions of temperature for the liquid. The self-diffusion coefficient is

found to vary with temperature in a way which correlates with the temperature evolution

of the pair-correlation function. The power spectra of the transverse-current correlation
function are used to determine the minimum length required for the decay of fluctuations
to be describable by lineaiized hydrodynamics. This length grows rapidly as the amount of
supercooling increases and becomes significantly larger than the dimensions of the cube to
which periodic boundary conditions are applied.

I. INTRODUCTION

The results of a molecular-dynamics study of su-

percooled liquid states at constant density for a
model of liquid rubidium are reported in this paper.
The characterization of supercooled liquids, i.e.,
liquids at temperatures lower than the freezing tem-

perature, is one of the more interesting, unresolved

topics in liquid state physics. ' Since a supercooled
liquid is not in thermal equilibrium but is, instead,
in a stationary or metastable state, a supercooled
liquid is sensitive to external disturbances and can
be induced to undergo heterogeneous nucleation to
the solid phase well before any inherent limit (where

homogeneous nucleation occurs) to the amount of
supercooling can be reached. If one assumes that
such a well defined limit exists, it is natural to in-

quire into the quantities which determine it and

into the mechanisms of homogeneous nucleation.
Broadly speaking, there are two schools of

thought concerning the mechanisms. One school
assumes the existence of a dynamical mode of the
liquid which, at the homogeneous nucleation limit,
becomes soft and renders the liquid unstable against
the formation of the crystalline phase. These ideas
are frequently grouped under the heading spinodal
decomposition theories. The other point of view
asserts that the onset of homogeneous nucleation is
determined by the overall slowing down of process-
es which occurs as the temperature is lowered so
that the lifetime of fluctuations which produce
crystal-like local configurations become long
enough for the growth of the crystal phase to be the
most probable event. ' (This way of thinking ac-

counts for glass formation by further asserting that
crystal-like configurations have negligible probabili-

ty of occurence. ' Then the only possibility is fur-
ther slowing down until an amorphous solid is
formed. )

It is inherently difficult to perform clean experi-
ments on simple supercooled liquids. Molecular
dynamics is an attractive way to explore this subject.
since all aspects of the structural and dynamical
properties of the fluid are, in principle, available for
study. There have been a number of molecular-
dynamics and Monte Carlo investigations of glass
formation in several fluid systems including the
widely studied Lennard-Jones fluid. This body of
work has been discussed in detail by Angell, et al. '

There are limitations on computer simulation inves-

tigation of metastable systems due to the small size
of the system and the short time intervals which
can be studied. Of the two, the time interval ap-
pears to pose the more serious problem for the
study of metastable states.

The Inolecular-dynamics results reported here for
rubidium do not show evidence for a soft mode in-
stability and do tend to support the idea of "slowing
down. " The properties examined are the radial dis-
tribution function g2(r), the self-diffusion coeffi-
cient D, and the effective coefficient of shear viscos-
ity rT(Q, to) which is associated with transverse
momentum current fluctuations. Also, an energy-
temperature curve for one density was obtained for
the liquid, for the bcc crystal, and for the amor-
phous solid. This isochore resulted from the deter-
mination of the regions of stability of the phases for
the time interval readily available during a comput-

2859 Work of the U. S. Government
Not subject to U. S. copyright



RAYMOND D. MOUNTAIN

er simulation. This time interval is on the order of
10-"s.

The rubidium potential is less harshly repulsive
than the Lennard-Jones potential and it is interest-
ing that the temperature dependence of the self-
diffusion coefficient of supercooled liquid rubidium
is found here to differ significantly from that found
for the Lennard-Jones fluid. Also, it is much more
difficult to form glassy rubidium than it is to form
a glassy Lennard-Jones solid. These are two exam-
ples of how rubidium differs from other simple
metastable fluids which have been studied by com-
puter simulation. Further discussion of these com-
parisons is contained in Sec. IV. Note that "rubidi-
um" refers to the model of rubidium studied by
molecular dynamics. This model, described in Sec.
II, has been found to provide a good description of
density fluctuations.

The paper is organized as follows. The
molecular-dynamics method and the states studied
are discussed in Sec. II. The results for various
properties are discussed in Sec. III and a discussion
of these results is presented in Sec. IV.

II. MOLECULAR-DYNAMICS
CALCULATIONS

The classical equations of motion for 432 in-

teracting Rb particles were integrated using the
Beeman algorithm. The effective pair potential
of Price et ol. ' was used to describe the interaction
between the Rb ions and was constructed using the
parameters listed in Table I of Ref. 11 for a lattice
parameter of 5.739 A. This leads to a reduced den-

sity of n =no =0.95, where n is the number den-
0

sity and cr=4.48 A is the smallest zero of the po-
tential. The well depth is @=393k&, where kz is
Boltzmann's constant. The potential was truncated
at 2.030.. The units of length energy and time were
chosen to be cr, e, and

r =(mo2/e)'~~=2. 29&&10 '~ s,

where m is the mass of a Rb atom. The particles
were contained in a cube with a side of constant
length 7.6896&v and periodic boundary conditions
and the minimum image convention were employed
when determining the forces, when determining
g2(r}, and when integrating the equations of
motion. A time step of At=0. 01 ~ was employed
in these calculations. This led to a satisfactory levd
of energy conservation of a few parts in 10 .

For each state examined, initial velocities and po-
sitions were taken from an earlier fluid or crystal
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FIG. 1. Energy vs temperature plot for n~=0.95.
Upper branch represents fluid states and the lower
branch represents bcc crystalline states. 4 represents
amorphous solid states which may be metastable.

simulation with the velocities scaled so that the
desired total energy was achieved. An equilibration
period was run to stabilize the system in this new
state. For a fluid state, 5006,t was a sufficient time
interval to stabilize the system. For a crystalline
state, longer intervals on the order of 2000ht were
required while amorphous solid states quenched
from a fluid required intervals as long as 10000ht
provided nucleation did not occur. The criterion
for stability was that the specific heat estimated us-

ing the fluctuation theory expression' '
(1)

kg 2 ' (g2)

be in the range 3—4. Here X is the number of par-
ticles (432 in our case), E is the kinetic energy per
particle, the angular brackets ( ) indicate a time
average of the enclosed quantity and
hK=E (E). —When C„/ks determined in this
way excedes 4 (or is negative), it is almost certain
that the temperature of the system is drifting and
that the system is not in a stationary state. Tem-
perature is taken as T"=k~T/e= —, (E).

In this paper we only report results for systems
which exhibit stability in the kinetic energy per par-
ticle (temperature) during the time interval over
which data were taken. For supercooled liquid
states, it is essential to observe this stability cri-
terion carefully lest features of nonstationary states
enter the results.

The states considered in this paper are indicated
by an energy-temperature curve in Fig. 1. The
upper branch of the curve represents fluid states to
the right of the break and amorphous solid states to
the left of the break. The lower branch represents
the bcc crystalline states. For this density,
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n'=0. 95, the fiuid becomes thermodynamically
metastable below T*=0.81 as determined by the
thermodynamic argument outlined in Appendix A.
The empirical criterion' *' that R, the ratio of the
amplitude of g2(r) at the first minimum to the am-
plitude at the first maximum, equals 0.20+0.01 at
freezing places the transition in the interval
0.80& T' &0.95. The ratio R is shown as a func-
tion of temperature in Fig. 2. The break in the
upper branch of Fig. 1 corresponds to a region
where the system is unstable against nucleation into
the crystalline phase. That is, if a fiuid is quenched
into that energy-temperature region or if an amor-
phous solid is heated into that region, the system
will spontaneously go over to the bcc phase. The
time interval required for this transformation to be-
gin can be quite long (up to 10000ht for the studies
reported here) but once the process starts, it goes to
completion within a few hundred ht. An example
of the spontaneous nucleation event is discussed in
Appendix B. There the use of an abrupt tempera-
ture rise as the indication that nucleation has oc-
curred is elaborated.

The crystalline branch terminates at a tempera-
ture where the solid becomes unstable against ther-
mal motion. This is not the melting point as there
is no free surface in the system but instead is the
limit to the metastability of the superheated crystal-
line state. For this density, this process occurs for
T'=1.07. From earlier Monte Carlo studies on
this system, we know that the solid branch bends up
toward the fluid branch as this temperature is ap-
proached and that C„becomes quite large. "

The preparation of amorphous solid states which
are stable is not a simple process. The states
represented in Fig. 1 were prepared by repeatedly
quenching a fiuid until an energy E= —4.6e was

0.4—

0.2—

I

2.0

FIG. 2. R, the ratio of the magnitude of gq(r) at the
first minimum to the magnitude of g2(r) at the first max-
imum is shown as a function of temperature for the
liquid states. Straight line is intended only to guide the
eye. Empirical freezing criterion R=0.20+0.01 places
the freezing temperature in the interval 0.80 & T*&0.95.

obtained. This configuration was then allowed to
evolve at constant energy. Also, after 5006,t, the
system was further quenched to E = —5.0e and also
allowed to evolve at constant energy. For both
states, the evolution process was followed until the
temperature fluctuation stability criterion was satis-
fied. A stable condition for E= —5.0e was ob-
tained only after 10000k,t, while 60006,t was re-
quired to stabilize the E= —4.6e case. The T =0
value of E= —5.294m was obtained by relaxing the
stable E =—5.0e configuration to a local energy
mln1IQum.

A stable amorphous solid was not always ob-
tained using this procedure. The outcome depends
in part on the particular liquid configuration
quenched. Recall that Hsu and Rahman' '
quenched a liquid state to T'=0. 15 (E=—4.8e)
and the apparently metastable solid went over to the
bcc branch after about 8000bt (in our time units
where b,t=0.01). The E= 4 6e —stat.e has not
been extended beyond 6000ht so it may or may not
be a metastable state. The E= —5.0e state has been
run for up to 18000ht without any indication of in-
stability. All of our attempts to produce an amor-
phous metastable solid state with a 250-particle sys-
tem have been unsuccessful.

This would suggest that metastable amorphous
solid states exist only at quite low temperatures if
they exist at all. Certainly, E = —4.6e is some sort
of upper bound on the energy of the metastable
solid as heating that state so that the energy in-
creases to —4.3e leads to the formation of the bcc
solid. Further research would be needed to clarify
this topic. Since our concern here is with the super-
cooled liquid states, we now concentrate on fluid
properties.

The lower limit for the metastable liquid branch
lies in the vicinity of T =0.64 (E =—3.1e). Fluid
states quenched to lower energies that lie in the
break of the upper branch of Fig. 1 spontaneously
go over to the bcc phase after a time interval of a
few thousand ht The ti.me interval depends on
both the way the quench was performed and on the
initial configuration quenched.

The case with E= —3.1e is instructive of the dif-
ficulties associated with locating a sharp limit to
the metastable branch. In the early phases of this
work, several properties were examined for
E=—3.1e with no indication of instability. How-
ever, a 60002!t run, designed to obtain transverse
momentum current correlation functions, exhibited
the sort of behavior Hsu and Rahman found in
their nucleation studies. ' ' Although the tempera-
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ture showed no drift during the 6000ht interval, the
mean-square displacement as a function of time
showed liquid behavior for the first 4000ht and
solid behavior for the next 2000k t. An extension of
the run for another 2000ht found liquid behavior
again. In another run using a different liquid con-
figuration as the starting point for the quench to
E=—3.1e, nucleation to the bcc solid occurred
readily. From these simulations we conclude that
E=—3.1e lies outside the metastable region. Con-
figurations with E= —2. 9e( T' = 0. 69) show no in-

dication of instability and are presumed to be meta-
stable liquid states.

which should be noted. The first is the shift in po-
sition and narrowing of the first peak which occurs
as the temperature is lowered. The peak moves to
larger values of r and becomes noticeably higher
and sharper. The sharpening trend continues down
to the instability region and is reflected in the tem-
perature variation of the ratio R shown in Fig. 2.
The shift in the position of the first peak stops
when T*=0.81 is reached. The other feature is the
evolution of the second peak in gz(r) which is
characteristic of the changes which occur with de-
creasing temperature for r jcr ~ 1.5. The amplitude
of this peak increases with decreasing temperature
while the r values where g2(r) = 1 do not vary.

III. RESULTS

A. Pair-correlation function

The variation with temperature of the pair-
correlation function g2(r), is indicated in Fig. 3

where g2(r) is shown for several temperatures lying
in the normal liquid and in the supercooled liquid
regions. There are two trends with temperature
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FIG. 3. Pair distribution function g2(r) is shown for
several temperatures: (a) 2.3, (b) 1.5, (c) 1.1, (d) 0.95, (e)
0.81, (f) 0.75, and (g) 0.69. Origins for the curves are
vertically offset by unity so the zero level for (f) is the 1.0
level for (g).

B. Self-diffusion coefficient

The self-diffusion coefficient D has been deter-
mined using the Einstein relation which states that,
for long times, the mean-square displacement of a
particle at time t from its position at time zero ap-
proaches 6Dt+C. The constant C is of no interest.
The mean-square displacement has been constructed
for several Quid states using time intervals of 100ht
with 20 distinct time origins. A linear increase with
time sets in by 50ht. The self-diffusion coefficients
deduced from the slopes of plots of mean-square
displacement versus time are plotted in Fig. 4 as a
function of I/T*. It is evident from this plot that
the temperature dependence of the self-diffusion
coefficient changes when the supercooled region is
entered.

Recently, this sort of temperature dependence
was observed in a molecular-dynamics study of the
diffusion of sodium ions in a silicate glass. ' It was
found that the temperature dependence of the dif-
fusion coefficient varied with the rate at which the
glass was quenched. In order to see if the present
results might also be quench rate dependent, the fol-
lowing test was performed. A liquid at E=—1.0e
was prepared and stabilized. The resulting configu-
ration served as the starting point for three separate
quenches to E=- —2.7e. In these three runs, the
particle velocities were scaled at each step by 0.9,
0.99, and 0.999, respectively, until E=- —2.7e was
reached. The system then evolved at constant ener-

gy until the temperature stabilized. Then a 2000ht
run was made to determine D. The results were
stable, independent of quench rate, and agreed with
those of an 8000ht run described in Sec. III D.

Some aspect of the diffusion process changes as
the temperature is lowered into the supercooled re-

gion. If one thinks in terms of activated processes,
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1.0— C. Transverse-current correlations

0.1
O

The power spectra of transverse-current correla-
tion functions ' provide an indication of how the
system responds to shear disturbances with wave
vector Q and frequency co. Since supercooling
refers to a global rather than a local condition, it is
reasonable to expect that the response of a super-
cooled liquid to short-wavelength and/or high-
frequency disturbances will not be sensitive to the
degree of supercooling while the response to long-
wavelength, low-frequency disturbances will be
sensitive to the state of the system. The results
described in the following paragraphs are consistent
with this viewpoint.

The transverse-current density is

0.01
0.5 1.0

1/T
1e5

FIG. 4. Reduced self-diffusion coefficient D* as a
function of 1/T*. Straight line emphasizes the change in
the temperature dependence of D* as the supercooled re-
gion is entered. D*=1 corresponds to D=8.76X10 4

cm /s.

J T(Q, t) = gV J (t)exp[iQ. rJ(t)],
N J

(2)

The Cartesian components of the wave vector Q
satisfy

where Vz is that part of VJ which is perpendicular
to Q. The transverse-current correlation function is

the barrier to diffusion is lower in the supercooled
region than in the higher-temperature region.
(Parenthetically, we note that this type of tempera-
ture dependence is observed for diffusion in crystals
with the Fluorite structure and is associated with a
change in diffusion mechanism. '

) The self-
diffusion coefficients of supercooled Lennard-Jones
and inverse 12th power potential liquids show dif-
ferent temperature dependence, albeit at constant
pressure rather than at constant density. For
these systems, the barrier to diffusion is higher in
the strongly supercooled region than it is in the nor-
mal liquid region. We shall examine this interesting
situation further in Sec. IV.

(4)

where I. is the length of the side of the periodic
cube and n is an integer. In this way, the periodic
boundary conditions are satisfied. For these calcu-
lations the wave vectors were chosen to lie along the
x, y, and z edges of the cube with n =1,2, . . ., 12;
The results for the three directions were averaged.
The time origins ~ were separated by 10ht and a to-
tal of 6000 time steps were employed. C(g, t) was

truncated at 200ht. The averages include both po-
larizations for each wave vector Q so a total of six
quantities go into the average for each time origin.

It is useful to write CT(g, t) as a sum of a single-

particle term and of a pair term, namely,

Cr(gt) (QV)r(t=)V&r(0&exP—[iQ [rt(t) rt(0)]f+QVt(t) V—e(0&exP[iQ [rt(t& —Fe(0)]f) .
J j+k

For the Q's of interest here, most of the time depen-
dence of the single-particle term is due to changes
in the velocity of a particle rather than due to
changes in position. So, if the normalized velocity
autocorrelation function P(t) were to be subtracted

from CT(g, t)/Cr(Q, O), the result would approxi-
mate the normalized second term in Eq. (5). The
result of doing this is displayed in Fig. S for the
T'=0.75 state. P(t) is shown in Fig. 6. These re-
sults are not specific to supercooled liquids but ap-
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FIG. 5. Distinct part of the transverse-current correla-
tion functions are shown as functions of time for the
T~=0.75 state. Cq{Q,t)=Cr{Q,t)/Cr{Q, t) P{t). »—rts
(a)—{f)are for Qi, . . . , Q6, respectively.

Cr(Q, co)= I dt CT(Q, t)exp(icot)

pear to be a general feature of transverse-current
correlations in liquids. Qualitatively similar results
may be obtained using the tabulated values for f(t)
and CT(Q, t) found in Ref. 23 for several liquid
states.

For small Q's, the collective parts are large and
longer lived than the single-particle part. As Q in-

creases, the collective part becomes less pronounced
and, for Q &Qs, become insignificant for time in-
tervals longer than the time required for a particle
to undergo a velocity reversing interaction. This
trend is consistent with the generally observed
feature that the dispersion relation for transverse-
current modes saturates at moderate values of Q.
This saturation reflects the dominance of the
single-particle part of the correlation function for
larger Q values. For this reason, we focus our at-
tention on the smaller Q's, specifically, Q & Qs.

It is the small Q, small co portions of

which exhibit significant changes as the tempera-
ture is lowered. These changes are illustrated in
Fig. 7 for ReCT(Qi, co). The spectra for co & 30bco
are effectively temperature independent.

The growth with decreasing temperature of the
low-frequency dip in ReCT(Q, co) is a reflection of
the increase of the shear viscosity of the liquid. A
wave-vector and frequency-dependent shear-
viscosity coefficient f(Q, co) is related to the
transverse-current correlations by

-=[—ico+Q r/(Q, co)/p]
C Q, t=0

where p is the mass density. ' ' In this formula-
tion Q~r/(Q, co)/p is the Fourier-Laplace transform
of the memory function for the transverse-current
correlation function. The arguments used to derive
the equations of generalized hydrodynamics indi-
cate that the long-wavelength, low-frequency limit
of f is the coefficient of shear viscosity.
Equation (7) has been solved for rt and the results
for T'=0.81 and T'=0.69 are shown in Fig. 8.
As the temperature is lowered, Ret) (Q, co) develops a
low-frequency peak which becomes more pro-
nounced at small Q's while the broad maximum in
Imrt(Q, co) becomes sharper and moves to lower fre-
quency. For frequencies greater than 20hco, the re-
sults are uninteresting in that there is very little, if
any, temperature dependence.

The trends in r/(Q, co) with increasing tempera-
ture are reliable although the explicit values contain
a considerable uncertainty because the process of in-
verting Eq. (7) to obtain rt(Q, co ) is quite sensitive to
any noise in CT(Q, co). It was for just this reason
that the relatively long runs were made.

Another way of considering the enhancement of
dynamical correlations is to examine the hydro-
dynamic length I, discussed by Jacucci and

1.0
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-0.5
40

Time t/h. t
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FIG. 6. Normalized, single-particle velocity time
correlation function for T~=0.75 is shown as a function
of time.

FIG. 7. ReCr{Q, co ) is shown as a function of frequen-
cy for (a) T~=0.81, (b) T*=0.75, and (c) T~=0.69.
Leo =0.153/r.
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FIG. 9. Hydrodynamic length /, as a function of tem-
perature for liquid rubidium. Horizontal dashed line in-

dicates the size of the cube to which periodic boundary
conditions are applied.

FIG. 8. Effective Q- and co-dependent shear viscosity

r)(Q, ro } is shown in arbitrary units as a function of fre-

quency for T*=0.81 (solid curves) and T*=0.69 (dashed
curves) for (a) Q„(b) Qq, (c) Q3, and (d) Q4. RerT is

shown in the left column and Imp is shown in the right
column. hco =0.153/v.

McDonald. In the long-wavelength limit (Q —+0),
the transverse-current correlation function decays
exponentially in time and ReCT(Q, ro ) has its max-
imum, for a given Q, at co=0. The hydrodynamic
description of fluctuations is limited to wave vec-
tors such that ReCr(Q, ro) has a maximum only at
ro=O. An upper limit for the largest wave vector
for which hydrodynamics applies may be deter-
mined by plotting the frequency of the maximum in

ReCT(Q, ro ) as a function of Q and then extrapolat-
ing to q„ the zero frequency intercept. The result-

ing hydrodynamic length

1, =2m /q, (8)

is a measure of the spatial extent of transverse
dynamical correlations. This length is shown for
five temperatures in Fig. 9. The two high-
temperature points were obtained using the
transverse-current correlation functions reported in
Ref. 23.

The results for ri(Q, ro) and for l, indicate that
both the range and the lifetime of the dynamical
correlations associated with the transverse momen-
tum current fluctuations increase significantly with
the amount of supercooling.

IV. DISCUSSION

The molecular-dynamics results described in Sec.
III show interesting variations with temperature of
some properties of supercooled rubidium. First we
examine the changes in the local structure of the
liquid as reflected in the pair distribution function

g, (r).
There are two types of changes in g2(r) which oc-

cur as the temperature is lowered. There is a "shar-
pening" of the structure which goes on in both
equilibrium and supercooled liquid states. There is
also evolution of the structure in the form of a shift
in the position of the first maximum of gz(r) to
larger r values. This occurs in the equilibrium
liquid but is not perceptible in the supercooled
liquid. These trends are evident in Fig. 10 where

bg =g2(T*,r) —g2(0. 81,r)

is shown for T~=1.1 (solid curve) and T~=0.69
(dashed curve). Recall that T~=0.81' is close to the
freezing temperature while T*=1.1 is an equilibri-
um state and T*=0.69 is close to the nucleation in-
stability region. The vertical line through the peak
of g2(0.81,r) in Fig. 10 emphasizes the point that
the position of that peak has stopped moving in the
supercooled liquid.

The pair distribution function represents the
average environment of a particle. In the super-
cooled region, the near-neighbor environment be-
comes more sharply defined in space but does not
shift its position as it does in the equilibrium liquid.
That is to say, the local environment stops evolving
(in the sense of a peak shift) once the freezing tem-
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FIG. 10. Change in g2(r) with changing temperatures
is shown relative g2(r) for T*=0.81 (lower curve) as
hg2{r)=g2(T~, r) —g2(60. 81,r). Solid curve is Ag2 for
T*=1.1 and the dashed curve for T*=0.69.

(e)

perature is reached and in the supercooled region
this fully developed liquid structure can only be-

come more sharply defined until crystallization in-

tervenes.
With this information in hand, the temperature

dependence of the self-diffusion coefficient may be
better appreciated. We have seen that, in the equili-
brium liquid, the local environment through which
a particle diffuses is evolving as well as becoming
more sharply localized as the temperature decreases.
In the supercooled liquid, only further sharpening
occurs. The saturation of the structure means that
self-diffusion occurs in similar environments for su-

percooled states of differing temperature. As a re-

sult, the temperature dependence of D is different in

the two regions.
This is to be compared with the high density

Lennard-Jones liquid where, for a range of equili-
brium liquid states, only the sharpening of the
structure of gz(r) takes place. This may be seen by
examining Fig. 11, where gz(r) is shown for a series
of temperatures for n~=0.85 which is close to the
triple point density. The freezing temperature is
T*=0.71. The Lennard-Jones potential is more
strongly repulsive than the rubidium potential so it
is not surprising that the evolution of the I.ennard-
Jones liquid structure is completed at lower densi-
ties and at higher temperatures than it is for rubidi-
u1Tl.

In terms of the discussion of the relationship of
the self-diffusion coefficient to gz(r), we would ex-

pect no sudden change in the temperature depen-
dence of B for the Lennard-Jones liquid. This is
indeed what happens as shown in Fig. 12 where D~

0 1.0
I'/a

2.0

FIG. 11. Pair distribution functions for the Lennard-
Jones fluid at a density of n*=0.85 are shown for several
temperatures: (a) T~=2.888, (b) T*=2.202, (c)
T*=1.273, (d) T*=0.88, (e) T~=0.719. These curves
were prepared using data from Ref. 28.

vs T* is displayed for rubidium (n~=0 95) an.d for
the Lennard- Jones (n *=0.85).

Now let us consider briefly the dynamical corre-
lations present in supercooled liquid rubidium. The

0.3—

1.0 2.0 3.0

FIG. 12. Self-diffusion coefficients for the Lennard-
Jones Quid at n*=0.85 (dashed line) and of rubidium
(solid line) as a function of temperature. Lennard-Jones
values were taken from Ref. 28 and were multiplied by
%48 so that both sets of values were reduced in the same
way.
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transverse-current correlations are significantly
enhanced in the supercooled region. The dispersion
relation for the propagating transverse mode was
used to determine the lower limit for the wave-
length of fluctuations whose decay can be described
by linearized hydrodynamics. This limiting length
was found to increase significantly with decreasing
temperature and to be larger than the size of the
cube to which periodic boundary conditions are ap-
plied. This growth in the spatial extent of the
correlation of transverse-current fluctuations is re-
flected in the increase in f (Q, co ) in the small Q and
~ region. It also means that one would have to go
to significantly larger systems before the long-
wavelength, low-frequency limit could be taken for
supercooled liquid rubidium.
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FIG. 13. First neighbors (4) of a particle located at
the origin are defined to lie within a sphere of radius R i

and the second neighbors (4) are defined to lie within a
spherical shell of inner radius Rl and outer radius R2.
Rl is taken to be halfway between the first and second
neighbors on a bcc lattice and R& is the position of the
first minimum of gz(r) in the liquid. Distribution of the
cosines of the angles Ol, 02 provide a three-body charac-
terization of the local structure of the system.

APPENDIX A

The thermodynamic condition for the coexistence
of the solid and liquid phases is that the Gibbs free
energy G (P, T) of the two phases be equal:

GI(P, T)=G, (P, T) . (Al)

C„
dS = — dT+ dV

T aT
~

(A2)

along an appropriate thermodynamic path using
molecular dynamics to determine the thermal prop-
erties.

The entropy for the liquid was obtained by in-
tegrating Eq. (A2) along a path from the ideal gas
to the liquid. This path started from n~=0. 1 and
T*=6.0, where the entropy for the ideal gas plus

This condition has been used to determine the freez-
ing temperature for the n*=0.95 isochore of liquid
rubidium. For this purpose, the model potential
was assumed to be density independent so the re-
sulting freezing temperature T~=0.81 applies only
to this model, not to the substance rubidium.

The entropy for the solid was obtained using lat-
tice dynamics in the quasiharmonic approxima-
tion for three temperatures for n*=0.95. Entro-
pies for other temperatures and densities were ob-
tained by integrating

r
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FIG. 14. Evolution of the temperature (4) and the
p= —1 value of the distributions of the cosines of neigh-
bor angles for first () and second (8) neighbors during a
quench experiment is shown. Final temperature is that
of the equilibrium solid. Scatter of the points is indica-
tive of the short-time fluctuations in local order since
each distribution point represents one "snapshot" of the
system. Distributions have the same, arbitrary norma1i-
zation and have a resolution of 0.04 in cos8.
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second virial coefficient contribution were taken as
the reference state. The path followed T*=6.0 to
n*=0 95. and then followed n~=0.95 down to
T~=0.6.

The Gibbs free energies

6 =E —TS+PV

for the two phases were constructed and Eq. (Al)
was satisfied for

T*=0.81+0.01, P =5.9+0.05,
n)* ——0.95, n,

*=0.98+0.005 .

The entropy and volume differences of the liquid
and solid imply a melting curve with slope of 59
bar/K. This is to be compared with the experimen-
tal value ' for Rb of 50 bar/K.

APPENDIX S
Nucleation of the crystalline state from a fluid

state quenched into the thermally unstable region
(the gap in the upper branch of Fig. 1) has been

studied by Hsu and Rahman. '6' The onset of the
nucleation process is signaled by an abrupt rise in
the temperature of the system. At the same time,
the three-body correlations for both first-neighbor
and second-neighbor sets undergo changes from
fluid to crystalline forms. The sets of first and
second neighbors are defined in the caption for Fig.
13. The signature of the crystal is a sharp peaking
in the distribution of p, the cosine of the angle
made by the neighbors, around p= —1 for both
sets 16j17,32

Typical results for the evolution of the tempera-
ture and of the p = —1 value of the cosine distribu-
tions during a quench are displayed in Fig. 14. The

p distributions were sampled every 200ht following
a quench from T*=0.74 to T*=0.53 and the tem-
peratures are averaged over 20ht. The changes in
the p distributions coincide with the change in the
temperature indicating that the temperature rise is a
diagnostic for the nucleation of the solid phase.
Temperature rise is the diagnostic employed in this

paper to monitor the stability of the system.
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