PHYSICAL REVIEW A

VOLUME 26, NUMBER 1

JULY 1982

Quantum theory of atom-ellipsoid scattering in two dimensions

S. Bosanac,
R. Boskovi¢ Institute, 41001 Zagreb, Croatia, Yugoslavia
(Received 12 May 1981)

The theory of atom-ellipsoid scattering in two dimensions is developed. The model is
typical of atom-molecule rotationally inelastic collisions. It is shown that the problem is
not suitable for the use of the standard techniques because of the presence of the hard
core in the potential and the semiclassical character of the system. In this article several
points are discussed: the choice of the proper technique for solving the problem, the con-
vergence problem of the perturbation schemes for the coupled multichannel equations,
forbidden transitions and features of the cross sections, and finally, the static limit of the

equations.

I. INTRODUCTION

Recent results of using a simple model or atom-
molecule scattering have contributed to our under-
standing of the rotational collision process."? In
such a model the molecule is replaced by a rigid el-
lipsoid in which case the classical equations of
motion can be solved exactly. By simplifying the
model even further, i.e., treating only the two-
dimensional problem, it is shown that very useful
expressions can be derived, relating the features of
the inelastic cross sections of the parameters
characterizing the ellipsoid.! Use of this formula
for interpreting the experimental results has shown
that such a model is valuable for analyzing the
cross sections in terms of the features of the poten-
tial surface.® Although such a model may not be
of use in all cases,* it stresses the need for properly
taking into account the topological properties of
the surface. Just for the sake of comparison, we
can mention the usual procedure in the theory of
inelastic collisions. The potential surface, for
homonuclear molecules, is given as an expansion:

V(r,8)=V,(r)+Vo(r)Py(1])
+V4(7’)P4(i\f)+ T,

(1.1)

where [and fare the unit vectors of the orbital
and rotational angular momentum, respectively.
Such an expansion implicitly assumes the spherical
topology of the target, i.e., the target is essentially
a sphere with the slight deviations, contained in
the terms with the Legendre polynomials. Now
this is not true (except few cases) and as we will
show in Sec. II, the expansion (1.1) contains hidden
dangers.
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To a great extent, the purpose of this paper is to
show explicitly why the topology of the system
should be correctly taken into account and how
this can be achieved. As an example we will try to
solve and analyze the two-dimensional scattering of
a particle on the ellipsoid, but the procedure is
more general, and even applies to three dimensions
with the relevant modifications. The basic con-
clusion is that once the topology of the system is
taken into account the other features of the poten-
tial surface, which are not due to the hard core,
can be treated as a perturbation.

Besides this problem, we would also like to give
a method for calculating the cross sections. Al-
though the model is restricted to only two dimen-
sions, so that the absolute magnitude of the cross
sections will not be given correctly, there are cer-
tain features which can be used for comparison
with experiment. For example, the classical two-
dimensional model’ predicts oscillations in the dif-
ferential cross sections. These oscillations are the
result of the intereference between two waves scat-
tered from the two orientations of the ellipsoid (see
Ref. 1 where this point is discussed and also Secs.
VI and VII of this paper). The spacing of these
oscillations carries the information about the topol-
ogy of the system, and the oscillations are essen-
tially unaffected by doing the proper three-
dimensional calculations.’

Working only in two dimensions greatly reduces
the mathematical difficulties. Therefore, we are
able to set up and analyze the equations in a more
explicit way. In some cases, e.g., the static limit,
we are even able to find the analytic solution of
our problem (see Sec. VIII). Much of the paper is
devoted to the discussion of different approximate
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schemes which also bears relevance to the three-
dimensional case, and also to the case of potentials
which are realistic, i.e., not hard-core types but
with some structure. In particular, we discuss the
weak-coupling limit and the static approximation,
which is a generalized analog of the sudden ap-
proximation.®

II. DEFINING THE PROBLEM

The Schrodinger equation for a system of a par-
ticle and a hard-core ellipsoid, in two dimensions,
is

82 1 ﬁ 82 _ 2
ar2+ 2662+Ia¢2 Y=(V—-kW, 2.1
where p is the reduced mass of the system and I is
the momentum of inertia of the ellipsoid. The
relevant coordinates are shown in Fig. 1. The po-
tential is either infinite or zero, depending on the
value of r and angle a=6—¢, and this relationship
is determined from the boundary of the ellipse. In
order to have the angle a explicitly in the kinetic
energy, let us transform (2.1) into

aZ aZ aZ
ar? 96? + 3a’

1
32 T2

=[V(r,a)-k2_]¢ , (2.2)

where from now on we will designate e=p /1.

FIG. 1. Geometry of the system particle-ellipsoid in
two dimensions. The particle P is coming parallel to the
x axis and approaching the ellipsoid from the left. If
particle P is at the distance r > 4 from the center of el-
lipse it will not observe the presence of the hard-core
potential. For B <r <A the particle will hit the hard
core at the intersection of the broken circle with the el-
lipse.

As the first attempt to solve (2.2) we can expand
the solution ¥ in the partial waves, and for two
dimensions this is

¢=2e”9+ij"¢1,j(r) . (2.3)
JJ

By replacing ¥ in (2.2) with (2.3) we obtain a set of
equations

d’ J 1)2
dr? 2 PLi= +ei2—k? @
+ 3 Vijirj Py j - 2.4)
i

It is easy to show that the matrix elements
Vyj.r,j are exactly zero for r > A. However, for
B <r <A the integration path « in

8.I,J’

2 C
? foﬂV(r,a)emu ~da

Vajsaj(n=

(2.5)

goes partly through the region where V is infinite
and partly through the region where it is zero.

The integration path is shown in Fig. 1 by the bro-
ken line. Therefore, (2.5) is, in general, infinite,
which also means that solving the problem of ine-
lastic particle-ellipsoid scattering runs into the dif-
ficulties if we use the cylindrical coordinates. This
is reflected in the fact that we have to solve a sys-
tem of coupled differential equations for which the
coupling matrix is infinite. In reality, the potential
is not the hard-core ellipsoid, but even so the larg-
est contribution to the matrix elements (2.5) comes
from the nonphysical, repulsive region of the po-
tential. As we have just shown, these problems are
artificial, arising primarily from the use of the
wrong method of expansion for ¢. Therefore, we
must use an alternative procedure to replace simple
partial-wave decomposition (2.3).

Before suggesting alternatives, let us look again
at (2.5). We assume that the potential inside the
ellipsoid is not infinite but has some large value
Vo. In that case, we can find the matrix elements
(2.5), and they are given by

Vo sinay(j' —j) L
Vajry =g Ssr—p [+ (=14,

(2.6)

where q is defined as the angle between the large
axis A and the point of intersection between the
circle of the radius 7 and the ellipse (see Fig. 1). It
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is easily shown that aq is a function of r. As we
have argued earlier, and from (2.6) explicitly, the
coupling matrix elements contain the part which
describes the nature of the scatterer [this is given
by the functional relationship a(r)], but every-
thing is scaled by an arbitrary large factor V.
This nonphysical factor is present, but not explicit-
ly evident, if one uses the expansion (1.1) for the
potential and single eigenfunctions of the rigid ro-
tor.

One alternative is to use noncylindrical coordi-
nates. Since the problem is always averaging the
potential over the one or several coordinates, the
new coordinates must be defined in such a way
that the equivalent of the radial coordinate is con-
stant on the surface of the scatterer. In our exam-
ple this is the elliptical coordinate system.” It can
be shown that, concerning the potential, the prob-
lem is now equivalent to the scattering of two
hard-core spheres with all the coupling in the ki-
netic energy. As a result of using the noncylindri-
cal coordinates, the problem becomes more compli-
cated but the nature of the difficulties is of a dif-
ferent sort. We do not get the infinite coupling
matrix; instead, the kinetic energy is complicated
but finite.

In order to preserve the simplicity of the kinetic
energy obtained with cylindrical coordinates, in
this article we will try another way to solve the
problem. We will combine the simplicity of the
cylindrical coordinates and at the same time take
into account the fact the wave function inside the
ellipse is exactly zero. To achieve this, let us no-
tice that in evaluating (2.6) the difficulty was in
the use of the functions e which did not distin-
guish between the region of infinite and zero po-

0 ag M-ap TW+Ag 2“'"(10

FIG. 2. Plot of the particle-ellipsoid potential for a
fixed r and variable angle a. For a definition of the an-
gles a and ag see Fig. 1. The standing waves X3 (line a)
and X, (line b) are formed in the potential wells, which
replace the angular eigenfunctions of the rigid rotor.

tential. Let us, therefore, plot the potential;
V(r,a), as the particle, would “see” it when going
through the full circle of 2. We find the square
wells with the infinite walls, as shown in Fig. 2.
For such a potential we can solve the eigenvalue
problem of the angular part of the Schrédinger
equation (2.2), i.e., we have to solve the equation

1 ? 2 @
r2

+e—+

=(V—=A X0 (2.7

subjected to the periodicity condition that Xf,, is in-
variant to translation a—a+27. We also impose
the condition that at points a=ag, T—ay, 7+ay,
and 27 —ay, the eigenfunction X2, is zero. The
normalized solution of (2.7), with such properties,
is

1 P mi
Xi‘ =——" |elaag; _ _
m ‘/’”___2(10 n 17-_.2(10 (a ao) @ (a—Pa 7T) , m 2 1 (2.8)
where @ = —J /(14+€r?). The symbol @ means that the term inside the square bracket is repeated in the

interval m4ap<a <27 —ay. Another solution of (2.7) is the same as (2.8) in the interval ay<a <7—a, but

opposite in the sign in the interval 7+ay<a <27 —a,. This solution of (2.7) is designated X7, .
Since the factor exp(iJ6) in (2.8) is well known for the total angular momentum, we will not write it from

now on so that (2.8) is simplified:

1
- V 1T—2a0

mi
T—2a,

iaa

X sin (a—ayp)

I+

& (a—a—m). (2.9

For m =2 the functions (2.9) are shown in Fig. 2. The corresponding eigenvalues in (2.7) are

_ €eJ? l+er? mir?
| +er? r?

m

(2.10)
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The functions (2.9) form a complete set, therefore we can write ¢ in the form
1 )
=5 S W @.11)
o me

where p stands for parity. However, X4, is now a function of two variables: a and r. Therefore (2.11) is
not equivalent to (2.3) but resembles the Born-Oppenheimer expansion.® Hence, by avoiding the difficulty in
using ¢”% as an expansion set, we had to introduce a set of angular eigenfunctions which were  dependent.

Another useful basis, which will be used in Sec. III, is defined as the eigenvectors of the operator d?/da?
subjected to the same boundary conditions as the solutions (2.9). This set is given by

1
X% = i - — ,
m —2a, sin —2ay (a—ap) | | ®(a—a—7), (2.12)
and the corresponding eigenvalues are
1+er? mir?

r (m—2a0)*

In Fig. 2. the curve b shows (2.12) for m =2.
We will need later the unitary transformation between the sets (2.12) and (2.9), i.e., a transformation ma-
trix with the property

X=TX". (2.14)
It is straightforward to show that the matrix elements of T are
2a’ ; 1 1 K
T =___et(1r/2)(a+m+n) _ sin _(a:+m +n) , (2.15)
mrte a*—(m—n? a*—(m+n)? 2
where
-2 -2
@lmgr 20 ___J T (2.16)
T 14+er T

III. NONLINEAR REPRESENTATION OF THE SCHRODINGER EQUATION

Replacing the expansion (2.11) in (2.2) we obtain a set of equations for ¢ ,,. However, such a procedure
becomes very complicated, therefore we will proceed in a different way. We will firstly transform (2.2) in
the basis X, given by (2.12). This is achieved by writing X in the form of expansion

__1 op i76
¢_ ‘/51—7_ J,mem#},me ’ (3])

and if such ¢ is replaced in (2.2) we obtain a set of equations for ¢4 ,,. Using the orthonormality property
of the basis X, we obtain

., J? 27 , , , 2iJ 27 F)
Pm _7¢m_)‘?n¢m+ 2 Pn fO X?,,XS da+2¢p, fo X?.,)(Sda-i-%% fO X(,)n Exgda =_k2¢m ’
n>1

(3.2)

where we have omitted the indices for parity (p) and the total angular momentum (J). The parity index will
become important in the derivation of the scattering amplitude.

The integrals in (3.2) can be evaluated analytically provided the derivatives of X, are calculated first.
After scme algebra we obtain for (3.2)
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where we have used the matrix notation. The ma-
trices E and C are

mn
Ep= {12 U H DD m
S P (3.4a)
mn
Crn= |tz (" 1h
S P (3.4b)

The integration variable r in (3.3) is defined in
the interval B <r <A and for the limiting values of
r the angle aq is ao(B)=m/2 and ay(4)=0. Some
of the coefficients in (3.3) are therefore infinite in
the limit r — B, which imply the initial value ¢ =0
for r =B.

The set of equations (3.3) is relatively complicat-
ed and we can simplify it by defining a new func-
tion y:

y =T+YT y (3.5)
where
Y 2% g B (3.6)
P T T 2, ¥ '

The unitary matrix T is defined in (2.15) and ¢ is
the regular solution of (3.3). There are several
reasons for using the function (3.5) instead of ¢
and @": (a) as will be shown in Sec. IV, the S ma-
trix is directly given in terms of y, similarly as in
the one-dimensional case.” Therefore it is more
natural to work with y rather than with ¢ and ¢’
separately, (b) the function y satisfies a set of the
first-order nonlinear equations, for which it can be
proved that it is numerically stable for integration.
Similar analysis shows that the set (3.3) is numeri-
cally unstable, with a very serious accumulation of
error in the course of integration, (c) the function y
is symmetric, thus reducing the number of equa-
tions for integration by almost a factor of 4, (d)
the set of equations (3.3) is very difficult to
analyze but the equivalent set for y is much
simpler.

To obtain the set of equations for y we proceed
as follows. We take derivative of Y in which case
we obtain

J? 4iJ 1
A Y . LA Co=—kp, 33
ALl S v g [ (3.3)
[
2ay
Y'=I+ (EY —YE)
T— 240
2 .
—y| Lo B € rly. @
r? r? m—2a,

In the next step we take derivative of y and obtain

2ay
y'=I+ |TH+T +———T*ET |y
T— 20
2a 5
— TYET —T*T' | —yp(A—k®)y ,
T—2ag
(3.8)

where A is the eigenvalue matrix (2.10) which was
obtained by transforming the angular part of the
Hamiltonian, present in the bracket of (3.7), into
the basis X. The notation in (3.8) is simplified if
we define a unitary matrix U by

U =exp[E In(m—2a)]T , (3.9)
in which case (3.8) is

y'=I+yUtU' —UtU'y—y(A—k¥y . (3.10)

In the Appendix we show how the product Ut U’
is calculated, where we also designate it by 7.

The set (3.10) is complex. We can make it real
by defining a diagonal matrix V:

V=UI+il")/V2, (3.11)

where I is the unit matrix and I~ has ones for the
odd indices and — 1 for the even indices. The
solution y can now be written as

y=UI—iI")ygI+il7)/2, (3.12)

where yg is now a real matrix. The set of equa-
tions for yp is

yr=I +yrmr —Mryr —YrR(A—k?yg , (3.13)

where the real matrix 7y is defined in the Appen-
dix. From now on the index R will be omitted be-
cause we will always refer to the set of equations
(3.13), if not stated otherwise. The solution of
(3.13) determines the S matrix for the atom-
ellipsoid scattering, as is shown in Sec. IV.



IV. SCATTERING AMPLITUDE

Because of the special nature of our problem, us-
ing the basis set (2.9) and two dimensions, we will
briefly outline the calculation of the scattering am-
plitude and the S matrix. By our assumption, the
incident wave is coming along the x axis, from the
negative to the positive values. Hence, far away
from the scatterer we have

¢m~e

ik, r+im'¢

ikmx+im¢+ fm m 8). &.1)

vy 2

Since the angle ¢ is not explicitly present in the
calculations, but rather the angle a=60—¢, the
scattering amplitude is given by

Fp m(8)=e™°f,. .(6) . (4.2)

It should be noted that the range of the scatter-
ing angle is not 0° < 6 < 180°, as in the three dimen-
sions, but is defined in the interval 0° <6 < 360°.

Let us now replace the plane wave in (4.1) by'°

e == 3 iHV(kr)+HP(kr)]e"

I=—w
(4.3)

where H{(z), j =1,2, are the Hankel functions.
We also write (4.2) in a partial-wave series

Fpm(0)= 2 edoFr{x m (4.4)

J=—0o

where F. .m are the partial-wave amplitudes.
The S matrix S,{, ' is now defined in an analogy
to the three-dimensional case

e—i(1r/4)

F, =
m,m (27Tkm')l/2

(S —Om,m") . 4.5)

Since outside the ellipse, i.e., for r > 4, the po-
tential is everywhere zero, the spherical waves in
(4.1) are the asymptotic limits of the free-particle
solution, therefore we replace e’*" by
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k eHm/ AV (k) | (4.6)

2

We have now all the essential quantities for the
right side of (4.1). To obtain now Sj, ,,', or the
scattering amplitude F,f,,,,,:, we must match the
right side of (4.1) with ¢ at the boundary r =A4.
Since J is a good quantum number, let us first pro-
ject the Jth partial wave from (4.1). We obtain a
set of equations

¢’ —una.l mH(Z) (k A)
m m
+;2H,_,,,,(k,,,,A)i1—'" —imagd, s 4.7)
por

where i), is the Jth partial wave of (2.11). From
(4.7) we can project out the m'th rotational state,
which is designated by

’ — 1 2 im'a
(m' |9 ) == [, dae™ Y (a,4), 48)

where the index for the total angular momentum
(J) have been omitted.

In general, the solution ¢, will not match the
right side of (4.7). Therefore we make a linear
combination of ¢, in such a way that the wave
function, and its deriative, is continuous at the
boundary r =A. In the matrix form, such a linear
combination is
20| PYU=i! "MHP \y(kpA)+i? ~MHSY \ (kp A)S

4.9)

and
2( |¢’>U=iJ_MiH(2) +iJ—-MiH(1) S
dr J—-M dr J—M» >

(4.10)

where M is a diagonal matrix with the elements
M,, ., =m. The matrix U is a linear transforma-
tion. If we replace ¢ in (4.9) and (4.10) by r ~'/%
then the S matrix is obtained

S =iMHO S ke ) ke HyY 0 HSV 3, ‘+——<|¢><|¢>—‘]'

X [l ()= —_kMH(Z) HPS

i~MH® (kyA)

(4.11)

where the overbar above the Hankel functions designates the derivative with respect to k4.
In the expression for the S matrix (4.11), we still have to evaluate the projection of the m'th rotational
state from ,,, given by (4.8). From the definition (2.9) of X%, and the expansion (2.11), the projection is
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, 1 27 im’
(m' ) =2=3 [ dac™ Xighn=3 Vv ,Fom (4.12)
Iz u

(4.13)

where the parity p is again introduced, defined in Sec. II. The matrix elements of ” can be calculated, and

or in the matrix notation
(|¢P)=0QP¢P,
they are
e
’ T (a@a+m) —n
where a = —J /(14+€A4?). Since Q7 is a transfor-

mation between the orthonormal sets

QPP t=I. (4.15)

At this point it is worth making a comment
about (4.11) and (4.14). We have implicitly as-
sumed that the expansion of the wave function is
in the basis (2.9). However, in Sec. III. we ob-
tained the radial equations for ¢ in the basis (2.12)
and later the function y, defined by the transfor-
mations (3.5) and (3.6). Therefore, we have to find
the connection between the S matrix (4.11) and the
function yg.

If we take the inverse of (3.5) and assume the
limit r —A, we obtain

2ay
y 1=T+gypy ' T— —>T+*ET, (4.16)
T
where @ is the radial equation corresponding to

the basis X,. The radial solution ¢, is related to ¢,
the radial solution in the basis X, by

po=Tg, (4.17)
hence (4.16) is

2a,
y I =T+T' 4 @p'p~ ' = —T*ET.  (4.18)
m

We can easily prove that E =(X,|Xp) and

\/I_Z n .
Q’,’,,‘,,z———z—zsm
T (a+m) —n

%(a +n—m)

(where Int represents the integer part of a number)
that the S matrix is

S=—jlj*, (4.26)

where the Jost function is

7 Int

ei(m/2@+n—m) o %(a +n—m)[1+p(—1"], (4.14)

;:: (Xo|X) in which case
y ' =@ (XX + (X [ X)X | X)
+ O X)X | X0 (Xo | X)) (4.19)
and from the unitarity of T, we find
y =T =X |X) . (4.20)

On the other hand, the matrix { [¢*)( |¢#) ",
which enters (4.11), is

()P 1=0F QP 1 P~ ' 0P |
(4.21)

where we have used
) =gy 4.22)

obtained from (4.13). Replacing ¢’¢~! in (4.21) by
(4.20), the final form for (4.21) is

PPy 1=y —lart . (4.23)

In the derivation of (4.23) we have also used the
completeness relation for X, and

QP QP+ QPP =0 (4.24)

obtained from (4.15).

Therefore, we have proved that the S matrix is
related to y ~!, through the transformation (4.23).
It can be shown, if we define a real (? by

[14p(—1)"], (4.25)

n+1
2

—
J=10%R 0 —kig i (R Tk
(4.27)

with the definition A"y = (kpA)' 2H Y py(kpA).
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Let us briefly discuss . The first index is the
rotational quantum number, while the second takes
on positive integer values. Therefore, the matrix
O” transforms the indices of the basis set X into
the observable states. The parity p determines
which matrix elements of (? are zero, i.e., which
rotational states are not present for a given parity.
From (4.14) we notice if the parity is positive that
all the odd rotational states are missing. Likewise,
for the negative parity, all the even rotational
states are missing. It follows that the S matrix is a
block matrix with no transitions between the states
of different parity. In other words, we can formu-
late the law of conservation of parity, and as a
consequence of this law only the even-even/odd-
odd transitions are allowed.

There is another interesting property of Q°.
Since the set of equations for ¢ is invariant to the
parity p, it follows that both even-even and odd-
odd transitions are determined by the same solu-
tion ¢. In other words, the matrix Q2 makes two
different “mixtures” of the same quantity: In one
case we obtain even-even and in the other case,
odd-odd transitions.

V. DISCUSSION OF yg

In Sec. III we have given a set of nonlinear
equations (3.13) which solve the problem of inelas-
tic collisions of a particle on an ellipsoid. The ap-
propriate S matrix is then given by (4.26). Let us
now discuss y. For simplicity we shall suppress
the index R in the equations.

The properties of y are determined by the quan-
tities 77 and A. In the matrix 7 there are two
terms: one coupling the odd-odd/even-even indices
and the other which couples the odd-even. A typi-
cal behavior of the matrix elements 7,, ,, which
couple odd-even indices, is shown in Fig. 3(a) by a
broken line. It is finite everywhere, being zero for
r =B, and acquiring some finite value for r =4.
On the other hand, the matrix elements of 7,
which couple the odd-odd/even-even indices, are
infinite at both ends [see Figs. 3(a)].

By taking r ~ B we find

1

~——F .
T~ 2—B " 6.1
and for r ~A4
172
1 A
L4 (5.2)
= | 42—B)A —r) ]

arb. units
arb. units

\TJoo

A )

B AT B A r

FIG. 3. Plot of typical elements of  and A. 7,,
represent elements which couple the odd-odd/even-even
indices of y, and 7, those which couple odd-even in-
dices. A4 is a typical element of A for m =4.

Although 7 is infinite at both ends, for » =4 the
elements show an integrable singularity. In other
words, by a simple change of integration variable r
to z=(A —r)!/?, we obtain a set of equations

dy _

dz
where the coefficients are all finite for z—0, hence
the system of equations is integrable at » =A4.

At the opposite end, i.e, for r =B, the solution y
can be represented in a power series

y=A+yA*+---, A=r—B (5.4)

—2z[I +yn—my—y(A—k?yl, (5.3

and if we notice that A,, is also singular

_(+eB*)(4*—B*) m’r* _,m?

A 5.
m 3B A B A (5.5
we obtain an equation for y
y=-(E—En—Lm2. (5.6)

2

The equation (5.6) can be solved by defining a uni-
tary matrix U which diagonalizes E (since E is an-
tisymmetric the eigenvalues are imaginary). In
that case

y=UTuUt, (5.7
where
[U*M?U],, ,
r,,,=—2—————"—, 5.8
m.n B 4+4€,—€, 5-8)

where €, are the eigenvalues of E.

In the equation (5.6) we can define 8 by replac-
ing y=(B/2)8 to obtain a set of equations indepen-
dent of B. The set of equations for § is infinite,
and can be solved by truncating the order of E. It
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turns out that the matrix elements of 8 are the

largest on the diagonal and all smaller than N2,
where N is the order of the truncated matrix E.
Therefore, the series (5.4) will be of little use for

A§N2> 1 (5.9)
or
4B B 172
N> 2B . (5.10)

7 | A(42—B?)(1+€B?)

which also gives a bound for the accuracy of the
series (5.4).

When the series (5.4) is no longer accurate, i.e.,
for the values of m larger than (5.10), we can use
another estimate for the diagonal values of y. Let
us assume that in such a case the zeroth-order ap-
proximation of y is given by

.Vr'n,m"l_mz%yrzx,m ’ (5.11)

and the solution is’

—. (5.12)

Therefore, for large values of m the diagonal y is
small. We will show later that the off-diagonal
elements of y are also small for large m.

Let us analyze more closely the matrix A, intro-
duced in (2.10). It is analogous to the channel en-
ergy matrix outside the ellipsoid, but is not equal
to it. The reason is that we use the basis set (2.9)
for describing the angular function of the rotator.
In the simplest case for J =0 we have at the boun-
dary r =4

14€4?
;Lm=";—2m2, (5.13)
which corresponds to the energy of rotating ellip-
soid E =em? if A is very large or if € is very large.
However, we always have inequality

2
1red” o em?, (5.14)

therefore, in principle, there are always fewer open
channels in the set of equations (3.13) than there
are energetically accessible. This fact is of impor-
tance for calculating approximate solutions. For
example, when € is very small we can describe a
large number of rotational transitions with a rela-

tively few coupled equations (3.13). In addition,
for € << 1 we notice that A is independent of J,
since we have

- 14e4?
" 14e4? A?

2
m2~eJ2+~':—2— . (5.15

Taking into account that in this limit % is also in-
dependent of J [see (A20) and (A21)], the solution
y is independent of J. All the J dependence of the
S matrix is in 2, and is therefore kinematic in na-
ture since the transformation Q is independent of
the details of the shape of the target. Such a limit-
ing case of y we will call the “static” solution,
since e=pu /I << 1 implies that the target is much
heavier than the incoming particle. From physical
intuition we would conclude that under such cir-
cumstances the incoming particle will not rotate
the target.

One of the disadvantages of the set of equations
(3.13) is the difficulty of how to formulate a per-
turbation scheme for solving them. The reason
can be explained briefly. Any approximate solu-
tion yg of (3.13) can be singular at a set of points
r. These values of r are also approximate com-
pared to the exact solution y. Simple analysis
shows that the correction to approximate solution
will be singular at the same approximate points,
determined by y,. Therefore, if the perturbation
scheme does not move the singular points at the
same time, the series will not converge to the exact
solution. Such a condition is difficult to fulfill for
the nonlinear equations (3.13). However, there are
cases when this problem does not arise. The most
obvious case is when the solution is not singular in
the interval of integration, B <r <A. For example,
this is the case when the wave vector is small, i.e.,
for low-energy collisions. This condition is also
fulfilled for A —B < 2w /k or, in some cases, for
large J when all the channels are closed or nearly
closed.

In all these cases we can proceed as follows. We
define a nonperturbed solution

PO =T —(A—kH ()2, (5.16)

which is a diagonal matrix. Assuming that 7 is a
perturbation, the first-order correction y'! is the
solution of a linear equation

(1’)’=,v(°)77—ny(m—y(m(k—kz)y(”

—y DA —k2)y O (5.17)

(y

with the solution
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r r
= fB dr'(ysY —ysOn,,  exp | — f,' dr' [y A — kD +90(A, —k)] ] , (5.18)
where it was taken into account that y =0 for r—B.
We can now discuss y in the limit when both indices m and n of y,, , are large. It was already shown in
(5.12) that p,, ,, ~O(1/m) and let us now show what the off-diagonal elements look like. If we recall that

y @112 Eq. (5.18) gives

vin~ J g g P exp [~ [ a2 A | (5.19)

and since A}/ is large, most of the contribution to
the integral comes from the vicinity of r'=r.
Therefore, asymptotically we can estimate

Yo ~0((m +n)"2) . (5.20)

In the limit for large m and n the off-diagonal ele-
ments of y go to zero faster than the diagonal ones.
This fact is important when deciding where to
truncate the set of differential equations for y. In
general, we notice that at least the open channels
should be included in the set of equations for y, be-
cause for the closed channels there is the estimate
(5.12) and (5.20). From (5.13) we obtain the
number of channels required for numerical integra-
tion of y:

m=kA(1+e4%)~12 . (5.21)

For small € this number is considerably smaller
than the number of physically open channels, as
was discussed in (5.14). However, the estimate
(5.21) may not always be true, such as in the case
when A —B ~0. This point will be discussed in
Sec. VL.

VI. S MATRIX AND THE CROSS SECTIONS

Having discussed y in Sec. V, let us now turn
our attention to the S matrix given by (4.26). It
was shown that the S matrix was determined by
the Jost function

J =10kt 'h s ki 3 Vea "Ry g (6D

where the relevant quantities were defined in Sec.
V. Since y and ) are real, and the only complex
quantity in the bracket of (6.1) is the diagonal ma-
trix of the ratio of two Hankel functions; the S
matrix is a block matrix. It can be shown that the
submatrix corresponding to the open channels, i.e.,
the channels with k2—em?2>0, is unitary. The
submatrix corresponding to the closed channels,
i.e., the channels with k2—em?2 <0, is a unit ma-

—
trix, while the submatrix corresponding to the
open-closed channels is exactly zero. Therefore, we
pay our attention to only the open-channel subma-
trix.

As we have mentioned, there are m =k /V'e
open channels. However, among them there are
channels which have very small transition proba-
bility, and in the classical limit they are forbidden.
Such transitions can be deduced from (6.1). For an
arbitrary J we notice that the ratio of the Hankel
functions in (6.1) is complex for

|J—m | <A(k’—em?)'/?, (6.2)

otherwise it is almost real. Therefore, the S matrix
for the open channels is also a block matrix: one
block corresponding to the allowed transitions,
with the dimension given by (6.2), and the other
which represents the forbidden transitions. The
third block, with the mixed indices from the two
previous blocks, is almost zero. The estimate (6.2)
gives an upper bound for the allowed transitions
and is purely kinematic in nature. To explain this,
let us notice that the total angular momentum J is
conserved. Therefore, if the ellipsoid is in the mth
rotational state the maximum possible orbital an-
gular momentum can be /,,, =A4 (k?—em )12 and
their sum must be J, which is exactly the condition
(6.2).

We can obtain the maximum kinematic bound
for the allowed transitions. Let us first notice that
all the allowed transitions are observed for
6=180°. In Sec. VII we will show how to calcu-
late the approximate deflection function for the
transition my—m. From there we can deduce that
for J =mk /[k +(k?—em?)!/?] and m=0, the de-
flection angle is 6= 180°. Therefore, if J in (6.2) is
replaced by this value, we find

m/[k +(k*—em?)'?*] <4 , (6.3)

and one can show that this bound is always greater
than the dynamic bound’

m <2k(A —B)/[1+€(4 —B)] . (6.4)
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Therefore, the kinematical forbidden transitions
have no consequence on the rotational transitions.

Let us now look at a particular example of near-
ly elastic collisions, i.e., the most dominant mode
of scattering is the elastic channel. Such a case is
usually referred to as the weak-coupling limit.
Physically, this will occur if 4 ~B, i.e., the target
is almost a sphere. However, 4 ~B does not imply
a small number of inelastic channels, since the
scattering energy should also be taken into account.
To determine the proper condition of validity for
the weak-coupling limit, we can use (6.4). It was
mentioned that the weak-coupling limit is applica-
ble for the case when there are few inelastic chan-
nels. In the simplest case of one allowed transition
0—2, the limit (6.4) gives

k—(k*—4e)'? 1
Ko =%
2€ ~k
where in the last step we have assumed that € is
smaller than k2. Therefore, the weak-coupling
limit is applicable to the cases when A=A —B is
equal to or smaller than the wavelength of the in-
coming particle, having the reduced mass of the
system.
If the condition (6.5) is fulfilled, then y is ap-
proximately (5.4), hence small. In such a case, the
S matrix is

A=A —B= (6.5)

|.
S ~h (]2) Mh (]1) nll + l_knll/2h (y” n[lx(lyﬂknll/zh (]1) nll .
(6.6)

However, things are not that simple. If we recall
from Sec. V that v, given by (5.7), has diagonal
elements of the order m? (the off-diagonal ele-
ments are smaller) and that the matrix elements of
Q are of the order Q,, , ~O(k —1), it is easily de-
duced that the sum QyQ is not convergent. How-
ever, for m larger than (5.10), the elements of y are
no longer given by (5.4) but are proportional to

m ~!. Therefore, the sum in Qyﬁ stops at m =N,
where N is given by (5.10). This is, at the same
time, the number of basis functions required to
achieve convergence in y. For A ~B in (5.10) we
obtain

N ~4B/{mA[2(1+€47)]'?} , (6.7)

which gives the impossible result that for

A —B—0, we require an infinite number of equa-
tions for a good description of the S matrix. If we
compare the estimate of convergence (6.7) with the
estimate (5.21), we notice that for a certain value
of A, the estimate (5.21) is no longer valid. We

easily find that the turning point at which this
happens is

A<1/k, (6.8)

which is also the condition for the weak-coupling
limit.

The reason why the method fails for the weak-
coupling limit is understandable (it actually does
not fail but becomes inconvenient). If we analyze
the way the problem of atom ellipsoid is solved, it
is essentially the adiabatic method. It is well
known'! that such a method is complementary to
the weak-coupling limit (sometimes the former is
also referred to as the strong-coupling limit). In
other words, the strong-coupling theory replaces
the weak-coupling theory, when the latter fails and
vice versa. Therefore, the method suggested in this
work is not expected to be convenient in the weak-
coupling limit. Another qualitative explanation
why the weak-coupling limit is so inconvenient in
our model will be given in Sec. IX.

A few typical examples were calculated to illus-
trate the theory. In our calculations we neglected
the odd-even coupling elements in the matrix 7.
When they are included, the cross sections do not
change significantly.

Figure 4 shows the differential cross section for
A=2,B=109, e=1, and energy k?>=2004 ~2.
This is an example of the weak-coupling limit
since the inelastic cross section is much smaller
than the elastic one. It should be pointed out that
at this energy there are up to m =14 open chan-
nels, however, from (6.3) we find that only the

ale)

s
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FIG. 4. Cross sections for 4 =2, B=1.9, e=1,
k?=2004 ~2 The elastic differential cross section is
symmetric with respect to 6— — 6. The fast oscillations
in the 0—0 transition are due to diffraction scattering.
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FIG. 5. (a) Cross sections for 4 =2, B=1.8, e=1,
and k2=2004 2. (b) Cross sections for 4 =2, B =1.8,
€=2, and k*=4004 ~2. In both graphs the elastic cross
section for 6> 0 is not shown because it is mirror image
of 6<0.

0—2 transition is allowed. The calculation indeed
shows that 0—4 is negligible. As expected from
the classical calculation,' the inelastic cross section
is small in the forward direction, which is also
clearly shown in Fig. 4.

By taking different parameters: 4 =2, B=1.8,
e=1, and k?=2004 ~2, the inelastic channels be-
come significant, as shown in Fig. 5(a). The pat-
tern of the cross sections changes and becomes
more complicated. For these parameters, the max-
imum classically allowed transition is 0—4, while
the number of open channels is as before, i.e.,

m =14. If the energy is increased to k*=4004 ~2
and for e=2 (for these parameters there are

m =14 open channels and the transition 0—6 in
maximally allowed), the picture changes further, as
shown in Fig. 5(b). The elastic cross section oscil-
lates while the inelastic 0—2 transition shows a
clear maximum. The position of the maximum is
predicted in the classical model and is indicated by
an arrow. The agreement is not very good but one
can argue that since the position is determined
from the classical model, and this is quantum cal-
culation, there should be some discrepancy. The
source of oscillations will be discussed in Sec. VII.

If the difference 4 — B is increased by taking the
parameters 4 =2, B=1.5, e=1, and k?=2004 2,
the maximum classically allowed transition is
0—10. In Fig. 6 the cross sections are shown for
all transitions, including one classically forbidden
(0—12). Again the arrows indicate the classical
positions of the first maxima in the forward direc-
tion. We may notice further increase in the com-
plexity of the cross section.

Finally, let us discuss the € dependence of the
cross section. In many physical cases € is small,
therefore there is a large number of open channels.
However, as we have already pointed out, only a
small part of them is actually accessible in a tran-
sition from the state m =0. The classical model
gives for the maximum transition
0—m =2k (A —B)/[1+€(A —B)?*], which is
indeed a small fraction of m =k /V'e, the number
of open channels. In fact, if €=0, there is an in-
finite number of open channels but there are only
M max =2k (A — B) accessible, or classically allowed,
transitions from m =0. Let is now assume that €
is small but not equal to zero. The number of ac-
cessible states will decrease, compared with the
case e=0. We expect that if this decrease is not
greater than Am =2, the differential cross section
does not change appreciably. To support this, let
us first notice that since Am =2 is the minimum
quantum of transition, the difference 4 — B is un-
determined by an amount' 8(4 —B)~#/k. There-
fore, the argument also applies to € but we will put
it the other way around: What variation in €
causes the change in the allowed transitions small-
er than Am =2? Within this variation of € there
will be no apparent change in the cross section.

To answer the question, and assuming that initially
€=0, we must solve the equation

2k(4 —B)

2=2k(A —B)————— . (6.9)
14+€(4 —B)
The solution is
e=+, A=A —-B. (6.10)
A“kA—1)

This result can be used in practice. For exam-
ple, if for a certain system € is very small, the
minimum number of equations one has to solve to
obtain the cross sections is n ~4k. However, with
the value of ¢, given by (6.10), this number is
n~Ak /(1+€4%)!/2, which can be much smaller
than n ~Ak. At the same time we are sure that
the cross sections will not be appreciably different
for the two values of €. The test calculation was
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FIG. 6. Cross sections for 4 =2, B=1.5, e=1, and k?=2004 ~2. The transition 0— 12 is classically forbidden.
However, due to the uncertainty principle we observe small contribution. The arrows indicate the position of the classi-

cal position of the rotational rainbow.

performed for the parameters 4 =3.975,
B =3.286, €=0.03375, and k2=177.44 ~2, which
are the parameters for the He— Na, system.'> The
minimum number of equations, per partial wave, is
n =42. The number of open channels is
M open =72, and the maximum accessible rotational
state is m,,, = 18. However, by changing € to
€=0.2, the maximum accessible state becomes
m pax = 16, but the number of equations is n =25.
Calculations for both parameters are presented
in Fig. 7. and the difference in the cross sections
between the two values is approximately the thick-
ness of the solid line. Calculation with the value
€=1 is also shown in the same figure with the
crosses. For the transitions up to 0— 6, the change
is not drastic; however, for larger transitions the
deviation is very apparent.

VII. SEMICLASSICAL LIMIT

In the analysis of the inelastic collisions it is im-
portant to have a tool which offers a simple ex-
planation of the features of the cross sections. In
Sec. VI we have shown a few examples of the cross
sections which need explanation. In fact, we
would like to make a similar analysis to Ford and
Wheeler’s work!? for a single-channel case, but
generalized to multichannel processes. Formally
speaking, this is achieved by taking the limit #—0
in the Scrhédinger equation and then analyzing the
solution in terms of some classical phenomena.

There are two approaches to obtain the semiclas-
sical limit: (a) the Feynman method of path in-
tegrals,*~ !¢ and (b) the asymptotic solution of dif-
ferential equations.’~2° For our purpose we will
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FIG. 7. Cross sections for 4 =3.975, B =3.286, €=0.03375, and k>=177.44 ~2 The parameters describe the
He—Naj, system at this energy. The cross sections for e=1 are shown by the crosses. The arrows indicate the classical

position of the rotational rainbow.

use both methods but the emphasis is on the
asymptotic solution since we work with multichan-
nel equations.

As we have already mentioned, the semiclassical
limit is obtained by taking ##—0. Among the
schemes to obtain this limit is also a semiclassical
perturbation method,!! which is in the first order
of perturbation gives very good results. In this
method we can take the limit #—0, therefore it
would appear that it is suitable for analyzing the
rotationally inelastic collisions. However, this is
not so because in the semiclassical perturbation
method we make an important assumption: The
coupling matrix 77,!' which is defined in the same

way as 1g in (3.13), must not depend on #. In ro-
tationally inelastic collisions this assumption is not
valid. Let us briefly explain the reason why. The
channel energy of the rotor is k2 =k*—em?, and
we notice that in the limit #—0, the number of
open channels increases as #~! (the wave number k
increases as 7~ and € is # independent). There-
fore, the number of equations in (3.13) also in-
creases as #~! which is obvious from the relation-
ship (5.21). This would not be a big obstacle if the
matrix 7 is not dependent on #. However, for the
rotational excitations, the 17 matrix is proportional
to the E matrix, defined in (3.4a). It is easily
shown that the coupling between two neighboring
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channels m and m +2 is proportional to m. Hence
the 1 matrix depends on % as n~#~".

Let us look at a particular case when some in-
formation on the semiclassical limit can be ob-
tained. The inelastic S-matrix elements are
“sandwiched” between two Hankel functions

Smom=h32m )" T i (7.1)
where T,{,O,m is the ratio of two matrices defined

by (4.27). In some cases, the function T’{'oﬂ" is
slowly varying with J, e.g., the weak-coupling lim-

it. The variation of the phase of the S-matrix ele-
ments is, therefore, entirely determined by the
phase of the Hankel functions. Hence

arg(Sy, ,m Y =arg[H\® ,,(knA)]

—arg[H,“_)mO(kmoA)] . (7.2)

and if one assumes that the argument of the Hank-
el functions is much larger than the order, we can
write?!

J—mo+i[A%kpy —(J —mg)*]'?

arg[H}" (K Al~i[A%kp —(J —mo)]'2—(J —mg)In . (1.3)

In analogy with the elastic collisions, we can
now associate the derivative 9 arg(S,f, om )/3J with

the scattering angle 6, for this transition. Tak-
ing into account (7.2) and (7.3), we find

J—mg J—m
1 -1
T +eosTI o

Omgy,m =COS™ (7.4)

For small J and m;=0, the expression (7.4) simpli-

fies and is

2J—m
Ak

Oo,m ~m— (7.5
which is exactly the scattering angle in the classi-
cal model!

2
6 =
Oym =~ A

m

b=

(7.6)

if the largest parameter b is replaced by J /k. 98{,,,
was derived under the same assumptions as 6 ,, in
(7.5).

Therefore, in the weak-coupling limit we have
obtained a partial semiclassical solution of our
problem. There still remains the problem to calcu-
late T,{,o, m but under certain assumptions, dis-

cussed in Sec. VI, this can be done within some
perturbation scheme. Otherwise one has to solve
(3.13) numerically.

Strictly speaking, there are two deflection func-
tions, as discussed for the classical model,! each
corresponding to a different orientation of the el-
lipsoid relative to the incoming particle. Since in
solving the Schrodinger equation we have taken
out this coordinate and replaced it by the potential

Ak,
0

[

matrix, we have lost all the information about the
correlation between the deflection angle and the
orientation angle of the ellipsoid. Hence, the exact
deflection function in our calculation will be some
average of these in the classical model. Under very
special circumstances, these two coincide, as shown
earlier. This can be explained most elegantly
through the use of the Feynman path integrals.

Let the phases and the normalization for the two
trajectories be (8;,8,) and (N,N,), respectively.
Then the S matrix is

id 5
S:lo’m =Nl—1/2e' 1+N2—l/2e' 2 , (7.7)

which must be compared with (7.1). We find the
relationships

| Smm | P=NT 4+ N5 £ 2(N Ny) ™2 cos(8,~6)
(7.8)

and

. NI_V2 sinSIJer_”2 sind,
N2 c0381+N2_”2 cosb,

(7.9)

arg(S,{,o,,,, )=tan

The normalization constants are slowly varying
functions of J, because they are essentially given by
the Jacobian, which only depends on the canonical
properties of the coordinates. Furthermore, the
numerical calculations show that for some values
of J, the modulus of S,{,O,m is small, almost zero.

It can be shown that this is only possible if
N,;~N,. Hence, we can write for (7.8)
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FIG. 8. Deflection functions for the transition 0—2
in the system from Fig. 5(a). The exact deflection func-
tion ( ) is an average of the two classical (O). The
approximate deflection function (----) of the S matrix in
the weak-coupling limit is a very good approximation of
the upper classical deflection function.

8,—8,
IS'{‘O’"' | 2~4N2cos2——2~
The deflection function can also be obtained. As-
suming (N, /N,)!/?=x =1+v, where v is small,
we obtain

(7.10)

(1) (2)
emo,m +9m0,m

emo,m“’ )
(0 O} ) +O (),

4 COSZM

(7.11)

where OE,I,()) .m and 0‘,,1[)),,,, are the classical deflection

functions. In the derivation of (7.11) it was as-
sumed that | cos(8,—8;)/2| >>v. For
cos(8,—8,)/2~0, we find another form of 6,, :
g2 _gl
mao,m maom
Omgm ~————— . (7.12)
v
Therefore, whenever the modulus of the S-matrix
element goes through the minimum, the deflection

function undergoes rapid change. In all other
cases, the deflection function is nearly an average
of the two classical funtions, as shown by (7.11).

To illustrate the theory we have calculated three
examples of deflection functions. In Fig. 8 the
parameters are A =2, B=1.8, e=1, and
k2=2004 2, and the deflection function is for
0—2. The circles indicate a few points of the two
classical deflection functions. The broken line is
the deflection function (7.4), which is a very good
approximation to the upper classical deflection
function. The full line is the true deflection func-
tion from our calculations.

In Figs. 9(a) and 9(b) we show that the deflec-
tion functions for an ellipsoid with the parameters
A=2,B=15,€e=1, and k?=2004 ~2, for the
transitions 0—2 and 0—6, respectively. Again the
broken line represents the deflection function (7.4),
which is also a good approximation to the upper
classical deflection function (circles). The exact
deflection function is an average of the classical,
except for the singularity near J =23 in Fig. 9(a).
The source of singularity was explained earlier.
The erratic behavior of 6,,  in Fig. 9(b) for
J > 25 is of no importance since in this region the
modulus of S}, om i small.

The approach, which was just described, explains
qualitatively the source of broad oscillations in the
differential cross sections. They come from the
phase difference between the two paths. Physical-
ly, this can be seen as the interference of two
waves: one scattered from one orientation of the
ellipsoid, and the other from the other orientation.
The “optical path” difference will cause oscilla-
tions in the cross sections.

The semiclassical limit which we have discussed
so far still does not answer the basic question:
What is the solution of the scattering problem in
the limit —0. We have only pointed out some of
the difficulties: failure of the standard perturba-
tion techniques for solving coupled equations due
to the semiclassical nature of the coupling equa-
tions due to the semiclassical nature of the cou-
pling matrix, and then the loss of information
about the system if the angular part of the poten-
tial is averaged in the angular basis set. Because of
the last point we were also unable to analyze the
rotational rainbows, which were analyzed within
the infinite order sudden (IOS) limit.>~2* Howev-
er, in one particular case we can find a closed form
for the scattering amplitude, from where we can
also obtain the semiclassical limit. This is shown
in Sec. VIIL.
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FIG. 9. Deflection function for transition 0—2 and 0— 6 of the system from Fig. 7. The exact deflection function

(

) follows the approximate formula (7.11) very well. The singularity in the 0—2 deflection function is explained

in Eq. (7.12). The circles (O) and the broken line are explained in Fig. 8.

VIII. STATIC SOLUTION

The biggest source of difficulties is incorporated
in the use of the cylindrical coordinates. We have
pointed out in Sec. II the reason why we use such
coordinates for obtaining the multichannel equa-
tions. However, we pay the price that the resulting
equations are difficult to solve, except numerically.
An alternate choice would be the use of the coordi-
nate system appropriate to the topology of the po-
tential. To illustrate this point, let us show that
the problem of inelastic scattering on an ellipsoid
can be solved in a closed form provided we use a
different coordinate system. The problem is solved
in the limiting case e—0, i.e., the static approxi-
mation. This derivation does not imply that for
€0 the solution is also simple. It only shows the
relevance of the use of appropriate coordinates in
order to obtain a meaningful set of equations.

We have noted in (6.10) that within certain
bounds of €, the cross section does not change ap-
preciably. Therefore, for the system for which € is
small and less than (6.10), the cross section will not
change if we take e=0. Such an approximation
we have already named the static approximation,
although it is also known as the adiabatic approxi-
mation.?

Since the topology of the system is entirely
determined by the potential, which is the ellipsoid
in our case, let us transform the Schrodinger equa-
tion into the elliptical coordinates,” which are de-
fined as

x = %chp cosf, y =%shp sinf3,
(8.1)
a =2(A2_BZ)1/2 ,

and (2.1) is



1 |3y | _a
Ho—eodd |t T g [T 4KV 62

The potential is not explicitly given in (8.2) since
it is replaced by the boundary condition =0 for

- _.‘_lnA_ﬂ
P=Po=73 A—B :

A general solution of (8.2) is

¥=2 aSen(B)[Jem(p)—TeymNey(p)]+(e—0) ,

(8.3)

where the symbol (e —o0) means that in the term
preceding it, e, is replaced by 0. The periodic
Mathieu functions are designated by Se,,(B) and
S0,,(B),%® while the radial Mathieu functions are
Je, (p), Ne,,(p), Jon,(p), and No,,(p). The quanti-
ties Te,, and To,, are defined as

_ Jem(po) _ Jom (po)

=" To,= : 8.4
Em Ne,, (po) 0 NO,,, (po) ®4

The ellipsoid in our problem is fixed so that the
major axis is along the x coordinate. The incom-
ing plane wave is

%zeik(x cose+y sina) (8.5)
N
172
) _ 2_17. —iln/4) Sem(a)
fla;B)= . e % M Se (B)

i—Te,,
+ Te,,
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which represents the wave traveling at an angle a
with respect to the positive x axis. Far away from

the fixed ellipse, the scattered wave function is
eikr

Y~to+ Ve fla;B), (8.6)

where a is the parameter from (8.5). The plane
wave (8.5) can be represented in terms of the
Mathieu functions®®

Se,, (a)

¢o=\/§r2e""'”’"'—MTSe,,,<B>Je,,,<p)+(e—»o> ,
m m
(8.7)
while for the scattering amplitude we write
fla;B) =7, fm(a)Se,(B)+(e—0) . (8.8)

Taking the limit p—0 and equating the coeffi-
cients with exp(ikr) and exp(—ikr) on both sides
of (8.6), we obtain a set of equations for fy, and
fo. The solution of the equations is

172 .
fe(a)= 2 it/ Sem(@) | [ —Tep 1
" k M:  |i+Te, ’
fml@)=fn(e—o0), (8.9)
and the scattering amplitude is
—1|+(e—0). (8.10)

Let us now write (8.10) in the form which resembles the inelastic scattering amplitude (4.1). To achieve
this, the Mathieu functions in (8.10) are written in the form of expansions in trigonometric functions:

Sen(@)== 3 BE(m)(e®ye=ma)(14(—1ym+m)
n=0
(8.11)
SO,,,(a)=4li S Bom)(e —e=ina)[ 1 4(—1y"+"] .

n=1

Replacing the Mathieu functions in (8.10) with their representation (8.11), the scattering amplitude takes
the form

172
1|27 —i(w/4) iav —iavy(,iBu —iBu\pe
flaB)y==|==| e '™ 3 (e"te )P teBFy
4|k 1, v=even Y
1 (2 172
A e e—iln/4) 2 (eiav—e‘ia")(eiﬂ"—e—iﬂ“)Fzv+(“‘lv=0dd) s (8.12)
4 k p,v=even '

where the last term indicates that the summation index takes the odd values. The functions F}, , and F, ,
are defined as



300 S. BOSANAC 26

B(m)B,(m)

i —Te,, {
i+Te,, o

L J—
F}lyV - 2 Me
m =even m

(8.13)
FZ_V=F;’V(8——>0) ,
and similarly for u,v=o0dd, the summation index m is odd.

The angle a in (8.12) is not the conjugate variable of the rotational quantum number j, and B is not the
true scattering angle 8. For p— o they are related through the set of equations

¢=—a, 6=B—a, (8.14)
therefore the scattering amplitude is now
172
f(¢;9)=% %f’— e~/ Y oMo IV _F ) +e Y TH(FL 4+ Fp )]
p,v=even
12
1 |27 —i(m/4) —iplp , idlu+v)( e 0 —iglv—p) e 0
i > e e (Fp,,—Fp,)+e (Fpv+Fp )]+ (p,v—odd) .
K,v=even

(8.15)

Let us now associate z with J and the linear combination of x and v in the exponent with j, the rotational
quantum number. The first summation in (8.15) therefore goes over the positive and even J and the second
goes over the negative and even J. Let us now project out the jth rotational state in (8.15). It is found that
the j =0 component of f(¢;6) looks like

172

2T i
e i(mw/4)

. : (8.16)

f0(9)= FS,O_F8,0+2(F;,;L +Fz’#)COS‘LL9
u

1
2

while for the j =even and j >0 we have

172 .
112 . ® . J .
1O= || e S AR g P+ Z e = Fly)
= n=
+3 e HUF, i+ ,‘1,#_,)] . (8.17)
u=j

Similarly we obtain f;(6) for j <0 and j =even:

1 ) 1/
(O)=— | <™
Ji 4 | k u,—p—j)

2
—i(r/4) | N —iu Lo
¢ [2 MU ey Fes)+ 3, MGy F
- fram

+ 2 eme(F;et,uH +FLp+j)

st (8.18)

The projection to any odd j is exactly zero. We
can now associate f;(0) with the scattering ampli-
tude for the transitions 0— j, since the input chan-
nel, given by (8.5), describes the rotor with j =0.
From the fact that f;(6) for j=odd is zero, we
have also proved that the 0—odd transitions are
forbidden.

Generalization to any initial rotation state j, is
trivial: The incoming wave should have a factor

exp(ijo¢) from which it follows that the function
F},, and F}, , should include the factor exp(ijod).
It can be easily shown that in such a case the
scattering amplitude satisfy

Fiosi(O)=Fo,j-1(6) . (8.19)

The derivation of the scattering amplitude in the
static limit, and specially the fact that a closed



form was obtained in (8.16) —(8.19), show the
relevance of using appropriate coordinates to take
into account explicitly the topology of the system.
The topology is determined by the hard core of po-
tential. We have shown in the previous sections
how this problem was solved in the cylindric coor-
dinates, and found that even in the simple case
€=0 the problem could not be solved in a closed
form. It should be pointed out that the difficulty
with the weak-coupling limit is also partly due to
this fact, since the only way to solve the problem
in the cylindrical coordinates is to use the adiabatic
basis. It does not mean that for €40 the problem
is also easy to solve in the elliptical coordinates.
The advantage which we have in the static approx-
imation is that the kinetic energy operator of the
rotor is exactly zero, due to €=0, In general, when
€50, the transformation of this operator into the
elliptical coordinates is the most complicated part
of such an approach.

IX. CONCLUSION

The aim of the present work is to give insight
into the nature of inelastic collision processes for
rotations. The theory assumed a simple two-
dimensional model, in which a particle was scat-
tered by a hard-core ellipsoid.

It would be appropriate to ask what is the
relevance of the model to the real potentials. First,
the model will certainly not reproduce the features
which are due to the details of the potential, such
as the attractive part of the potential. The attrac-
tion causes two effects: rainbows and resonances
(orbiting) which are definitely not observed in our
calculations. However, for high-energy scattering
such details can be neglected, and the incoming
particle only observes the hard core, which deter-
mines the topology of the system.

For the real potentials one can also define the
weak-coupling limit, when the distorted-wave ap-
proximation gives good results. We have shown
that within the hard-core ellipsoid model this is
not possible. The explanation can be given with
qualitative arguments. The weak-coupling limit
assumes, among other things A ~B. Let us sup-
pose that for 4 > > B we draw a similar picture
as in Fig. 2, but for the real potentials. Usually
one does not find infinite walls between the regions
of zero potential. The smaller the difference
A — B, the lower the barrier is between these two
regions. For a very small 4 — B the height of the
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barrier can be negligible in which case the angular
wave function of the Hamiltonian will be approxi-
mately that of the rigid rotor. Therefore, the dia-
batic representation, i.e., the representation in
which the eigenfunctions of the rigid rotor are
exp(im¢@), will be the most suitable one. It is obvi-
ous, if the difference 4 —B is increased, the diabat-
ic basis goes continuously into the adiabatic.

The property of the diabatic basis is that the
eigenfunctions, and their derivatives with respect to
¢, are continuous for all ¢. On the other hand, for
the hard-core ellipsoid, the eigenfunctions of the
right rotor [Egs. (2.9) and (2.12)] are continuous
for all a but their derivative is not, especially in
the limit »— A, where all the functions with the
odd indices have noncontinuous derivative at
a=0,7. In the weak-coupling limit, when r =4
becomes the point from where most of the contri-
bution to the solution of Schrodinger equation
comes, such a set of angular functions becomes
inadequate. In fact, the limit 4 —B—0 is not pos-
sible since the diabatic set, which is the only set
for use in such a case, is not the limit of the adia-
batic set X.

How can the results of the two-dimensional
model be generalized to three dimensions? It is ob-
vious that by bringing another degree of freedom,
the azimuthal angle, the analytic form of the adia-
batic basis is more complicated. It would be much
easier to perform the numerical work rather than
the analytic. One suggestion is to start from the
diabatic basis and calculate the coupling matrix
analogous to (2.6). At each point of » the matrix is
diagonalized, and as a result we obtain a set of
equations in adiabatic basis.?” Of course, the resu-
Its should be checked for their independence of the
arbitrary factor V. A similar procedure can be
used for real potentials.
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APPENDIX

Here we will evaluate the matrix Ut U’, which
appears in (3.10), where U is defined in (3.9). Let
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us designate this product shortly by 7. From the
definition of U we obtain

20

n=UrU'=T*T"— TYET . (A1)

mT—4Q)
To find the products in (A1), let us recall the de-
finition of T and E. The matrix T is a transfor-
mation from the basis set X° to X, i.e.,

[X)=T|X%), (A2)

and is a function of ». E is given by (3.4a) and
formally we can write it as a transformation

7r—2a0

E|[X°)=— [X) . (A3)

2ay
The product T+ T’ can now be obtained if we take
derivative of (A2) with respect to r:

[X)Y=T"|X°)+T | Xp), (A4)

and after multiplying by T+ from the left, we

have
|

Qo

2 ! T—a
I daXp Xy =——2— 8y, +2id’ fao ‘daax X,

Qo

X TH|X)Y=X° | T*T" | XO) + (x° | x¥),
(AS5)

where we have taken the matrix element in the
basis |X°). Since both sets |X) and |X°) form a
complete set, we have finally

’

(o4}

X\ THT | X%y =(X|X")+2
T—2a

E,

(A6)

where we have used (A3). Therefore, the matrix
T*+T' in (A1) is proportional to the integral
(X|x'),1ie,

’ a(’) 21r ’
(T+T )m,nzz}TaOEm,ﬁfo daXtX, ,

(A7)

where we have omitted the sign for the parity,
since the integral is invariant to it.

From the definition of the basis set X,,, we ob-
tain

2nmay % mm nm
—_— da(2a—1)si — — , A
(7 —2ag) fao (20 —m)sin | —— ao(a ay) | cos - ao(a ap) (A8)
which can be integrated analytically, to give
, .ma’ ia’ 4mn
(T*T )m,n=175m,n+?(7—2a0)m[(—1)m 1], (A9)
where
J
=_ . Al0
[ter? (A10)

The product T+ET can also be obtained in a similar manner. If we notice that | X°) is obtained from

| X) by a product
!XO)ze—iaalx) ,

then after taking derivative of (A1), we have

|XO:)=_ia:a|X0)+e—iaa|X:)=__
T—2ay

or

20
2 EX)=|X)—id'a|X) .
1T—2a0

E | X%

(A1)

(A12)

(A13)

On the other hand, the product T*ET is in the basis |X°)

(X°| T*ET | X°)=(X |E |X) ,

(A14)
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where we have used the property

X°| T+ |x)=I (A15)
and the completeness of |X). Hence the matrix (A14) is

T—2a T—a

(THET)pp=——" [2 f ® da Xix, —2ia’ fao “daaxtx, |, (A16)

and the 7 matrix
2a, ., T 4mn
NMon = — ‘n'——ZaoEm’" + ia 5 ~Omn + ‘rr2 (TT ZGO)W[( —1)mtr_1]. (A17)

The diagonal term in (A 17) is independent of the index, and if we recall that 7 enters the equation (3.10)
as the comutator with y, this term can be neglected. Therefore, we define 7 as

2a, ia’ 4m

=— )
Nm,n 1r—2a0 + ) (m ao) (

2)2

[(—Dm+"—1]. (A18)

From the structure of (A18) we notice that 7 is a block matrix: The first term couples only the even-even
or odd-odd indices, while the second couples the even-odd indices. We also notice that 7 is J dependent
through the coefficient a, i.e., the total angular momentum J is reponsible for the even-odd coupling in the

indices of y.

We also notice that 7 is complex. However, the matrix elements of the same parity are real, while of the
different parity are imaginary. Therefore, we can define a real antisymmetric matrix 5z by the use of
transformation defined in (3.11). We can easily show that in such a case

= —il "I —il 7),

(A19)

where 75 is given by (A18) with the imaginary unit / being omitted. In addition, all the terms in the odd-
even block matrix, with the property m <n, have a minus sign in front, i.e.,

2ay 4m
(nR )m,nz—mEm"“}‘ (TT ZaO)Tmz——
where
, 2erJ
a =

(1+er?)?

[(_1)m+n ]

m —n

[m —n (A20)

(A21)
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