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The fast-ion-velocity distributions for polyethylene plasmas produced by spherical laser
illumination were observed by a Thomson parabola spectrometer. It has been found that
the velocity distributions have undulations, sharp truncations, and broad shelf structure be-
cause of multi-ion-species effects. The spherical symmetric plasma expansions including
multi-ion-species and two-electron temperature effects have been simulated by a newly
developed computer code. The simulation results indicate that protons are accelerated near
the front edge of carbon ions, and the maximum velocity is determined predominantly by
the ions which run in the region ahead of the carbon-ion front. Consequently, the proton-
expansion front has a structure slipped out from the carbon-ion front towards vacuum.
Since such protons compensate the accelerating electric field, the maximum velocities of
proton and carbon ions become higher and lower, respectively, than in the case of single-ion
species. These expansion dynamics reduced by the simulation can explain well the detailed
structure of the observed velocity distribution.
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I. INTRODUCTION

Fast-ion generation in laser-produced plasmas
has been intensively investigated! —3 because of the
following reasons. A significant fraction of ab-
sorbed laser energy is considered to be carried out
by fast ions and the fast-ion energy spectrum is use-
ful for the electron-temperature measurements. In
particular, it is important to know the multispecies
fast-ion energy spectrum from laser-produced plas-
mas since an actual ablator like polyethylene con-
tains several ion species.

The acceleration of cold ions by an electrostatic
coupling with warm electrons has been studied
theoretically by Gurevich et al,* who analytically
derived a self-similar solution for the ion velocity
with one electron temperature. At the laser intensi-
ties of the range 10'*—10'* W/cm? at A=1.05 um,
however, the absorption process gives rise to a non-
Maxwellian electron velocity distribution with a
high-velocity tail.>® The electron velocity distribu-
tion is well known to be described by the superposi-
tion of a hot Maxwellian and a cold Maxwellian,
and thus characterized by two electron tempera-
tures. Wickens et al.” derived a self-similar solution
of expanding plasmas with two electron tempera-
tures. They interpreted the slope of the ion-velocity
distribution reduced from charge collector data by
assuming the average charge number for ions. Al-
though the charge collector with the time-of-flight
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method is the simplest way to obtain the ion-
velocity distribution, it is difficult to find the ion-
velocity distribution for each ion species from
charge collector data. The first explicit observa-
tions of ion-energy distributions from corona plas-
ma containing multi-ion species have been done
species separately using ion spectrometers by
Decoste et al.>® and Joshi et al.!° The theoretical
calculations of Gurevich and Wickens, which did
not include multi-ion-species expansion and charge
nonneutral effects, cannot explain the energy distri-
bution obtained by Decoste et al. Decoste et al.
modeled one-dimensional ambipolar plasma expan-
sion of two-ion species in order to explain their ex-
perimental results. As the calculation results, in the
case of a CH, target, the ratio of H* and C®* is in-
creasing with ion energy, in qualitative agreement
with the measured energy distributions. Addition-
ally, they pointed out the existence of the mechan-
ism that the expansion of the faster H* ions de-
creases the electric-field strength such that the ac-
celeration time and the electric field are essentially
the same for both C®t and H*. However, their cal-
culations could explain only in part the multipeak
structure in the energy distribution and the ac-
celeration mechanism of multi-ion species. Al-
though Widner et al. and Crow et al. studied
charge-separation effects on single-ion-species plas-
ma expansion numerically, charge-separation effects
on multi-ion-species plasma expansion have not
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been well understood.

In the following sections we present the experi-
mental observation of undulations, sharp trunca-
tions, and broad shelf structure in the velocity dis-
tributions of the expanding ions from a laser-
produced polyethylene plasma. The obtained ion
distribution of each different ion is compared and
discussed with computer simulation results which
include non-neutral isothermal spherical expansion
and two-electron-temperature effects.

II. EXPERIMENT AND RESULTS

In order to obtain velocity distributions for each
ion species separately, we used a Thomson parabola
ion spectrometer,'? which was modified for obtain-
ing a wide dynamic range. The details of this spec-
trometer have been described in Ref. 13. Here we
will describe it briefly. Incident ions collimated by
a pinhole are deflected by electric and magnetic
fields. Deflections of the parallel direction (x) and
the perpendicular direction (y) to the fields are pro-
portional to the ratio of charge number to ion ener-
gy and that of charge number to ion momentum,
respectively. The ions of a fixed A4 /Z value result
in a single parabolic trace on the detector plane. On
the detector surface (x-y) a straight line through the
origin (x =y =0) corresponds to an isovelocity line.
For obtaining a wide dynamic range, the electrodes
of large gap were mounted in the down stream com-
pared to the magnetic pole pieces, that is, these
fields are never superposed, but separated spatially.
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FIG. 1. Thomson parabola traces of the emitted ions
from a 6-pm-thick (CH,),-coated glass microbaloon tar-
get. Target was 100 um in diameter and irradiated by a
1.05-um laser with the intensity of 10'® W/cm? in 40
psec. Distance between a target and an entrance pinhole
is 74 cm.
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FIG. 2. Velocity distribution of fast ions reduced
from the traces in Fig. 1. Regions enclosed by dots are
the measurable range determined by the sensitivity and
s /n ratio of a detector film.

A cellulose nitrate film (Kodak CA80-15) was used
as an ion track detector.!* The track number AN in
the limited area on the parabolic trace between iso-
velocity lines v and v-+Av was carefully counted
and then AN /Av was calculated to result in the
velocity distribution of each ion.

Figure 1 shows the ion parabolic traces obtained
from a 6-um-thick polyethylene-coated glass micro-
balloon target irradiated symmetrically by a Gekko
IV phosphate glass laser system with an incident
energy of 102 J in 40 psec. Although the laser
power density reached about 10'¢ W/cm?, full disin-
tegration of the pellet shell of such thick coating
takes a longer time compared with the time for ions
to be accelerated up to ultrahigh velocities (> 10®
cm/sec). The traces of C®t, C>t, C*t, C**, and
H* were identified and an O®* trace was found to
exist between C°* and C** traces. It is confirmed
by separate shots that O%* ions did not come from
the glass microballon, but impurity in the (CH,),-
coated layer. Figure 2 shows the velocity distribu-
tions of fast ions reduced from these traces by the
above-described method. Note in Figs. 1 and 2 the
following points: (1) The velocity distribution of
Co+, 5+, C*, and C3 are similar to one another;
(2) undulations exist on the distributions of carbon
ions and protons; (3) the proton distribution shows a
shelflike structure extending over the velocity range
of about factor of 2 with a nearly constant dN /dv;
and (4) the distributions of carbon ions and protons
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have sharp truncations at v~3.3%10® cm/sec and
v~6.0X 10® cm/sec, respectively.

From the first point, it is concluded that the fast
ions observed are fully ionized in the early stage of
acceleration and ionic charge number decreases by
recombinations!>!® and/or charge exchanges!” with
residual gas particles in the target chamber. Elec-
tron transfer to such highly ionized ions will take
place dominantly at large impact parameters, so
that a momentum change of the accelerated ions
will be very small. Points (1) and (2) have also been
observed by Decoste et al. To interpret (2) —(4), we
developed a computer code EMI'® and simulated the
results as it is described in the next section.

III. SIMULATION AND DISCUSSION

The charge separation at the expanding ion front
plays a very important role for determining the
high-energy tail of an ion-velocity distribution.!®?
Widner et al.?! studied single-ion-species accelera-
tion by the Eulerian simulation code without as-
suming charge neutrality and showed that the ion
density profile has a hump at the expansion front.
A similar ion density structure at the front was also
obtained analytically by Pearlman et al?? On the
other hand, Crow et al.!! studied the plasma expan-
sion by the Lagrange computer obtaining the ion
density hump. However, they found that it decays
during expansion (see Fig. 4 in Ref. 11). This might
have come from the characteristics of the Lagrange
computer code they used, because when the
Lagrange code is applied to such expanding plasmas
the computer mesh around the expansion front will
generally become too large too rapidly to give accu-
rate values during expansion. From Figs. 4 and 6 in
Ref. 11, the obtained maximum velocity of the ex-
panding ions seems to be given by the ions in the
density dip behind the hump. These calculations
were limited in a single-ion-species plasma expan-
sion with one electron temperature and the velocity
distributions were not explicitly shown. Pearlman
et al. showed that the velocity maxima existed for
the observed ions. They pointed out that nonneu-
tral electrostatic sheath and/or a truncated non-
Maxwellian electron velocity distribution at the crit-
ical density would be responsible for this limitation
of the velocity. Such truncation will originate in
the wave breaking mechanism that is believed to ac-
company resonant absorption. From the compar-
ison with their experimentally observed truncation
velocity of ions in laser-produced (CH,), plasmas,
they concluded that the latter would be more dom-

inant. However, their value of the truncation velo-
city for protons was exactly the same as that for
carbon ions.”? They assumed the predominant plas-
ma species was C®* and estimated the electron tem-
perature from a charge collector signal. In addi-
tion, the laser power was 10'* W/cm? where the
resonant absorption was negligible and the wave
breaking was less probable.

In the present experiment, the protons’ truncation
velocity was about two times as large as that of car-
bon ions. The present experimental results includ-
ing the protons’ velocity distribution can not be ful-
ly interpreted by the frameworks of the studies
described above.

In order to explain the feature of the experimen-
tally obtained ion-velocity distributions, we
developed an Eulerian code EMI to simulate the
plasma expansion. A Lagrange code can not be ap-
plied to multi-ion-species plasma expansion since
meshes for different ion species overlap.

In our computer calculation using the code EMI,
the spherically symmetric multi-ion-species plasma
expansion was simulated using a fluid model for the
ions and the Boltzmann distributions both for the
cold and hot electrons. The charge non-neutral ef-
fect was taken into account. Laser-produced plas-
mas have a source of energy so that the isothermal
model will be a fair approximation. The equations
to be solved numerically are as follows: equations
of continuity

an; 1 d
J 9 .2 _
“a—t-i-‘;;ar(r n;v;)=0, (1)
equations of motion
d; dv; 3
J J
i Uy ]= i, @
Poisson’s equation
1 8 |,0
Y o
and electron density distribution
e e
Mg =N, +Np="n,o€XP ﬁ-‘% +npoexp F]?:
4)

Here, j refers to ion species and n;, vj, m;, and Z;
are the density, velocity, mass, and charge number
of ion j, respectively. ¢ is the electrostatic poten-
tial. n,, n., and n, are the densities of total elec-
tron, cold electron with temperature T, and hot
electron with temperature T}, respectively, and k is
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FIG. 3. Computer simulation results of H* and C®* ion expansions. Model assumes the isothermal expansion and a
Boltzmann distribution with two electron temperatures under the condition of T} /T, =20 and n./n,="70.

the Boltzmann constant. Actual source plasma is
approximated by a plasma sphere in the present
code. The initial ion density profile is assumed to
be a constant density sphere with a tail of scale
length L, that is,

njO s F<Ts

nj(O,r)=
njoexp

r—rg
L

y F2>rg .

The potential is chosen to be zero in the undis-
turbed plasma inner of the sphere since the undis-
turbed plasma is neutral. Thus, for the velocity and
potential, initial and boundary values are

v;(0,r)=0,
(0,7,)=0,

d d
_5% Ir=r1=£ |r=r2=0: ri<r<r;.

A finite region of space between r; and r, was em-
ployed for the computations. In the present case
the polyethylene target provides protons and carbon
ions, which we refer to as j =1 and 2, respectively.
Since the density ratio of hydrogen atoms to carbon
atoms in actual polymerized ethylene for the pellet

coating was found to be about 1.3—1.5, the initial
density ratio of H* to C%* is assumed to be 1.3 in
the present simulation; Z; =1 and Z,=6. The ini-
tial ion density profile having a tail of scale length
of L means that very low-level background ions will
exist ahead of the ion front. This is a good approxi-
mation to the experimental situation since the hot
electron and/or x-ray emission from the source
plasma will have ionized some molecules of the rest
gases in the vacuum chamber before the ion front
propagates. Scale length L was assumed to be 60
times Ap where Ap is a Debye length at the critical
density. Hot-electron temperature T, was assumed
to be about 10 keV, which is the experimentally
given value by x-ray measurement. »; was set to be
2550Ap corresponding to the radius 60 um of a pel-
let used in the experiment. However, the value of 7,
was found to be insensitive to the feature of expan-
sion. The boundary of calculation regions r; and r,
were set at 2000Ap and 10550Ap, respectively.
Figure 3 shows the calculated results for the ion
density profile in polyethylene plasma expansion. 7
is a normalized time by w,~', where w,; is an ion
plasma frequency for proton at the cutoff density.
n. is the cutoff density for 1.05-um laser light.
T,/T. and n./n, were taken to be 20 and 70,
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FIG. 4. Details of ion density, velocity profile, and the electrostatic potential profile near the ion expanding front at

t=1680w .

respectively. It is concluded that a quasineutral
plasma exists at the region behind the ion fronts
and the curves in this quasineutral region resemble
the exponential form of the self-similar solution.
The overall time behavior of the ion density profile
in Fig. 3 shows that the protons are more effectively
accelerated than the carbon ions. This can be easily
imagined from the fact that the charge to mass ra-
tio Z /M is twice as large for H* as for C®*. Con-
sequently, the proton-expansion front has a struc-
ture slipped out from the carbon-expansion front.
Both density profiles obtained of the proton- and
carbon-ion-expansion fronts are very similar to
those found by Widner et al. and Pearlman et al. It
is, however, interesting to note that the proton pro-
file has the second hump just behind the front and
the third hump at the carbon-ion front. The low-
level background ions will be set in an acceleration
state as soon as the ion front arrives, and contribute
to the diffused shape of the ion front head.

For an understanding of the process to determine
the feature of the generated fast ions (v> 10°
cm/sec), the details of the ion velocities, ion densi-
ties, and potential profiles were calculated at
t =1680/wp,;, the end of the laser pulse, as shown in
Fig. 4. The distribution of the faster plasma ion ve-
locities will be approximately retained in subsequent
expansion because the flow is quite supersonic and
thus incapable of having a significant effect on the
final ion velocities with rapidly decreasing electron

supply from the source plasma. It is clear that the
potential is changing rapidly near the front of each
ion species and charge neutrality breaks down at
these places. The maximum velocities exist for pro-
tons and carbon ions, respectively. The proton
maximum - velocity is determined predominantly
from the ions which run in region B in Fig. 4 after
being accelerated near the front head of carbon ions,
and not from the front head of protons. The carbon
ions having the maximum velocity are contributed
by that area in a wide region from D to the front
head. It should be noted that computational results
are based on the Boltzmann distribution for the
electron. The Boltzmann relation is approximately
valid until the ion velocity becomes comparable
with the electron thermal velocity. But this distri-
bution is not exact in the sense that unidirectionally
streaming electrons like hot electrons generated at
the critical density region of the source plasma will
be reflected if they have smaller energies than a
negative potential barrier, and therefore when a po-
tential cavity region to trap electrons appears in an
acceleration path, the real electron number density
will be smaller there than that predicted by
Boltzmann distribution. Such local reduction of the
electron density may have an effect on ion velocities
obtained in the present calculation. However, the
obtained potential curve has a cavity in a small
fraction of the acceleration region whose depth is
only as high as 15% of the local potential height.
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simulation results in Fig. 3, and the experimental re-
sults. Number of carbon ions has been summed over
C8+ —C** ions.

Collision effects will diffuse the reduction described
above. From these facts and the good agreement
between the experimental results and simulation re-
sults, which we will describe next, we think such a
non-Boltzmann effect does not reign the process in
the present case.

Detailed study of the calculated density profile
and velocity distribution at the earlier expansion
stage of w,t=10~100 showed that they already
appear at these times in intrinsically similar forms
to those in Fig. 4. The density profile of a high-

o

- I NI )

-
o®

o

Density/nc( 10) Potential/kaTen
o

o

1 |

7 8

Radius/Ap ( 103)
(a)

- N W A~ O

(@)

SAKABE, MOCHIZUKI, YABE, MIMA, AND YAMANAKA

Velocity/Cs

26
B
i 0
D
- e -
5| B E 5| A
Q A\ F o
F
Time .
Time
1 1 L [ !
2 1 43 2 1
Velocity (108cm/sec) Velocity/Cs
(a) (b)

FIG. 6. Current signal experimentally observed by a
charge collector (a), and the simulated signal (b).

density region is coincident with the self-similar
solution and the calculated velocity distribution
provides a velocity hump pertinent to the two-
electron-temperature self-similar solution as dis-
cussed later. In order to assure the applicability of
the present computer code, simulations on a single-
ion-species plasma expansion were carried out at
one-dimensional geometry. In these calculations it
was found that the feature of plasma expansion at
very early stages depends on the initial boundary
condition, but thereafter the maximum ion velocity
increases logarithmically with time, in a very simi-
lar manner to Crow’s result, in the same range of
wpit they studied. The difference was the weak
dependence of the slope in the maximum velocity-
logarithmic time diagram on the initial boundary
condition. It is therefore likely that the obtained
velocity and density features at the front are not
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FIG. 7. (a) Ion density, velocity, and the potential profile near the expanding front (=1680/w,;), and (b) the veloci-
ty distribution in the case where only protons exist as accelerated ions, under the condition T} /T, =20, n./n,="70.
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FIG. 8. (a) Ion density, velocity, and the potential profile near the expanding front (1 =1680/w),), and (b) the veloci-
ty distribution in the case where only carbon ions exist as accelerated ions, under the condition T} /T, =20, n./n,=170.

due to the numerical errors of the present Eulerian
code calculation. A more exact calculation will be
given by taking into account the truncated non-
Maxwellian electron-velocity distribution which
might be given rise to in the present experimental
condition.

The ion-velocity distribution was obtained from
the result in Fig. 3 as follows. Detection at the
detector position, that is sufficiently far from the
source plasma, will provide the values of ion density
ni(to,r) and velocity v;(to,7) where t, is a laser
pulse duration. The number AN of ions between 7
and r+Aris

AN=47rr2Arnj(t0,r) .

The velocity distribution is then given by
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FIG. 9. Diagram of n./n, vs R; and R, as a func-
tion of constant T}, /T, value.
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Figure 5 shows the velocity distribution calculated
by the above method from the result at
to= 1680w, ! which corresponds to the experimen-
tal condition of a 40-psec laser pulse width in Fig.
3. A, B, C, and D correspond to the contributions
from the ions at the same references in Fig. 4. The
solid boxes and open circles correspond to experi-
mental values of protons and carbon ions, respec-
tively. Carbon ions were summed over Co+ —C3+
numbers. The simulation result can well explain
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FIG. 10. Simulation relation between the C®* peak
velocity and ion sound velocity C;=Vv'T},/m as a func-
tion T} /T.,.
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TABLE 1. Experimental values of characteristic velocity and T}, T,, and n./n; value simu-
lated. Simulated values are denoted by the superscript a.

C%* peak velocity

C* maximum velocity
H* maximum velocity
Ratio ch/ VHm

Ratio ch/ ch
Temperature ratio®
Density ratio®

C5+ peak velocity/C;®
Electron temperature®

ch (1.75+0.05) X 10® cm/sec

Ve, (3.34+0.10) X 10® cm/sec

VHm (6.0+0.20) X 10® cm/sec

R, 0.2940.02

R, 0.53+0.03

T,/T, 15~20~30

ne/ny 25~70~200
1.3~1.5~1.6

Ty 12.0~13.6~19.2 keV

T, 0.4~0.68~1.28 keV

the experimental results, especially the humps in the
distribution and the sharp truncation for both ions
and the extending shelf structure of proton distribu-
tion. It is concluded that the humps E and F are
due to the effect of two electron temperatures as re-
ported by Wickens.” Furthermore, to assume the
existence of these humps, especially A, B, and C
which appear in the calculated velocity distribution
of Fig. 5, the distribution curves were transformed
to time-of-flight spectra and summed over to give a
current signal of a charge collector. The calculated
current signal also shows several peaks correspond-
ing to their respective humps described above, and
its envelope is in fairly good agreement with that
observed experimentally at a similar experimental
condition as shown in Fig. 6.

Figure 7 shows the structure of the ion front (a)
and the ion-velocity distribution (b) when only pro-
tons exist and Fig. 8 shows them when only carbon
ions exist. In both cases, the initial ion density was
adjusted to have the same value as that of
polyethylene’s case in Fig. 4, and other plasma
parameters were fixed. It is seen that the profile of
the density and velocity distribution are similar in
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FIG. 11. Scaling of hot- and cold-electron tempera-
tures as a function of laser fluence (Ref. 23). Asterisks
correspond to the values obtained from the velocity dis-
tributions of fast ions.

Figs. 7 and 8, and the proton-velocity distribution
does not have as broad a shelf structure as shown in
Fig. 5, and the truncation velocity (i.e., the max-
imum velocity) of protons is shifted towards lower
velocity than that in the polyethylene expanding
plasma. The truncation velocity of carbon ions is
shifted towards higher velocity than that in the po-
lyethylene expanding plasma. This will be due to
the fact that there is no other coexisting and com-
peting ion species like protons which will reduce the
accelerating electric field.

Using parametric calculation results of the
present simulation code, the electron temperatures
T, and T}, and the electron density »n, and n; can be
reduced from the experimentally obtained velocity
distribution with some accuracy. In Fig. 9, the
n./ny is plotted against R; and R, as a function of
constant T} /T, value where R, equals the ratio of
C%* peak (E in Fig. 4) velocity to H* maximum
velocity and R, equals the ratio of C®* peak veloci-
ty to C®* maximum velocity. Figure 10 shows the
simulation relation between the C®* peak velocity
and ion sound velocity C;=1/T),/m as a function
of constant T} /T,, where m is proton mass. From
the experimentally obtained values of R; and R,,
we can determine both n. /n, and T}, /T, simultane-
ously using the diagram in Fig. 9, and then T}, us-
ing that in Fig. 10. The experimentally obtained
parameters and the plasma parameters determined
according to the above-described process are sum-
marized in Table I. Figure 11 shows T), and T,
scaling against laser intensity which was determined
by using x-ray spectroscopy for bremsstrahlung. T,
and T, values in Table I are in a fairly good agree-
ment with that inferred by Fig. 11.

IV. SUMMARY AND CONCLUSION

The velocity distributions of the fast ions emitted
from laser-produced polyethyelene plasmas were ob-
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tained for defined ion species using the modified
Thomson parabola spectrometer. It was found that
undulations exist on the velocity distributions of
carbon ions and protons and the proton distribution
has a shelflike structure. The additional hump and
shelflike structure observed can be explained neither
by two-electron-temperature self-similar solutions
nor by single-ion-species computer simulation re-
sults. Both distributions of protons and carbon ions
have sharp truncations at different velocities. The
former’s truncation velocity was found to be about
two times as large as the latter’s. In order to inter-
pret these features, the computer code EMI was
developed. This code can simulate the spherically
symmetric multi-ion species plasma expansion with
two electron temperatures and in this code the
charge nonneutral effect was taken into account.
From comparison of the present simulations with
the formerly obtained computer simulation at one
dimension and with single-ion-species expansion, it
seems likely that the velocity and density features at
the expansion front obtained by this code are not

due to the numerical errors of this Eulerian code
calculation. The present simulation result indicates
the following. Protons are accelerated near the
front edge of carbon ions and slipped out from the
carbon-ion front towards the vacuum and the max-
imum velocity is determined predominantly by the
ions which run in the ahead region of the carbon
ion front. As a result, the maximum velocity of
protons is higher than that in the single-ion-species
case. On the contrary, the maximum velocity of
carbon ions is lower, because protons compensate
the accelerating electric field. These results give
some insight on the dynamical feature of ion ac-
celeration in expanding plasmas of multispecies
components. The simulation results explained well
the structure of the observed velocity distribution.
From the comparison between the numerically
parametrized results of these simulations and the
experimental values of the ion velocity, the tem-
peratures of both hot and cold electrons and their
densities at the source plasmas have been deter-
mined with some accuracy.
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FIG. 1. Thomson parabola traces of the emitted ions
from a 6-um-thick (CH,),-coated glass microbaloon tar-
get. Target was 100 um in diameter and irradiated by a
1.05-um laser with the intensity of 10'® W/cm? in 40
psec. Distance between a target and an entrance pinhole
is 74 cm.



