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The van der Waals potential between a neutral atom (no permanent dipole) and a me-
tallic surface is presented. The treatment, based on the normal modes of the system, al-
lows a deeper understanding of the nature of van der Waals forces and makes it practi-
cally possible to calculate for complex geometries. To show this we derive theoretical ex-
pressions for the interactions of atoms with cylinders and spheres, besides the well-known
plane-geometry formula. These formulas are new in some aspects and constitute the
theoretical counterpart of many experimental situations. In the same vein we allow a sto-
chastic surface roughness to be present in the plane geometry and show how the problem
can be solved analytically in the electrostatic approximation. Numerical calculations and
comparison with experiments are presented in paper II.

I. INTRODUCTION

The problem of the van der Waals attraction be-
tween atoms is as old as quantum mechanics itself
since it is directly connected with the uncertainty
principle. Solving for the interaction between two
isolated atoms in the electrostatic (es) approxima-
tion, London' was able to explain in the early
1930’s the cohesion in metals. The inclusion of re-
tardation was due to Casimir and Polder’ who
used a second quantization approach and applied
perturbation theory up to fourth order. In the
same scheme they were also able to calculate the
interaction between an external atom and a semi-
infinite perfect conductor.? But the van der Waals
problem between macroscopic bodies had to wait
till 1956 when Lifshitz? calculated the force exert-
ed between two solid surfaces in terms of fluctuat-
ing electromagnetic (em) fields as a problem of sta-
tistical physics.* The Lifshitz problem was studied
again in the last decade by van Kampen et al.’ and
successively by Gerlach® who showed how the
force between the two bodies may be explained in
terms of the surface-plasmon energy. The double
advantage of the “normal modes” Gerlach’s
method over the “fluctuation method” due to
Lifshitz is manifestly understood by its mathemati-
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cal simplicity and by a deeper physical meaning as
well. Langbein’ took advantage of the first point
to calculate the van der Waals attraction between
more complex macroscopic particles like spheres
and cylinders where, due to mathematical complex-
ities, the fluctuation method becomes questionable.

The second point allows an intimate connection
between the response of a bounded metal to exter-
nal charges and the surface-plasmon field at its
surface and shows by itself the theoretical progress
in this area of physics. We refer to Langbein’s
work’ for a complete review until 1974.

The high degree of efficiency achieved nowadays
in the experimental apparatus, allows a direct mea-
surement of van der Waals forces between solids
with good accuracy. Fairly good agreement was
obtained in measuring the Lifshitz force® between
two metallic surfaces.®’

Recently in a series of papers'®~!3 Shih et al.
tried to detect direct evidence of the interaction be-
tween a neutral atom (no permanent dipole) and a
metallic surface, from scattering experiments, but
no agreement with the theory has been obtained.

In order to explain this disagreement, a hypotheti-
cal surface roughness has been introduced on the
metal,'* but with “apparently” no positive answer.
On the other hand, a full quantum treatment of
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the scattering problem in the cylindrical geometry
of the experiments'®~13 is shown to lead to the
same expression as a classical calculation.'

In the authors’ opinion the problem of atom-
surface interaction requires more attention than it
has received till now. In particular, the roughness
effect, even if already considered,'* needs a deeper
and more careful theoretical analysis. We note
also the strong disparity in theoretical formulations
between the Lifshitz problem between macroscopic
bodies>>~7 and its single-atom bounded-metal
counterpart. The more reliable expression for
atom-surface van der Waals interaction is given by
Parsegian'® who starts from the Lifshitz formula
and allows one of the two bodies to become a va-
por. It is this formula that has been used in Refs.
12—15 in trying to explain the experimental re-
sults. We are reminded, however, that the Parsegi-
an expression'® is suited for a plane geometry,
while in the experiments cited above the particles
are deflected by metallic cylinders and a cylindrical
solution would be more appropriate. It is certainly
true that the radius of the cylinder is enormously
large compared to the distance of closest approach
to the surface. This fact and the “short”-ranged
van der Waals attraction makes sense of the as-
sumption of the metallic surface as a plane. On
the other hand, the radius dependence found exper-
imentally in the coupling constant of the atom-
surface interaction,!! suggests that we be extremely
careful in making any a priori conclusion.

Also the possibility of exchanging the two limits
in the Parsegian'® paper is not well understood. In
fact, the Lifshitz® formulas were derived under the
assumption that the distance between bodies is
large when compared to the atomic distances be-
tween atoms in the two media, while the Parsegi-
an'® limit is a first-order expansion in density in
one of the two media; which is inconsistent with
the above hypothesis.

To overcome this difficulty we prefer to give a
complete treatment of the problem and do not re-
strict ourselves to surface roughness correction
only. The plan of the paper is as follows.

In Sec. II we derive an expression for the poten-
tial between an atom and a plane surface to be
compared with Parsegian’s'® form. The result is
extremely suggestive since Parsegian’s formula is
nothing but a linear expansion of our expression in
terms of the atomic polarizability.

In Sec. III we still study a plane geometry but
include dynamical effects on the potential as felt
by a moving projectile near the surface. This is

the situation in the scattering problems we are in-
terested in'®~!3 and has been recently treated by
Ferrell and Ritchie.!” A considerable effort is re-
quired in evaluating the surface curvature correc-
tion to the plane-geometry formulas of Sec. II.
This is undertaken in Sec. IV where the problem is
solved in a cylindrical geometry. Particular care is
taken in expanding the potential in the large radius
limit (Appendix A). Still retaining the linear terms
in the atomic polarizability only, we recover from
our formulas of Secs. III and IV the Ferrell and
Ritchie!” dynamical potential and the Nabutovskii
et al.'® cylindrical solution, respectively.

In Sec. V we report the full retarded result for a
sphere geometry. This has no immediate experi-
mental interest but has been included since perhaps
in its small radius limit'® it is appropriate in treat-
ing colloidal suspensions on the surface. In Sec.
VI we include a surface roughness on the semi-
infinite bounded metal and show how the problem
can be solved analytically in the es approximation.

The method we employ throughout the paper is
the normal modes Gerlach’s method we present in
Sec. II below. Finally, in Sec. VII we summarize
the results and get a deeper insight into the origin
of the logarithmic expression in the general atom-
surface potential relation. To this end a brief cal-
culation with the fluctuation method is sketched in
the es limit within a plane geometry.

II. GENERAL FORMULATION AND
PLANE-GEOMETRY RESULT

The system of an isolated atom and a metallic
body can be regarded as a system of coupled har-
monic oscillators. It has been shown? that the in-
teraction energy for such a system is given by

kpT n=+= 2mkp T
; > InFliu,); u,,=7T—ﬁB—n,

2.1)

U=

where F(w) is such that its zeros characterize the
frequency spectrum w,; of the coupled system of

oscillators and its poles give the eigenvalues w); in
the absence of coupling:

F(w)=0 if o=0,, (2.2)
1/F(0)=0 if o=0w . (2.2")

If no damping is present in the system, the general
relation is valid:
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F(iu)=F(—iu) , (2.3)
and (2.1) becomes
kpT n=c
U= ‘; S e, InFliu,), 2.4)
n=0

where €, is the Neuman factor, €, =1 for n =0,
and €, =2 otherwise. In the zero temperature limit
we replace the sum in (2.4) by an integration and
have

i .
= J, dulnFiu). (2.5)

Equation (2.5) has been successfully used in Refs. 5
and 6 to calculate the Lifshitz force exerted be-
tween two solid surfaces and we shall use it as a
starting formula for our calculations. Let us begin
with the system of an atom and a semi-infinite
medium which is the simplest situation. We fix
the axis such that the solid occupies the region

z <0, while the atom is placed in a vacuum along
the z axis at a distance / from the surface. The
secular equation (2.2) for the atom-surface coupled
system can be found from the macroscopic
Maxwell’s equation,

ﬁxﬁ(?,m)ﬂ%ﬁ(?,w) ,
V xXB(T,0)= —i%[ea,(?)ﬁ(f',w) (2.6)

+41ri5w8( r—7,4)],
where
€,(T)=€(w)0(—2)+6(z) , 2.7)

with 6(z) the Heaviside step function; e(w) is the
dielectric function of the medium, P, is the in-
duced dipole of the atom, and 7y =(R, =0, z, =I)
is its position in the vacuum. The solution of (2.6)
and (2.7) is the sum of an inhomogeneous solution
which in a vacuum is of the dipole type, i.e.,

Binh(F )= - dK | | o B,—K'(K'B,)
27 p c
Xeip|z—1|ei|‘(’-i' , 2.8)
where

r=[R,2), k'=[K,psgn(z—D],
and

p=[w/c)*—K*]"?, Imp>0 (2.9)

and of a homogeneous solution of the form
EfTo)= [dKE% (/X% , @10

with

B J(@)=[4)(K/K —K8/p)+A4,£XK/K]e
(2.11a)

in vacuum (z > 0) and

Ef (2)=[C(K/K +KZ/W)+C,ZxK/K]e ™"
(2.11b)

in the medium (z <0).

An analogous expression for the magnetic field
can be found by using Eqgs. (2.11) and (2.8) in the
first equation (2.6). In (2.11) we have introduced

W=[elw)w/c)*~K*]'?, ImW>0. (2.12)

The coefficients 4)(;), C)\(1) have to be regarded
as arbitrary K, o dependent quantities. The stand-
ard boundary conditions at the surface z =0 deter-
mine these constants uniquely. For the field in
vacuum (z >0) we obtain

A ===A,[KP, ,+p(K-B,)/Kle?

27
(2.13)
—i, (/¢ |K 5 | A
A ._._A —_— op P! R
1=5"4 K XP, |-ze

where, for future use, the dimensionless quantities

____pV__i(“L)R =M (2.14)
P Welwp’ ° Wop

have been introduced. Expressing the induced di-
pole P, appearing in (2.13) in terms of the atomic
polarizability a4 () as

P,=a,(0)ENT,,0), (2.15)

Eq. (2.11a) offers a set of linear equations for _15,,,
of the matrix type

[14+1(w)]P,=0. (2.16)
A short calculation gives the diagonal matrix

Ii,j(w)=li(co)8,-,j (l,_] =X,y,Z)
(2.17)

where



25 van der WAALS INTERACTION BETWEEN A POINT .... L 785

) @« K ipl
zaA(co) fo dK;ez"[(a)/c)zAs—pzAp] ,
L(w)=ia,(w) fo“’ dKerfP’KZAP ) (2.18)

The frequency spectrum w,; of the coupled
atom-surface system is then determined by the im-
plicit equation (2.2) with

Flo)=det[1+1(w)]
=1+ L1 +L@][1+L@)]. (219

It is easy to show that Eq. (2.19) satisfies Eq.
(2.3). We also note that the expression under the
integral sign in (2.18) diverges when

Ay '=0, (2.20)

which is the dispersion relation of surface
plasmons (SP) in a semi-infinite geometry. Hence,
Eq. (2.18), i.e., (2.19) contains all the SP frequen-
cies as poles in its density representation and (2.2')

|

is therefore satisfied. This is clearly seen in the es
limit when the SP modes degenerate into a single
level wgp given by

and Eq. (2.18) becomes

a4(0) ew)—1
813 ew)+1’

(2.22)

1+ L(0)=1+1(0)=1—

a(0) ew)—1

1 =1— ,
+1 (@) 4} elw)+1

showing poles at the SP frequencies.

To evaluate the van der Waals potential we in-
sert Eq. (2.19) into (2.4) and make a change of
variables K —7 in the integrals (2.18) according to

nw/c)=p , (2.23)

where p is given in (2.9). The path of integration
in the new variable is defined by 7 =sgn(u)
X (1+K2%?/u?)!/2. The result we get is

3
"&® u © e
U=kal 3 e Jin|1= 5alin,) T] J.” dnta,—na e ™" n’”’l
n=0
P
! i © —2m(uyl/c) 224
+—{ln 1—ay(iu,) Tn] fl d,n(l_,'IZ)Ape n ¢ I}’ ( )
where now A, and A [Eq. (2.14)] become
o—eliu,)n o—7
=T, A = , = 2 1 _-l 172 . .
P o teliuy T otn C (0" +eliuy) —1] (2.25)

and u, are given in (2.1). Expanding the logarithm in (2.24) and retaining only linear terms in a4, we get

Parsegian’s'® expression [his Eq. (9)],
kpT n=+e ©
UD=——"—"3  epauliun)up /) [[" dnlA+(1-20")8,]e

n=0

—2n(u,l/c) ) (2.26)

The result has to be expected since, starting from the Lifshitz® formula and letting one of the two media

to become a vapor, Parsegian'® lets the quantity

ay(w)N

(2.27)

go to zero with N being the number of atoms per unit volume. Thus only the linear term in the polarizabil-
ity a4 can be retained in the potential energy u. On the opposite, as seen in (2.24), our expansion parameter

is either of the dimensionless quantities

a@)/A) , ag(w) /1,

(2.28)

where A, denotes a typical wavelength of the absorption spectra, and the second is suggested by evaluating

the integral over 7 in (2.24) in the es limit.

For (2.26) to make sense, both of these quantities must be small. For usual values of the polarizability
a4, since A, lies in the infrared region, the condition a, /A3 <<1 is well satisfied. For [ > 300 A, which is
typical of scattering problems, the condition a, /I3 << 1 is also met and the linearized expression (2.26) does
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hold.

The origin of the logarithm in (2.24) can be attribed to a renormalization of the dipole via the neighboring
surface. This effect becomes stronger as the atom approaches the surface and, while it is totally negligible
in scattering experiments, it becomes crucial in physisorption problems. An expression analogous to ours is
present in a paper by Mahan and Lucas?! who treat physisorption. It is hard to justify the use of a local

22,23,

response function €(w) and visualize the atom as a point dipole at such distances****; nevertheless, we note
that Eq. (2.24) and not (2.26) gives the correct interaction energy for the atom-surface within the model (2.6)
and (2.15). This point will be further considered in Sec. VII, where the es limit of (2.24) is found from the
fluctuation approach, and the origin of the logarithm in (2.24) is better visualized.

However interested in scattering experiments, we shall consider in the following its linearized expression

only.
For distance such that
kpgTl/fic << 1, (2.29)
the zero temperature limit can be taken in (2.26), i.e.,
ﬁ 0 . 3 _ ’
U=~ [, duaqtiv)u /e [, dnlA,+(1—20))A, Je 214/, (2.26))

In general the above second integral can be
evaluated analytically only in the perfect conductor
(pc) limit where A;=—A, =1 and in the es limit
where

1 —eliu)
=—=, A;=0. 2.30
P 1+€liu) s (2.30

The potential is usually written as'*

Ul)=—k, /13 . (2.31)

In the pc limit one finds for k; the expression

#i
ki — —
ch 41

fowdu a (i)

2
X 1+2£.I+2 u lZle—?.(u/c)l,
c c

(2.32a)

while in the es limit it becomes a bar (/ indepen-
dent) coupling constant
i . €liu)—1
kp =— d —_—. 2.32
L= fo uaA(m)e(iu)—{—l (2.32b)
The first above is the well-known Casimir and
Polder? result (their Eq. 27) originally obtained by
a perturbative approach. The retardation can be
partially introduced in the second es limit, starting
from (2.26') and using the approximate relation
(2.30). The result is

_f e . eliu)—1
kL”41r fo duaA(m)e(iu)—}—l
2
X 1+%1 e~2u/ol (533

which can be generally retained valid® for [/, <L

[
III. DYNAMICAL EFFECT

In this section we shall extend the previous re-
sults to the case in which the atom strikes the
plane surface with a constant parallel velocity V).
Interested in scattering experiments and in particu-
lar in its small deflection limit'*~!* we allow the
projectile to move along the unperturbed trajectory,
i.e., following the straight line

(=R, =Vt,]) . (3.1)
Maxwell’s equations (2.6) are still valid but
B O(F—Ty)—[POS(F—T4(N],, (3.2)

where the last parentheses means Fourier trans-
form (FT) in time. The inhomogeneous solution
can be found as before. Equation (2.8) remains
valid but, as implied by (3.2), with

P—F,_ g, - (33)
The same recipe applies for its homogeneous part
(2.13). The constitutive equation for P(¢) is given
by the time-convolution relation

Bi= [ La,u— BT, G

or by its FT,

=

P,=a,(0) [ dKEY (), o'=0+K7V).
(3.4)

Equation (3.4') replaces relation (2.15) for a mov-
ing atom.
Inserting the homogeneous field expression with
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the use of (2.11a), (2.13), and (3.3), we recognizg in linear term, the off-diagonal elements do not con-
the last expression (3.4'), a matrix equation for P, tribute and the whole expression may be consider-
again in the form ably simplified. From the T =0 Eq. (2.5), which
> —_ bec
(1+1(0)P,=0. 3.5 oW oecomes
One can easily see that the matrix I(w) is no U= R f te du ln{det[l—{—f(iu)]}
longer diagonal as in the static case and the general 47 Y -
form for the potential U(/) it originates from is a # pto )
rather complicated expression we shall not write ~ 4 f _, dulyliu), 3.6)
explicitly. However, in expanding the results in
powers of the atomic polarizability and taking the we have, after a short calculation,
|
. ﬁ +w dﬁ ’ 2 ’ ,2 2 ’ i ’I
U=iy— [~ “du [ 2y AL /P8, — (p — KD e (3.7)

where o =iu and p’,A,,A; are defined in (2.9) and (2.14) in terms of w’=w+l_é-'v’” as in (3.4').
Exchanging the two integrals in (3.7) and making the change of variable
u=u—iK-V (3.8)
followed by K —m according to (2.23), the potential becomes

U(l)=_—ﬁ— +
2r Y0
where B)=v| /c and A,,A, are given through (2.25).

Note that in writing (3.9) we have made use of the relation

3
+o p27
du [ [ %faA{iu[1+i(172—I)I/ZBHcoscp]}[As+(1—21)2)Ap]e"2’7("/"", (3.9)

u
¢

ayliz)=ay(—iz), (3.10)

with z complex.
For v =0 Eq. (3.9) reduces to the static potential Eq. (2.26'), while in the es limit one recovers Ferrell
and Ritchie’s'’ result

# +o E(lu)—l L 2w d@ . 2 2Kl
= — —_ — . A1
u - fo du i) T 1 fo dK fo Py, a4 (iu —Kv||cosp)K “e (3.11)

The dynamical correction present in (3.9) can be better seen by expanding this result in powers of V|-
Limiting to /A, <1, one has, to a good approximation,’

Uh=—k, /1%,

2 2
# +eo eliu)—1 —2Au/e)l . u 3|y d2
=— _— 1+—1 = | | —5a4(w)
v Yeliw+1° anti) 2L+ 17 | g™
o=iu
w2
< | [+ = |21 1+ =21 |[+owh |, (3.12)
c 2 |c 3 ¢
|
The first term in the curly bracket is the zero- IV. CYLINDRICAL GEOMETRY
order result Eq. (2.33) while the second term is the
dynamical correction. We shall return to it when The convenience of using the normal modes

discussing the applications in paper II. method in calculating the van der Waals attraction
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has been illustrated in Sec. III where the dynamical
effect has been considered in a plane geometry. In
this section we shall analyze the surface curvature
effect and study the attraction felt by an atom
placed near a metallic cylinder. We neglect
dynamical effects; in a cylindrical system of coor-
dinates (R,@,z) we fix the atom at the position
T4=(R,4,0,0). The z axis is the cylinder axis and
the metal occupies the region R <R;. In this
geometry the atom is at a distance / =R, —R|,
from the cylinder surface.

Maxwell’s equations are given in (2.6) but now
with

€.(T)=€(w)8(Ro—R)+6(R —Ry) . 4.1)

A general homogeneous solution of (2.6) can be
found in standard textbooks,2*2* while the inhomo-
geneous solution can be gotten from the first Hertz
vector potential which is essentially the 2D Green
function.?® As usual, the matching boundary con-
dition at the cylinder surface will then uniquely

determine the homogeneous part as a function of
i”,‘,, in perfect analogy to what happens in the
plane-geometry case, Eq. (2.13). The constitutive
equation (2.15) will then solve the problem for the
normal modes with a matrix-type equation as in
(2.16),

[81,1+Il,j(w)]Pw,]=0 (l,j =R9¢)7Z) . (4'2)

We shall not enter into the details of the calcula-
tion for two reasons. First, because it is a standard
procedure and nothing is done which is physically
new in respect to what was already done in Sec. II.
Second, the mathematical complexities inherent to
a cylindrical geometry which one usually en-
counters, would tend to obscure the meaning of
this paper.

Suffice it to say that as a final result of the cal-
culation one finds the matrix I; to be still diagonal
with the diagonal elements I (w), I (o), and I,(w)
given by

i
. m=+w + o ZH'f'(xA) o) 2 2 2
Ip(o)=iay(w) 3, fo dp |m°——— |— | A;+H,, (x,)p’A,
m=—o X4
2,2 H,(x4) j
+2_M___ 1— : ’"—AH""(XA)LZ ,
Am(H,H) K X4 X0
2
I (@)=Ix(e; % Age=pd,) , 4.3)
" e 2 2
Le)=iasw) 3 [ dp H(x K34, ,
m=—c
where x, =KoR4, xo=KoRo, Ko=[(0/c)*—p?]'%, K =[e(w)w/c)*—p?]"/2, ImK (>0, ImK >0, and
H,,(x) are Haenkel functions of the first kind.
In (4.3) we have introduced the symbols A, A, given by
A, (H,J) A, (J,H)
g= s A= (4.4)
A, (H,H) A, (H,H)
where
, Ko Jm(yo) , Ko Im(yo)
A,(X,Y)= X,,,(xo)—e(w)K Jm()’o)X"'(xo) Y, (x9)— X Jm(yo)Y,,,(xo)
m? K} 5
~—x€ I—F l—e(w)F Xm(x0)Y,,(x0) , 4.5)

with yo=KR, J,,,(x) being the Bessel function while the prime means derivative with respect to the argu-

ment.
In analogy to (2.20) we recognize in

A,,(H,H)=0

(4.6)
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the SP dispersion relation in cylindrical geometry.”> Equations (4.2) and (4.6) identify the function F(w) ap-
pearing in the potential expressions of Sec. II. Since (2.3) in this case is also satisfied, the potential for
T =0 can be calculated through Eq. (2.5) as
+
UR R =2 [ dutn{[14+ It (141, e) ][+ L)) - 4.7)
27 Y0

Changing variable from p to 7 in (4.3) according to

-—‘;ln=1<0, %;:K, w=iu; o=[n*+elin)—1]"?, 4.8)

and introducing the hyperbolic functions K,,, I,, (Ref. 26),

K,,,(x):—’zii'"“H,,,(ix), Iy (x)=i""J, (ix) 4.9)
a short calculation gives
m=tw K2(x,)
Intiw=2a,) |2 | "3 [T dn— L m A A K2 (1A
T m=—oo __1) X4

2 (1 —eliu)n*/0?) Km(x4)Kp(xy)

—2m ,
AR (KK) X4x§
(4.10)
I(iu)=1Ig(iu ; Afzz(l—vf)A"),
. 2 . ‘mete
I,(zu)=—;a,1(tu) - —2_ fl _EJI)TAK'%!("A)UZA:’

where, according to (4.9), we have redefined x, =(u /c)qR,, xo=(u /c)nRy, yo=(u/c)oR,. The other
quantities in (4.10) are the hyperbolic counterpart of the previous definitions and are explicitly given by

h h
h_ Am(KT) h_ Am(LK)
T AhkK) T TP AR KKK

I, (yo) , I,,.(yo)
AL (x,7)= |X, (xo)—e(tu)ﬂ— Im(yZ)Xm(xo) Y,,,(xo)—-z- Im(yZ) Y. (x9)
m? 0 ) L
——5 |1—=—5 | |1 —¢€liu) 5 [ Xm(x0) Y (x0) . (4.11)
X0 g g

Retaining only the terms linear in @, in the expansion of the logarithm one gets Nabutovskii’s et al.'® re

sult. This is to be expected from the discussion of Sec. II since those authors still use a density expansion as
in Parsegian’s paper.!®

To complete this section we show explicitly how the present formulas reduce to those of Sec. II in the
large radius limit; this procedure constitutes the most interesting result of this section. We shall restrict
ourselves to the pc and es limits and take the linearized potential as the expression to be compared. This
does not really constitute a restriction since, equivalently, one can start from normal modes equations and
show how (4.2) reduces to (2.16).

Taking €(w)— o in (4.10), and using I,, ~I,, and K,, ~ —K,, whenever possible, one finds

Upe(R4;Ro) — f du a,(in) ]

0>>1 [
f

Im(XO)

(4.12)

II M‘I,I'

m(xo)

m2 2 2
1+_‘2‘ Ky(x)+K,, (xy)
X4
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Using relations (A13), (A17), and (A20) of Appendix A we write equivalently,
3

#% © A + o dx
Upc(I;R0>>1)=_? fo du a,(iv) |— fx x—1)"2

K, [21%vx
X |xKo [21%Vx |+Vx +O(I/Ry),
c u
21—
c
(4.13)
with x =72
The second integral in (4.13) can be done exactly making use of the relation?’
m
I} | dxxMAx — 1Ky (aVx )= (K _y_,a) . (4.14)
This gives
2
te : u u | 2|, —2usen
Upe(bRo>>1)=———5 Jo duasin) 1425142 |2 P e 90U /R,) (4.15)

i.e., we find again the plane-geometry result (2.31) and (2.32a). In the es limit we change n—n(u /c) in
(4.10) and then let c— oo. In the large radius limit the potential is

€(iu)—
UalRs-Ro) le"ﬂl S} duaati GO

m=+o

x 3 [ dnn

m=-—oo

Im("IRO)

K XnR,) | —— ,
+ M(n A) Km(nRO)

K2(qR,) |1+ (4.16)

A
i.e., using the same relation (A13), (A17), and (A20) as above,

K\(2qD)
Ko(2nD)+ =1

——— |+O(I/Ry) . (417)
2l

) — +
UollRo>> )= ~25 AL duaA(iu)%fo dnn?

Making use of the well-known integral®’

+
[, Tark (=21 r J“Zﬂ : (4.18)

n=v
2

Eq. (4.17) reduces to the plane-geometry result (2.31) and (2.32b):

€eliu)—

eliu)+1

UslliRo>> )= ——"= [ " dua,liu) Liourry. (4.19)

13

V. SPHERICAL GEOMETRY

In spherical coordinates Maxwell’s equations are still separable and the solution can be obtained analyti-
cally. The diffraction from a sphere has been solved by Mie?® at the beginning of this century and the prob-
lem is well discussed in Stratton’s book.?*

Our geometry is such that the atom is placed on the azimuthal axis at a distance r, from the origin and
rg is the sphere radius.

The metallic sphere occupies the region r <r, and we are looking for solutions of (2.6) subject to (2.15)
and where



25 van der WAALS INTERACTION BETWEEN A POINT .... L 791

€,(T)=€(@)B(rog—r)+6(r—ryp) . (5.1

The homogeneous solution can be found in Ref. 24 and the inhomogeneous one is obtained through the
3D Green function.?® The boundary conditions and the constitutive equation (2.15) will give the normal
modes matrix equation (2.2) as

(8,J+I,’J((l)))Pw’]=0 (i,j =r,3,¢p) . (5.2)

Again an explicit calculation shows T(w) to be diagonal. Calling I,(w), I3(®), and I () its diagonal ele-
ments, at T =0 the potential may be written as

o . . .
U(r,,;ro)=—2?f0 du In{[14+Ig (i) ][ 1+ Iy (i) 1 + 1 (i)]} (5.3)

Going from the real axis to the positive imaginary axis in the complex o plane one finds the following ex-
pressions:

3 2
ka(x4)
I(iu)= la,,(m ] 2 2n+Dn(n+1) A Al
T n=0 x4
1 e kn(x4)
Toliw)=Ip(iu)=—ay(iu) | = | T @n+1) [ky(xg)+— — lA" ka(xq)AL,
n=0 X4

where we have introduced the symbols

n € 72iw)in (yo)in(x0) — €lit)in(po)in (x0) +[1—€(it) Jin(po)in(x0) /X0
P € iuig (yo)kn(x0) —€lit)in(yo)ky (x0) + [ 1 —€(it) 1in(po)kn(x0) /%0

(5.5)

V2 (iw)iy (po)in(x0)—in(¥o)in(x0)

€U iudin (po)ky(X0) —in(yo)ky (x0)
and x4 =u/cry, Xxo=1u/cro, yo=€"2iu)u /cr,.

Still i, k, are hyperbolic spherical Bessel functions®
172 172

in(n)= l% I yam(x), kylx)= % Knian(x), (5.6)

and the prime means derivative with respect to the argument. The relation (2.2') is again satisfied since
(Ap)~'=0 (5.7)

has solutions on the real axis in the complex o plane and gives the SP dispersion relation in spherical
geometry?’ [using i,(x)=i ""j,(ix), k,(x)= —(7/2)i"h,(ix)].
Expanding the logarithm in (5.3) and retaining linear terms in a, the potential becomes

Ulrgro)~ f du[I, (i) + Ty (iu) +1 ()], (5.8)

and one recovers Nabutovskii’s et al.'® result. The above formula simplifies in the es limit. Expanding i,,
k, as

. __x" _m 2n—1)
tn(x)—-———-(zn+1)!! , kn(x)= __n+1 , x<<l1 (5.9)
and then letting ¢ — oo in (5.8), one finds
2n
r = —eli r
Ualrairo) =2 25 f du ayliu) 2 nin 40— 1= —°J : (5.10)
n=0 14+ —2—e(iu)
n+1

We may now study the two opposite limits / >>ry and / << r( of Eq. (5.10), [ =r, —r, is the distance of
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the atom from the spherical surface. In the first case the series is rapidly converging and one takes the first
few terms as

3 2
. 3% ro e . €liu)—1 7o ro
Ues(l,r0)1>>,0z———”—1—6f0 duaA(tu)m 1—67 +0 —[?] . (5.11a)
For ro—0 and using the Clausius-Mosotti relation,
ag(w) -
209 elo)—1 vsp=%7r8 , (5.12)

vy  €@)+2

where a,,(w) is the sphere polarizability, we recover in (5.11a) the Casimir and Polder? result [their Eq. (55)]
for the van der Waals attraction between two point particles.
Vice versa for / <<, large n’s dominate in the sum in (5.10) and the following expansion can be used:

1— 1— 1 1
=+ 0|— (5.13)
14 n € l+e€ 14+€ n n
n+1
The result is
# ® . eliu)—1 1 eliu)+2 12
Ul(l; ~—— d —_— - T — (5.11b)
es( "0)1<<r0 arl3 fo ua"(m)e(iu)+l ro €(iu)+1 o r%”

and thus one gets back the plane-geometry-result (2.31) and (2.32b) for ry— co.

VI. SURFACE ROUGHNESS IN A PLANE

In the previous sections we have considered the
interaction between an external atom and a metal-
lic surface in various geometries. The case of the
cylinder was treated in detail because of its impor-
tance in experimental studies. The metallic sphere
has been studied for completeness, to get a view of
how, within our scheme, the calculation becomes
practically possible for more complex geometries.
Till now, however, the surface was assumed to be
well shaped without microscopic irregularities,
which is certainly not a realistic case. To get
closer to the experimental situation it is thus desir-
able to allow a stochastic surface roughness and to
evaluate its influence on the van der Waals interac-
tion. Obviously, the roughness will affect the po-
tential only at small distances, while it becomes
completely negligible at higher distances. Without
restrictions we can therefore neglect the small cur-
vature of the cylinder or sphere, since in the region
where the roughness plays a role in the scattering,
the atom feels nothing but a flat surface. The for-
mulas we shall derive in this section and those of
the two previous sections are in a sense comple-
mentary. The former give the actual potential for
a rough cylinder or sphere at small distances as a
generalization of the plane-geometry formulas of
Sec. II, while the latter have to be used at large
distances, where the curvature of the surface is not

[
negligible but the roughness is immaterial. This

point will be discussed further in paper II.

In Cartesian coordinates FE(_R,Z), ﬁz(x,y) we
choose the surface to be represented by the equa-
tion

z=£R), 6.1)

§(ﬁ)=fdl—{§k'e"i'i . (6.2)

The metal occupies the region z <§£, while the
atom is fixed at ¥, =(R, =0, z, =) as in Sec. II.
Neglecting from the start dynamical effects,

Maxwell’s equations are written as in (2.6) with

€,(F)=0(z —£(R)) +0(£(R)—2)e() .
6.3)

The constraint (2.15) will then give us the normal
modes equation, i.e., the potential expression for an
atom in the presence of a rough surface. As is
well known the exact solution of (2.6) and (6.3) can
only be obtained as a series in ascending powers of
the roughness §&. The problem was studied in con-
nection with the light scattering from rough sur-
faces in a paper by Toigo et al.** There, it has
been shown that the most convenient way to go
through it is within the Rayleigh hypothesis [Eq.
(2.11a) for z > £ and Eq. (2.11b) for z < £] and with
the extinction theorem formalism. As a generali-
zation of the 1D grating results one gets the 2D
rough surface analogous®'
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—x(W—p )§) _ = =, - =,
K-k K K_K |, ,
! KK’ "W Ay — | > X— |'Z2p'WA
f dK o0 + kg P = | X% | 2'WAL
—i(W +pg)E -
_ f dﬁ (e 0 )f_io K- K W inc_, n I_{ KO y WA‘"C (6 43)
(W +polpo 0= KK, POV [AIRF |k Xk, [POWALR, | - '
@ g KRR, (R R
K’ A “ZA |
Jd W —p’ kg |k ¥ |
( —i(W+py)§ ) - N -
B f dK e K—KD K-KoAmc E v Ko 54 inc_,
- 0 W +p, KK, <tk 1k Xk Ko
(6.4b)
I .
The brackets with a suffix in Egs. (6.4a) and (6.4b) A with
mdlcate Fourier transforms; 4| || and A are the .
(@,K’) unknown amplitudes of the homogeneous inc i ipt| = Ko
field (2.11a); p, W are given in (2.9) and (2.12), and I, Ko=2_e PoPy’ K, = TKoPo: | »
p', W' stay in the same relation with K’. We note
that in the above formulas the field in the medium qine, _ i ol (@ /e | Ko 3 | (6.6)
(2.11b) has been totally decoupled although it ex- LK, =€ Po K, XFo |2
plicitly appears in the matching boundary condi-
tions. This constitutes the major advantage of this The unknown 4|, 4, can thus be determined
procedure. without difficulties in ascending power in the
Equations (6.4a) and (6.4b) refer to an incident roughness by using the expansion
field of the form o a’ f .
2R (e®)g=8g o tadx+ 5 ) dK'Ex _gbg -+ - -
Epn(f0)= [ dKe' O e " 2!
K, g (6.7
[ [__ +—=2 204 AWCK +5X KOAiln% in (6.4). Up to record order we get
0 0 20
6.5) A=A+ AL AP+ - 6.8)
. . with
appearing on the rhs at z=§£. Comparing (6.5)
with (2.8) and after using z =& </ in the last, one A=A Ai’|‘°K AV = _A AT (6.92)
can easily see that Eqgs. (6.4a) and (6.4b) are still
valid for the dipole case if we identify A"'°§ and as the zero-order result (2.13).
J
1 (1—€) [, o1 | KK’ gg s K
A(l)_:__ o o, ip'l WW' —eKK' P = p
Il 7TW+€pde§K—Ke KK’ Wy T X K' é,+p, .2
— - - 2
K K [AK' ' 5 |aloe| Wp
— | =Ex=—|3|=2=x%P |5|= ,
K X Kl ] Z Kl X [} 4 ¢ Wl+pf
(6.9b)
2 = 4 % ’
m_1d-6 o Rigs o .o0t| | KK |5 Wp |K'g K,
Al _7TW+p ¢ degK—Ke K>< ’ W,+6p’ K’ lﬂ+pl 0,z
K K [K’ T
3 |al@
—_— P . _— ,
+ K ’ [KI X o z c Wl+pl
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as the first-order correction and

gt _1=€
=20 wiep
de'dKn ip Igi—ﬁ‘gi(.’—i"
' |K' g K p N ekrew s w— KK gy ey
X W"+ep" K” m-i- " 0,z (e + K Kn + p
K’k?+KKp'W |K' K"
—2(1— — WW’'—eK'K"
(1—e) KK (W' +ep) X K" —€
2 WW” K K, Kn
— —_— '2
+2(1—¢) W'+p' K K’] | K"]
2 I_{" K”
o\ _p P W(W+W") 'z
e | W [k airas
2 — — — —
KK+ KKpW|K' K" o| _W K K| K'K" H
—_ ’ -A+2(1—€) - , ’ ——X—_,_ 'z g ’
+2(1 6)W (W,+€p,)KK/ KI X Kn z C W +p K K KK
(6.9c)
. l 2
AP = _t 7€ (o
27 W +p
X [dK'dK"e?"6x _gbx_x-
. . o
l ()] K” = K ” K K, ' K”
o | |K” 2| X wiwpn-0| | S| R KKK
W"+p" | ¢ K" xFo Z[K K i ¢ W+P K K ” K
W, ’ K K, KI Ku
—21—e)— L | X 2
R KXK'] [K'XK"H
2 K". _K_'_’ ”" "2 K, E -
W”+€p {K!I P(:)+ " sz [(WW +€p ) K" ‘
w' K K |[K K" |,
+2(1—€) W,+p K K’ K’ X K" ]
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2(1—
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KI Kll e ] ] ]

as a second-order correction.



Using (6.9) it is not a difficult task to find the
normal modes matrix equation

[6;;+1;(®)]P,;=0, (6.10)

i.e., the corresponding potential

. _i + o0 o .
Uli6)=" [, duinf det[1+T(iu;£)]}

+0(&Y. (6.11)

Equation (6.11) refers to a particular distribution &.
In order to get the potential for a rough surface an
averaging process over all possible distributions has
to be performed in (6.11) to get

Ul;o)=(U(l;£)) . (6.12)
|

3
i oo .
U(I;a)=—E fo dua,,(tu)[ —

R(w;0)=i e)dedK' —| K =K "|2a2/4,2ipl
K2 2
e (—e)
(W +¢p)?
+(l—€)—
4
_|e| 1
c | (W+p)

+ o0
[ 7 dnla,+(1—29)4,1e =1/ R (iu;0)
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This can be easily done for the linearized potential.
Using
(Ex)=0, 8(I_i+ﬁ'(]§§|2),

(6.13)

<§f§ﬁ’) 2 )2

and introducing the Gaussian autocorrelation func-
tion (ACF)

AR)=0% —R*/e* (6.14)
i.e., its FT,

(16% 1D =[4®)] g =mo’a’e K %a%/4,
(6.14b)

where o is the rms deviation and “@” the auto-
correlation length (ACL), one finds for (6.12)

+0(c* (6.15)

2

FWHW —p)—e |2 | W2eWR K2
W'+ep’

w? (K-K')?

K* W'+ep'

K K K’

—e)—— 14 | == w—p —w!|6.1
Y 1T K E | [P .(6 6)

Taking polar coordinates in the integral expression (6.16), the angular integrations can be performed in
terms of Bessel functions I,(x), n=0,1,2 but the remaining integrals have to be done numerically. This con-
stitutes a strong disadvantage for the applications we have in mind.

We notice, however, that for distances such that

I<A,,

the es limit is sensible and in this case an analytical solution is possible. Letting c— oo in (6.16) and

proceeding as above one has

2 © © ,
R (w;0)=—20 az(e 7 fo dK fo dK'K3K % —(K*+K?a’/4, —2KI

(e+

X (E—'_;“)IO

A similar equation was treated recently by Maradudin and Rahman.?

172 |
1/8
e 88, | —

88

fow dx e‘B"ZI,,(x)=% T

(6.17)
KK'a® 4 , |KK'a®| 1, |KK'a’
2 e—1° ' 2 27 2
(6.18)
Using the relation?’
(6.19)

and proceeding as in Appendix A of Ref. 32, the integration over K’ can be performed and gives
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. _ 1/20' (6—1)2 5 - zyzl) i 12_ y_2
R (w;0)=—m 5( e f y2/ € 1+y2 I, 3 +1, 2
LTI P LR I P
erl 1127 -122 |*g ’
2 »? 2 y?
— |1+ Iy | = 1—=|I, |=— , (6.20)
+y2 0% + y2 1|73
where y =Ka and we have defined
(6.21)

Zo=l/a .

The second term in the curly bracket in (6.20) can be integrated trivially using the expression for I,,,, I_; .
For the remaining two terms one starts from the identity?’

i) 0°° dy e’ 8 ~P[(y2/8)=m~""2P 2K (B /2) (6.22)
and notices that
© n
I dye—PZ/Se—ﬂyy"IO(yUS):(_1)"7—‘/2:—”[&2/21(0(32/2)], (6.23a)
a an—l an—2 2/ )

[ dye e =Prynr (y2/8)=(—1)m= 12 Py v b (R [P2Ko(B/2)] .

(6.23b)
All integrals in (6.20) are thus performed analytically to get
2 —17? 3 3 5 22 6 elw)
R . =_20__[6(L]_ = 8z |Ka(22 2 182 |K.,(222 0, b €w)
es(w,cr) as [e(a))+l]3 €lw) Zo Z() of 0)+ Zo Zo+ Z( 1( 0) e +ZS e(w)—1
2
_ i_mzoixo(zzén ;33-—%—}-1620 K222 |eZ0l . (624)
0

J

To go through (6.23) and (6.24) we have used an integration by parts [in (6.23b)] and the recursive relations
(d/dx)Io(x)=1,(x), (d/dx)Ky(x)=—K(x), and (d /dx)K(x) = —Ky(x)—K(x)/x. From (6.24) and
(6.15) we note that the roughness will tend to increase the interaction. This is generally valid and is what
one would expect since the roughness acts on the average as if the surface would be closer to the atom. In
the limits / <<a and ! >> a we have from (6.24) the expansions

2
. % ew)—1 1 ew)—1 |1 4
R (w;0)=~—3 5 @)1 3 elo) 1 +0(zp) |, I<<a (6.25a)
1 2 5
Ro(@io)m—3T 2a_2[e(w)—1]2[e(a))—7] a 8e(w) l 5la e(w)—?+o(zo_4) ’
2 al* [e(w)+1]} I [el@)—1][el@)—5] 8 |1 ] el0)—7

I>>a . (6.25b)
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In the pc limit [e(w)— ], Egs. (6.25a) and
(6.25b) reduce to the results given by Mehl and
Schaich?® who used the same model (6.1) for the
roughness. Thus, Egs. (6.24) are a generalization
of their formulas.

Equations (6.25a) and (6.25b) can be visualized
in physical terms. Taking the es limit for the
zero-order term in (6.15) and using R (w;0) as
from the first above, we have

0,2

”

k
U (l;0)= — —

|1+

y @—> 0

(6.26)

with k; given in (2.32b).

This equation can be readily derived by taking
the limit a — o from the start. In this limit the
atom feels for every distribution nothing but a
rigid shift of the whole surface.> Thus, in Eq.
(2.31) one may use

Il —£. (6.27)

From (I —£) 73~ 173(146£%/1%), (£*) =02, the re-
sult follows. The same result (but with different
k,, of course) can be obtained within the additive
hypothesis starting from the » ~¢ dependence of the
potential between atoms and integrating over the
whole medium. In this way, we recognize in

60? /1%, a surface-curvature effect. The opposite
limit (6.25b) is harder to study. The result can be
interpreted as due to additional dipoles located on
the surface between grooves. They act on the atom
with a / ~* dependence and their effect is favored
at large distances; but the es limit would be im-
properly taken in this case. On the other hand,
when a —0 so that Eq. (6.25b) would apply, the
whole picture breaks down since expansion (6.7)
cannot be used for a—0. Vice versa a large “a” is
compatible with the es limit. This is clearly ex-
pressed through (6.17) where a does not appear and
it can be justified by looking at Eq. (6.16) and no-
ticing that

(1€x_% 1% — @2m2?8(K-K") (6.28)

for a— . Thus, Eq. (6.28) contributes to the in-
tegral (6.16), no matter how large K is.

In addition, expansions (6.25) tell us that a
scattering process will be more affected by a sur-
face roughness of large ACL’s (I ~3 correction),
while the roughness is completely irrelevant in the
opposite case.!* Keeping this in mind we use the
recipe

Ex _g —Ed(K—K") (6.29)
in (6.8) and (6.9) and get
A) =A% 8, (1-2ip&o—2p%60+ - )
Al Ae PR (6.30a)
Ay — AT Ao P (6.30b)
3

A" |4
U(l,g)-—zﬂ fo du a(iu)

+ o0 3 .
Xf, dn[A,+(1—272)A,Je 2" &

=U(-§). (6.31)

We recognize in (6.30) and (6.31) the Kirchoff-
approximation formulas which become exact for
a= o and (6.27) can be applied. With (6.30) and
(6.31) we get rid of any perturbative approach and
the roughness is not necessarily small. We shall
devote Egs. (6.15), (6.24), and (6.31) in paper II to
applications.

VII. DISCUSSION AND COMPARISON
WITH THE FLUCTUATION METHOD

In this paper we have analyzed the interaction
between a nonpolarized atom and differently
shaped (planes, cylinders, spheres) metallic sur-
faces. The plane-geometry result has been general-
ized in two aspects: the first by looking at dynam-
ical effects treated in Sec. III and the second by
taking care of a surface roughness which can be
perhaps present on the metal. Both corrections are
dictated not simply by purely theoretical motiva-
tions, but reflect actual experimental scattering sit-
uations whose results will be examined in the light
of the present theory in paper II.

The roughness correction of Sec. VI [Egs. (6.15)
and (6.24)] is a new result. The main advantage of
the method is that of being solvable analytically in
the es limit, but in the second-order roughness.
We are free of these two limitations for large
ACL’s when Kirchoff formulas become valid.

The interaction with spheres, cylinders, and the
simplest plane surface has been treated by various
authors®”'®~18 and in this sense, the results we got
for these geometries [(2.24), (4.7), and (5.3)], are
certainly not new. The reason why we present
them here lies, however, in a logarithmic expres-
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sion we find throughout for the atom-surface in-
teraction whose presence has, till now, been missed
in the literature. This term has a renormalization
origin due to the presence of the surface acting on
the atomic dipole. It can be totally neglected in
scattering problems (as discussed in Sec. II) but be-
come crucial in physisorption problems when the
atom is placed just a few atomic layers away from
the metallic surface. This is a noteworthy point
and can be visualized not within Gerlach’s frame-
work where Eq. (2.1) is imposed ab initio, but by
going through the fluctuation approach that we
shall therefore analyze.

Following Lifshitz® we introduce auxiliary driv-
ing forces in the atom-surface system. Maxwell’s
equations are written as in the macroscopic case
but without any time averaging on a microscopic
scale. One then associates an instantaneous polari-
zation P:;'s,f,, with the external atom and a continu-
ous distribution of dipoles P (T,®) with the medi-
um as well.

It follows therefore that in Maxwell’s equatlons
the atom appears through the total dipole PA o

Pl,=Pi%1P, ., (1.1)

where PA’,,,, as in Eq. (2.15), is the dipole induced
by the homogeneous solution, i.e.,

Pyo=04(0)ENF),0;P] P, (F0)].  (1.2)

In the last equation we have taken care to indicate
explicitly t that the homogeneous field is some func-
tional of PA » and P (r,w); the particular function-
al form depending upon the geometry of the sys-
tem. Equations (7.1) and (7.2) constitute a
Lippman-Schwinger-type equation for P;w that
can be solved exactly for a point dipole. Note that
Eq. (7.2) renormalizes the induced atomic dipole
and it can be shown that the logarithm in the po-
tential expression (2.4) is originated just by this

term.
]

3ﬁ 1 Im fowd‘" elw)—1

F=
161r 14 elw)+1

af(w)+a}(m)+2azr(m)] coth

To check this, we choose the simplest possible
model, i.e., the es limit of a point particle and a
plane geometry. We derive the homogeneous field
from a scalar potential ¢*:

—

$H(To0),50= [dKAg i K Fe=ke (73
where 4 ¢ .o are determined by the usual boundary
conditions and are given in Eq. (B1) of Appendix

B. The Lorentz force exerted on the atom is thus
given in the present es limit by

F= fo+wdwﬁw ,

F,=— [dKK% ¥ i%+f (7.4)

-

X i—]l%+2 ‘Plo A%, +cc.,

where P ,, the solution of (7.1) and (7.2) is report-
ed in Eq. (B3) of Appendix B. Using the same Eq.
(B3) the fluctuation-dissipation theorem for the
PA o glves

#ieo
2kpT

(Pl ;i AT:,, —ilma (@) coth
27

X 80—, , (1.5)

where

a4(0) ew)—1

T, T,
“*“")z"y‘“”="/*‘“’)/{‘“7m

Equivalently this force can be expressed via a logarithmic-type potential U given by

# +
U=-—Im [ do|2In|1—

81} elw)+1

Once the path of integration in Eq. (7.8) is
changed from the real to the imaginary axis in the
usual way, 7 we get back the result (2.24) that we
got in Sec. II, and when, of course, the last is

ay(0) ep)—1

(7.6)
T, a4(0) ewp)—1
a;(w)=a4(0) / |1 - —— =217
: AN / 47 o)t
From Eq. (7.5) an easy calculation gives the
Lorentz force
2k, T (7.7)
a4(0) ew)—1 #io
- == th 7.8
o e vl | el Prave 78

I
evaluated in the same es limit.

To conclude, we comment on the physical mean-
ing of Eq. (7.5). In going from the “bare” fluc-

tuating dipole P:'sa',, to the renormalized one P~ A0
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one replaces in the fluctuation-dissipation relations
the bare isotropic polarizability a, with the expres-
sions & of Eq. (7.6).

In any respect, a,-T can therefore be regarded as a
renormalized polarizability due to the presence of
the surface; in fact, we see from Eq. (2.22) that it
contains the actual modes of the atom-surface sys-
tem. Still, notice that by replacing in Eq. (7.7) the
renormalized polarizability a(w) with the bare
atomic polarizability, one gets the Parsegian result,
and the logarithm in the potential expression is
lost.
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APPENDIX A

To solve for (A1) we use the asymptotic expansion
of the modified Haenkel functions K,,(x) and
K,,(y) appearing in the coefficients c,,(x,y) in
(A2)—(A4). These coefficients assume the form

P=+ew
=3 dxymP/xP. (A5
p=0
When (A5) is inserted in (A1), after using the addi-
tion theorem for Bessel functions3*

cmx,y)=e

. m=+o )
™K, (D)= S KpinX),(p)e™?,

m=—o
Z=(x>4y?—2xy cosp)'/?, (A6)
—i n/2
ein¥— x —ye™'?
x —yetie ’

the series of (A1) becomes

P=—wm
lim e™* 3 d,(x,p)

X,y —> 0

xX—y=z p=0
In this appendix we evaluate the series X 1 1im(_,-)pd_p[ emK (D] | .
m=+ow xP ¢—0 d¢P "
lim ¥ (X, )Kp 0 (X, (), (A7)
X,
yme It is not difficult to show that one has
x —y =z, finite (A1) ’ e
R U =
with T ;1_13)( 1 d‘ptho(Z)
K, (x)/K,(y), n=0 (A2) —1)
m ) m\y n =(2t ‘l)-! [K,(z)+0(1/x2)]
cm(x,y)={(m?/x?)K,,(x)/Kp,(y), n=0  (A3) z (A8)
K, 1(x)/K, (), n=1 (A4) and
|
1. d¥ ipe s (20—1N 5
73&(—1)'d¢2,e'¢1(1(z)=T[K,H(znou/x )1,
(A8)

limi(—1)*+!

eVK (2)=
p—0

x21+1

d‘p21+1 zt+l

for any ¢ >0 if the convention (—1)!!=1 is used.
Equations (A8) and (A8’) tell us we can retain, in
(A5), only the zero-order term dy(x,y), ie,

dp(x,y)— lim dp(x,y)=d, , (A9)
X,y — o0

while higher orders may be neglected.

From (A2), (A5), and (A9) one can verify, with
an explicit calculation for the first few terms in the
expansion (A5), that the following relation is valid:

d+1 (2t +1)M

[K,1(2)+0(1/x%)],

2
-2y _Z

1d
e dz,—— 2't'

z dz

-2z

2z 172
? } K,_]/z(Z) . (AIO)

=(_1)tz_t
2t!

e_zd2,+|=0 N tZO .

Inserting (A10) in (A7) and using (A8) we find
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xy—o = Kn(y)
=z
. 12,4 _ 1
= |— z ¢ Kt_l/z(Z)K,(Z) .
m t=0

(A11)

The term on the rhs in the relation above can be
calculated through the relation?”-3*

+ o
K, (2K, (2)= [ _dne~WTVK, (22 cosh) .
' (A12)

With u=—t, v=t -—%, and K _,(x)=K,(x) in
(A12) and summing under the integral sign, Eq.
(A11) becomes

172
2z t=+ow
— > ¢ |Ki—12(2)K(2)
m t=0
4o e—chosh'q

— fow dne —2zcoshy

The last integral is nothing else than Ky(2z), there-
fore, the limit (A1) with coefficients given by (A2)
is X
o Kp(x)
lim 2 X.0) ——1I,,(y)=Ko[2(x —y)] .

X,y—bao"':_w

(A13)

The second case for (A1), namely, with c,,(x,y)
given by (A3), can be found easily using the previ-
ous result. By comparing (A2) with (A3) and us-
ing (A10) one gets trivially the new relation
172

t_..

201 —

2z

—zd2'_(_l)t—l -

(A14)
e_zd2,+1=0 N IZO .

Inserting (A14) in (A7), using (A8) and t—¢ +1
we have

m=+0o K (x) t +ao
. 1
lim E "'+
xy—o = Ky
x—y=z

K,_3/2(Z) ’

1
-2
¢ ]Kt+1/2(Z)K,+1(Z)+

lim (
Xy, o x2 Km( ) my)
x—y=z
12, |-
= 2 K, _11(2)K; 1(2).
mz =0

(A15)

From (A12) with p=—(t +1), v=t — 5, and
proceeding as before, (A15) is transformed into

f K3/2(2Z COShﬂ)
)|/2

(coshn)!/?

(mrz
K3 p[2z(£2+1)17]
(t2+ 1 )3/4

where we have used the change of variable
t =sinh7 in the last expression. To evaluate the
integral above we use the general relation®’

fow K, [z(t2+a®) 22 +a?) Y2+ 4t

’

= (2)12 fo

=Wz~ WD 1M T (1K, _,_y(az) .
(A16)
The result is
. m=te 2 K2(x) Ki[2(x =]
1 — I, ()=
x,yl—Twm-_-z_w x? Kn(y) m) 2(x —y)
(A17)

For the case (A4) the calculation is more difficu-
1t. With an explicit calculation for the first few
terms in the expansion (A5) one can verify for (A9)
that the following is valid:

(— 1)z 172
2'!

e —de' =

% K,+1/2(z)—zz£K,_,/2(z) . (A18)

172

1\t
_(_l)_Z__ K,_l/z(Z) .

e_zd2'+1= Ztt'

(174

Inserting (A 18) in (A7) and using (A8') we have

12, 4

>

t=0

1
)
¢ JK‘_]/z(Z)K,+|(Z) .

The last two terms on the left above can be calculated through (A12) and (A16) as before and we have
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m=+ow K’i_H(x)

K, [2(x —p)]

li I,(y)=Ko[2(x —y)]+2 (A19)
"’yan“’m=2—w K, ) m0 o[20x —p)]+2—, "
From (A17) and (A19) and squaring the recurrence relation
K,+1(x)=£K,(x)—K,' (x),
one can show finally,
m=tw K.Xx) K[2(x —p)]
li L,(y)=Ko[2(x -]+ —FF" (A20)
m 2 F ) =Kl =+
to be valid.
APPENDIX B
We have the following:
1 elw)—1 _KI I_{ Al BT m 1 K =
4 L K . K 3 =
K,0 277- 6((0)+l e lK +Z PA,a)+ 6((0)+1 quz qz—iK lK z Pm(qrm) ’ (Bl)
where G=(K,q) and B,,(4,») denotes the FT of P,,(F,0),
P,(q,0)= [dTfe 9P, (f0) . (B2)

The solution of the Lippman-Schwinger equation [Egs. (7.1) and (7.2)] is

-1
ay(0) gw)—1 i 4ra,(w) e X o K L3
Ploxgp= == do)tl Pioxy @) 11 1) g ik KEO) i = Pu(@0) 1,
-1
a,,(a)) elw)—1 . 417'1(1/4(60) Ke-KI K —
pr 1A &80/—° pinst | T4 g2 2 _2P (4, . B
Aoz 4 ) +1 4o T o)+ 1 J e—ik |k 2| Pnl@e) B3)
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