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K-shell ionization cross sections for Ti, Cr, Co, Ni, Cu, and Zn targets
induced by protons in the energy range 300—2400 keV
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Absolute K-shell x-ray-production cross sections have been measured for thin-foil tar-
gets of Ti, Cr, Co, Ni, Cu, and Zn at incident proton beam energies from 300 to 2400
keV. Particular care was necessary in the control of experimental conditions in order to
determine the x-ray-production cross sections with high precision (-5%). The x-ray-
production cross sections were determined from x-ray yields normalized to simultaneous
measurements of particle scattering yields at 90'. The values of K-shell vacancy-
production cross sections were determined to range from 0.133 b for 300-keV protons on
Zn to 1230 b for 2400-keV protons on Ti. The overall agreement of these total cross sec-
tions with recent data obtained by other workers generally is to within 10/o and frequent-
ly is to within the 5% accuracy of our results. The K-shell ionization cross sections in-
ferred from these results are compared with the predictions of energy-loss Coulomb-
deflection perturbed-stationary-state relativistic theory which reproduces the data with
good accuracy. In addition, these results also show good agreement when compared with
a more fundamental formulation based on perturbed-stationary-state theory.

I. INTRODUCTION

The direct Coulomb ionization of an inner-shell
electron by a swiftly moving charged particle is a
fundamental problem in atomic collision physics.
j:-shell vacancy production by energetic protons
has been the subject of many theoretical and exper-
imental investigations. In recent years the experi-
mental effort has been directed to the measurement
of cross sections with increased accuracy to estab-
lish a data base for quantitative proton-induced x-
ray emission analysis including quantitative trace
element analysis, stoichiometry, and depth concen-
tration determination, and for other applied stud-
ies. In addition, absolute cross sections provide a
good test of the predictive capability of the present
theoretical formalisms.

The present work was undertaken to determine a
few inner-shell ionization cross sections with high
precision. Total cross sections for j;-shell x-ray
production for incident proton beams with selected
energies in the range from 0.3 to 2.4 MeV were
measured in thin elemental targets of Ti, Cr, Co,
Ni, Cu, and Zn. In order to limit the experimental
error to approximately 5%, special care was re-
quired in the experimental design and implementa-
tion.

Through the years many measurements of
inner-sheB ionization have been made with varying

degrees of accuracy. A recent summary' of these
data shows in many cases a wide variance among
the reported values. However, two sets of accurate
measurements (10% or better) were presented at
the 1979 %orkshop on Inner-Shell Ionization by
Light Ions. These measurements cover a similar
range of target atomic number and proton energy
as the present study reported here. These data
agree with each other generally to within the quot-
ed error. The present measurements, which are es-
timated to have an error of about 5%, are in close
agreement with these two measurements. It is
hoped that our data along with the other high-
accuracy measurements can serve as a sohd data
base for applied studies using ion-beam analysis.

This paper is organized into five sections. In
Sec. II which deals with experimental procedures,
the design of the experimental apparatus and the
methods employed to reduce uncertainties in the
data are given. In addition, the analysis of the
data is explained, and a detailed estimate of the
sources of error is discussed. In Sec. III the values
of the measured cross sections are reported, and
direct comparisons with other measurements are
discussed. In Sec. IV, which deals with theoretical
considerations, a brief overview of the theoretical
approaches to calculating inner-shell ionization
cross sections is given. Comparisons of our data
are made with two theoretical formalisms. Predic-
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tions of the energy-loss Coulomb-deflection
perturbed-stationary-state-relativistic (ECPSSR)
theory are found to reproduce the present mea-
surements very closely. Results of a more funda-
mental approach formulated within the context of
perturbed-stationary-state theory also show good
agreement. In Sec. V a summary of this work is
given and conclusions drawn.
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FIG. 1. Experimental arrangement use for the
present measurements of x-ray-production cross sections.

II. EXPERIMENTAL PROCEDURES

In this study the E-shell ionization cross sections
are inferred from measurements of the x-ray-
production cross sections and tabulated values of
the fluorescence yields. The x-ray-production
cross section is obtained by normalizing the x-ray
yield )o the scattered particle yield. These yields
are determined by simultaneously measuring the x
rays and scattered particles for incident monoener-

getic protons on thin-foil targets. This pro-
cedure ' ' has become quite standard for precision
measurements of total x-ray cross sections because
it eliminates the need for accurate determination of
target thicknesses and beam currents. In this work
it is assumed that the particle scattering is purely
Rutherford. This assumption was experimentally

supported since the ratio of the counting rates be-

tween the two particle detectors (see description
below) remained constant to within counting statis-
tics over the energy range of this investigation.

The experimental setup is shown schematically
in Fig. 1. The x-ray and particle detectors were
mounted at 90' to the incident beam. Apertures
were mounted in front of these detectors to elim-

inate detector edge effects. Aperture sizes and
target-to-detector distances were chosen to allow

accurate solid-angle measurements. Cleaning aper-
tures were also placed between the target and the
detector apertures to restrict the field of view of
the detector in order to minimize spurious events.
Scattered particles were also counted simultaneous-

ly with an annular surface-barrier monitor detector
at an average scattering angle of 178.4' to the in-

cident beam. The beam was defined through two
1-mm-diameter apertures 82.5 cm apart which
gave an angular divergence of approximately 1.2
mrad. A 2.5-mm cleaning aperture was placed be-
tween these two beam-defining apertures to mini-
mize slit-edge scattering.

The total K-shell vacancy-production cross sec-
tion determined by the procedures used here is
given by

N„(der" Id Q N 8,E)dQp
o„(E)=

Npcokg dQ„I4n

where N„and Nz are the number of x rays and
particles counted; (da" IdQ)(8, E) is the Ruther-
ford scattering cross section calculated at the parti-
cle scattering angle 8 and energy E; d Qz and d0„
are the solid angles subtended by the particle and
x-ray detectors, respectively; cok is the target
fluorescent yield; and g„ is the x-ray detector effi-
ciency for the EaP x rays. The accuracy of the
measurement for the total cross section thus de-

pends on the accuracy of the determination of each
of the above parameters. We shall discuss how
each of these parameters was determined, their ac-
curacy, and any other corrections to the data
which went into the final determination of 0„.

A. Counting statistics

As the incident proton energy is increased, the
Rutherford scattering cross section decreases, and
the x-ray production cross section increases. In or-
der to ensure that the x-ray and scattered particle
counting rates were comparable at each energy, the
solid angle of the particle detector was changed
when necessary. In all cases counts were accumu-
lated to ensure that the error introduced in the
counting statistics was (1%.

B. X-ray detector solid angle

The x-ray detector solid angle was measured two
ways, geometrically and with a calibrated radioac-
tive source. Agreement to within experimental ac-
curacy was required between these two methods be-
fore proceeding with the experiment. For the
solid-angle measurement determined using a ra-
dioactive source we employed an Fe source whose
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intensity was calibrated by the National Bureau of
Standards (NBS) to an accuracy of 1.8%. In order
to determine the x-ray detector solid angle from
the detected x-ray intensity, corrections for detec-
tor efficiency were necessary. Good agreement be-
tween the geometrical solid angle and that mea-
sured using the radioactive source was obtained
when the source strength was calculated from the
recently determined Fe half-life of 1006.7+2.5
days. As an added check on the source intensity,
this source was recalibrated by the NBS after the
solid-angle measurements were completed and the
original calibration was confirmed. An x-ray
detector solid angle of 6.48)&10 sr was deter-
mined from these measurements.

The solid-angle measurement also provided a
good basis for determining detector efficiencies.
The x-ray detector efficiency was calculated by in-
cluding x-ray absorption by the detector dead layer
(1000 A), the gold layer on the front surface (200
A), and the Be window (0.025 mm). The x-ray
detector is a Si (Li) detector with a 190-eV resolu-
tion for ' Fe x rays and has a sensitive depth of
5.3 mm. A 0.1-mm polyethylene absorber was
placed in front of this detector to prevent scattered
protons from entering the detector and causing ra-
diation damage. The absorptions of the poly-
ethylene absorber were measured for ' Fe and ' Mn
x rays and found to agree with the calculated
values to better than 1%. The good agreement of
the solid angle measured using the detector effi-
ciency determined for Fe x rays with the geome-
trical solid angle gives support to the absorber

thicknesses and mass-absorption coefficients' used.
The efficiencies determined for the weighted aver-

age of the K x rays" of the targets used in this ex-
periment ranged from 0.752 for titanium to 0.958
for zinc and are given in Table I. These efficien-
cies include the effects of the 0.1-mm polyethylene
absorber whose density was determined in a
separate measurement.

C. Particle-detector solid angles

The particle detectors are Si surface-barrier
detectors with typical resolutions of 15—20 keV.
Two different a sources were used for the solid-
angle determinations, 'Am and ' Gd. Both
sources were calibrated by the NBS to accuracies
of 1.0%%uo and 1.7%, respectively. Agreement in the
measurements of the solid angle determined using
each of these sources and determined geometrically
was required. During the initial calibration, the
solid-angle measurements of the 90' detector using
the ' Gd source was consistently 2 —3% lower
than the geometrical and 'Am values (which were
in agreement). This difference was eliminated
when the detector was replaced with a new one.
The two solid angles used for the 90' detector were
1.74)(10 and 6.96' 10 sr. The smaller solid
angle was used at lower-beam energies to reduce
the particle counting rates, in order to keep a bal-
ance between the x-ray and particle counting rates.
Particle-detector efficiencies of 100% were as-
sumed.

TABLE I. Detector efficiencies employed in the data reduction and target thicknesses
used during the experimental investigation. Total detector efficiencies listed include the ab-

sorption of 0.1-mm polyethylene and are weighted by the Ea, fs intensities. Target
thicknesses'were measured using the Rutherford backscatter (RBS) of 2-MeV He ions. Ex-
cept for the copper target, which was self-supporting, all targets were evaporated on =2.5
pg/cm of carbon.

Target
element

Detector
efficiencya, b

Thickness (A)
Proton energy range

300—600 keV 700—2400 keV

Ti
Cr
Co
Ni
Cu
Zll

0.752
0.850
0.920
0.936
0.951
0.958

590
600
550
520
530

1050

590
600
610
600
650
400

'The absorption coefficients were taken from Ref. 10.
The intensities of the Ka,P x rays were taken from Ref. 11.
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The annular monitor detector is a surface-barrier
detector with a 4.0-mm hole in the center through
which the beam was directed. One of the 1-mm
beam-defining apertures was placed directly
upstream of this detector. In order to prevent slit-

edge scattered particles from striking the inner

edge of the detector annulus, a 2.0-mm i.d. alumi-

num tube was placed through the detector hole.
The annular particle detector was determined to
have a solid angle of 2.80X10 sr as measured by
the 'Am and ' Gd sources and geometrically.

supply and a corona discharge system controlled
by a combination of terminal capacitance pick-off
and exit-slit feedback. As observed on the capaci-
tance pick off, the measured voltage accuracy of 1

keV obtained at the calibration energy was main-
tained throughout the entire energy range studied
here. Thus, at 300 keV there is an error in cr„of
about 2% as a result of the fluctuations in termi-
nal voltage. This error falls off to about 0.2% at
the highest energy used (2400 keV).

D. Rutherford scattering cross section

The precision measurement of the total K-shell
vacancy-production cross section using the present
technique requires accurate values for the particle
scattering angle 8 and beam energy E, from which
the Rutherford scattering cross section da /d0
for the normalization detector is determined (see
Fig. 1). At a 90 scattering angle for the normali-
zation detector, a variation in the scattering angle
of 1' changes the Rutherford scattering cross sec-
tion and hence the K-shell vacancy-production
cross section by 3%. The scattering angle was
determined by normalizing the particle counting
rate in the 90' detector to the counting rate ob-
tained in the annular detector where the Ruther-
ford scattering cross section is less sensitive to
variations in the scattering angle. For the annular
particle detector mounted at a scattering angle of
178.4', a variation in the scattering angle of 1

changes the Rutherford scattering cross section by
0.3%. The scattering angle of the normalization
detector was determined to be 89.6'+0.5' by this
procedure.

Accurate determination of the beam energy is
necessary because of the combined effects of the
E dependence of the particle yield N& and the
E to E dependence of the x-ray yield N„. From
Eq. (I) we see that o„depends upon the ratio of
these two yields N„/Nz, which can vary as strong-
ly as E at the lowest energies. The beam energy
was determined to within 1 keV by calibrating the
accelerator using the 27Al(p, y) sSi resonance reac-
tion at 991.88 keV. The beam was bent through a
90' analyzing magnet where the magnetic field was
measured by a nuclear magnetic resonance (NMR)
probe. The NMR system was used to establish the
beam energy over the entire energy range. Voltage
fluctuations at the terminal were kept to a
minimum by using a constant current charging

E. Spectral corrections

The particle and x-ray spectra were each
analyzed with a single-channel analyzer and count-
ed on high-speed scalers. Counting rates were kept
sufficiently low so that rejection of pile-up pulses
was minimized. However, analysis of x-ray spectra
from Fe and particle spectra from self-supporting
thin targets showed low-energy portions of the
spectra which are not recorded in the single-chan-
nel analyzers. To obtain N& and N„, the SCA
counts were thus corrected to include these lower-

energy pulses which were attributed primarily to
incomplete charge collection. These corrections,
obtained from multichannel-analyzer (MCA) spec-
tral measurements, increase the single-channel
analyzer count for the particle detector by 4.75%
and for the x-ray detector by 2.50%.

Continuous MCA monitoring of the particle
spectra also allowed counting corrections to be
made for contributions from the buildup of C and
0 on the target surfaces or from the C foil sub-
strates of the films studied. Actually, the detector
resolutions were sufficient so that no such correc-
tions were necessary except for the 300-keV mea-
surements on Cr.

F. Fluorescence yield

The values of the fluorescence yield cok were
taken from the best-fit values of Bambynek et al. 7

No corrections or errors in cok were included in
our final values of a„.

G. Target thiclmess

The values of the total cross sections were
corrected to reflect their value for the quoted pro-
ton energy at the center of the target foil. Foil
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thicknesses were obtained by Rutherford back-
scatter measurements with 2.0-MeV He scattered
into the annular particle detector at 178.4'. Stand-
ard thin-foil analysis was employed using the He
stopping powers of Ziegler. ' The targets and their
thicknesses are given in Table I. In making these
corrections we assumed a local energy dependence
of the cross section of cr„=AE~. The value of p
was obtained from calculation of cr„using the
ECPSSR theory. In addition, the energy depen-
dence of the Rutherford scattering cross section
was also taken into account. A correction factor
of

2+p lkx dE
2 E dx

is required, where M is the foil thickness, E the
incident bcmn energy, and dE/dx the proton stop-
ping power at energy E. A small carbon buildup
on the targets was observed, but its thickness was
always such that energy-loss corrections could be
neglected. For 300-keV protons on Zn a correction
factor of 1.22 was necessary. This value is accu-
rate to about 2% and is the largest correction fac-
tor encountered. As the beam energy is increased,
the correction factors decrease to values of about
1.005 at the highest energies.

H. Errors

The major sources of error are discussed above.
A detailed analysis of the magnitude for each
source of error was made. The total estimated er-
ror accumulated in quadrature is approximately
5%. The value of the errors from these analyses
are listed in Table II. It should be noted that, be-
cause of beam-energy and energy-loss considera-
tions, the accumulated error decreases as the beam

energy increases from 300 keV to 2.4 MeV.

III. RESULTS AND DISCUSSION

Total j:-shell vacancy-production cross sections
for protons on Ti, Cr, Co, Ni, Cu, and Zn were
measured at particle energies from 300 to 2400
keV. The resulting numerical values of the cross
sections in barns are tabulated in Table III. The
fluorescent yields used in the data reduction are
also listed. These results are compared directly to
recent experimental data of similar accuracy by
other investigators. Three data sets ' ' were
chosen such that extensive comparisons could be

TABLE II. Sources of uncertainty in the measured
cross sections at 300 keV and 2 MeV. These errors are
approximately the same for all targets. Worst-case
values are given here. Total estimated error is accumu-
lated in quadrature.

Error
source

Beam energy
300 keV 2 MeV

(%) (%)

Counting statistics
Solid angles

X-ray detector
Particle detector

X-ray detector
Beam energy
Rutherford cross section
(scattering angle)
Energy loss through target

2
2
2
0.2
3

0.5

Total estimated error 5.5 4.7

made with our data. The data of Ref. 13 have
been adjusted to correspond with the energies of
our measurements. In this manner we hoped to
determine with additional confidence the overall
accuracy of these investigations. From the tabulat-
ed data in Table III it is noted that the cross sec-
tions vary over four orders of magnitude. For a
more sensitive data comparison the ionization cross
section measured in other studies is divided by the
cross section determined in this investigation. This
method allows a detailed data comparison over the
entire proton energy range. The results of this
comparison are plotted against the energy of the
bombarding proton beam for each target and are
shown in Fig. 2. The agreement among each of
these three data sets with our data is seen to be
very good. In fact, the agreement is almost always
to within the quoted error and generally is to
within the 5% accuracy of our results.

However, the comparisons with each of the dif-
ferent data sets shows some discrepancies. In par-
ti'cular, the results of this investigation tend to be
systematically larger by a few percent than those
reported in the other works. However, there is no
easily identifiable pattern which holds from ele-
ment to element. Indeed, the comparison for
copper shows an excellent agreement for a11 the
data sets. In the case of nickel the two data sets
are approximately 10% below our results over the
entire proton energy range. This difference would
indicate that our data set for nickel is too large or
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TABLE III. Total E-shell vacancy-production cross sections induced by energetic protons. Values of the cross sec-
tions are given in barns and the proton energies are given in keV. Errors in the values of the cross sections are of the
order of 5%.

E
(keV)

Ti(Z=22)
cog ——0.219'

Cr(Z=24)
cok ——0.282

Co(Z=27)
cok ——0.381

Ni(Z=28)
a)g ——0.414

Cu(Z=29)
a)k ——0.445

Zn(Z=30)
a)g ——0.479

300
400
500
600
700
800

1000
1200
1400
1600
1800
2000
2200
2300
2400

5.48
15.4
32.4
57.5
86.9

131
223
350
491
631
788
949

1080

1230

2.26
6.08

13.7
24.7
37.4
56.3

101
159
226
300
388
450
539

631

0.533
1.63
3.69
6.92

11.4
17.0
32.9
54.6
80.1

113
149
179
220
236
257

0.347
1.07
2.43
4.75
7.92

12.4
23.4
39.7
58.2
80.9

106
134
163
178
192

0.212
0.710
1.70
3.24
5.18
8.25

16.3
27.4
41.8
59.3
78.7
95.8

120
129
142

0.133
0.466
1.09
2.12
3.53
5.59

11.4
19.3
29.8
42.4
58.1

72.5
89.4

103
108

'The fluorescence yields are the fitted values given in Ref. 7.

the other data sets are too small, or both. When
our nickel data are compared with theory (see Figs.
3 and 4 and Sec. IV} there is no corresponding
10% discrepancy. The largest variations in these
data comparisons occur at the lowest proton ener-

gies where the cross sections depend most sensi-

tively on the beam energy and the target thickness.
The differences at low energies are largest for Ti
and Zn. At the lowest proton energies the cross-
section ratios plotted in Fig. 2 increase for Ti, Co,
and Zn and decrease for Cr. Again, when our data
are compared with theory {see Figs. 3 and 4) no
discrepancy of this kind exists. In particular, the
largest ratios are not seen. Clearly additional mea-

surements in the low-energy range are desirable to
help resolve these discrepancies.

IU. THEORETICAL CONSIDERATIONS

There have been many theoretical approaches to
the problem of calculating the cross sections for
inner-shell ionization by light ions ranging from
the classical to the quantal. Two of those which

employ a quantal treatment for the target electron
are the plane-wave Born approximation (PWBA)'"
and the semiclassical approximation (SCA). ' The
SCA, in which the motion of the projectile is treat-

ed classically with a prescribed trajectory, provides
the ionization probability as a function of impact
parameter. It is equivalent to the PWBA for the
total cross section for a straight-line trajectory in
the limit of projectile energy loss small compared
to its initial energy.

The PWBA is found to be fairly successful in
predicting total cross sections for high or even
moderate projectile velocities (projectile velocity )
target electron velocity), but at lower velocities
discrepancies of one or two orders of magnitude
occur. These have been explained ' ' in large
part by a number of specific physical phenomena
that occur during the ionization process. The most
important of these is the binding effect, the change
in the binding energy of the target electron from
the presence of the charged projectile. Changes in
the binding energy are important because of the
dependence of the total cross section on this quan-
tity which becomes stronger as the projectile velo-
city decreases. Quantitative estimates of this effect
have been made by evaluating the binding energy
of the target electron in the presence of the projec-
tile fixed at some effective distance from the target
nucleus.

Other effects which become increasingly signifi-
cant at lower projectile velocities include the retar-
dation and deflection of the projectile on a
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FIG. 2. Ratio of some recent measurements to the
present measurements as a function of proton energy for
the proton-induced total K-shell ionization cross section
in six target materials. Data have been plotted as ratios
in order to illustrate best their differences over the entire
proton energy range.

Coulomb trajectory, as opposed to a straight-line
constant-velocity path, the effect of the energy loss
of the projectile during interaction, and the effects
of relativity on the motion of ihe target electron.
At moderate velocities the change in the electron
wave function arising from the polarized distortion
induced by the projectile (polarization effect) is im-
portant. These effects have been estimated in dif-
ferent ways by different authors4'6'7 and have
been incorporated into both the PWBA and the
SCA to remove much of the discrepancy between
theory and experiment at low velocities.

A systematic approach for going beyond the
usual Born approximation but still within the con-
text of perturbation theory is provided by
perturbed-stationary-state (PSS} theory. In this
approach, which is framed within the SCA, the
electron wave function is expanded in terms of
basis states which form exact solutions to the total
Hamiltonian, target electron plus interaction with
the projectile, at each instant of time or, equiva-
lently, for each position of the projectile along its
trajectory. Thus, the electron is assumed to
respond instantaneously to the motion of the pro-
jectile. This is the adiabatic approximation. PSS
theory includes both binding and Coulomb trajec-
tory effects in a natural way snd has been used to
justify the treatment of the binding effect when in-
corporated into the P%'BA.

Land et a/. have described an approach imple-
menting PSS theory to calculate the impact-
parameter dependence of E-shell ionization from
which the total cross section is obtained. These
calculations have been performed in an approxima-
tion (PSS/1) in which the Coulomb trajectory of
the projectile is replaced by an equivalent straight-
line trajectory. For each physical impact parame-
ter, this trajectory is characterized by an effective
impact parameter, incident velocity and electron
binding energy, and by effective wave functions for
the electron (wave-function relaxation). Each of
these quantities is evaluated at the distance of
closest approach of the projectile to the target nu-
cleus, except for the velocity which is taken to be
an appropriate average. The binding energy of the
electron in the presence of the projectile is deter-
mined by minimizing the energy obtained from
first-order perturbation theory with respect to an
assumed ground-state wave function. These cal-
culations employ the Merzbscher-Lewis wave func-
tions to take account of outer screening. This
differs from previous calculations' in the SCA in
which unscreened hydrogenic wave functions are
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used. The Slater prescription is used for inner

screening. For the outgoing electron we keep up to
d states, corresponding to keeping the quadrupole
term in an expansion of the potential. We have

also performed in a few instances calculations

(PSS/C} for the total cross sections in which the
probability amplitude is obtained by integrating

along the exact Coulomb trajectory with the use of
Hartree-Fock wave functions expressed in a basis

system developed by Reading and co-workers. "
Good agreement between the two approaches is ob-

tained. The agreement shows that PSS/1 consti-

tutes an accurate implementation of PSS theory.
We emphasize that these approaches require no

parameters and that the total cross section is ob-

tained directly from the impact-parameter depen-

dence.
Results of our calculations for the total cross

section (PSS/1) are described in Fig. 3 by display-

ing the ratio of our experimental measurements to
the theoretical values. Binding and Coulomb tra-

jectory effects occur automatically and the energy-

loss and relativistic effects are included from the
theoretical work of Brandt and Lapicki. Results
are shown with and without relativistic and
energy-loss effects in order to illustrate their im-

portance. The polarization effect is not considered.
We note the general trend for the theoretical values

to be too large at low energies and too small at
higher energies. In particular, the theoretical re-
sults lie above the experimental data by about 10%%uo

at the lowest energies except for Ti for which the
theoretical values lie about 20% too high. The
difference at the higher energies is explained in

large part by the absence in our calculations of the
polarization effect, as preliminary calculations
show. We have no detailed explanation for the
difference at lower energies at the present time.
There is some indication from calculations report-
ed in the literature that the use of realistic wave
functions for the electron provides a reduction in
values for the total cross section at lower energies
from those predicted with hydrogenic wave func-
tions, but this is not a firm conclusion at this
time. This observation may be relevant here even

though the calculations shown above are based
upon the Merzbacher-Lewis modification of hydro-
genic wave functions which is superior to the use
of unscreened hydrogen wave functions to describe
the continuum. '

We have also performed calculations employing
a theory based upon the PWBA in which all of the
effects which influence inner-shell ionization listed
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FIG. 3. Ratio of the present experimental measure-
ments to the results of perturbed-stationary-state theory,
PSS/1, and to the same results corrected for the effect
of projectile energy loss and relativity as a function of
proton energy. These corrections to PSS/1 are estimat-
ed on the basis of ECPSSR theory.
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previously are included. This theory, designated by
ECPSSR, has been developed by Brandt and Lap-
icki and co-workers. ' As in Fig. 3, these results
are expressed in terms of the ratio of our experi-
mental values to the theoretical predictions and are
shown in Fig. 4. Overall, very close agreement be-
tween this theory and our data is seen. In particu-
lar, for Co, Ni, Cu, and Zn the agreement is in al-
most every instance to within 3%. For Ti there is
a trend for the theoretical values to lie about 10%
above the data at the lowest energies, falling to
about 3% above the highest.

We see that both PSS/1 and ECPSSR provide a
close correlation with the experimental data, with
ECPSSR being more accurate. Thus, ECPSSR
offers good predictive capability, at least in the re-

gion discussed here. Both theories, PSS/1 and
ECPSSR, employ the same physical principles as
regards the treatment of the binding effect but
PSS/1 is the more accurate formalism. No param-
eters are required in PSS/1, while two parameters
related to the binding and polarization effects must
be determined for ECPSSR. ' While the polari-
zation effect has not yet been considered in detail
in PSS/1, its effect is to increase the calculated
values for the total cross section by 1% or 2% at
the lowest energies of interest here. We conclude
that, since PSS/1 is an accurate implementation of
the PSS formalism and shows disagreement with
the experimental data at low energies, first-order
theories with hydrogenlike wave functions are defi-
cient at low energies. The largest differences for
both calculations, PSS/1 and ECPSSR, occur for
Ti, the target having the smallest atomic number
of those we have considered and thus the largest
effective coupling. This may suggest the inadequa-

cy of the perturbation approximation as employed
in these theories. Furthermore, we note the need
for more realistic wave functions for the electron.

Finally, we point out that, in the comparisons of
our data with either set of theoretical results, there
is no special trend for the Ni data when viewed

along with the Cu or Zn data. This observation is
in contrast with what we had previously noted in
the comparisons of our data with that of the other
experimental groups.

V. CONCLUSIONS

In this paper we present absolute K-shell
vacancy-production cross sections for incident pro-
tons with energies in the range from 0.3 to 2.4
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FIG. 4. Ratio of the present experimental measure-
ments to the ECPSSR theoretical results as a function
of energy for the proton-induced total K-shell ionization
cross sections in Ti, Cr, Co, Ni, Cu, and Zn.

MeV in targets of Ti, Cr, Co, Ni, Cu, and Zn mea-
sured to high accuarcy (=5%). The agreement
with the measurements reported by other investiga-
tions is generally to within the quoted errors, in
the majority of cases to within 5%. The present
measurements agree closely with the theoretical re-
sults for both formalisms considered here in detail,
the ECPSSR theory to within 3% and the PSS/1
theory to within 10%. It is noted that for the
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present experimental parameters, the cross sections
range over four orders of magnitude.

There are several aspects in this study which
remain puzzling. The first concerns the discrepan-
cies for the experimental measurements at the
lour proton energies. In particular, there is a sys-
tematic increase in the cross sections measured by
others relative to our measurements, especially for
Ti and Zn and somewhat for Co. However, for Cr
the opposite is true. For Ni and Cu no trend ex-
ists. The second concerns the results for nickel.
The measurements reported here are approximately
10% larger than those reported in two independent
investigations. However, all three data sets agree
very closdy for copper which is the next larger
atomic number. %hen our data are compared with
either of the two theoretical formalisms, there is no
special trend observed as the atomic number varies.
In addition, our data follow a smoothly varying
function of proton energy with little scatter in the
experimental data for all the target elements inves-

tigated. The results for nickel could be explained
if both of the other data sets had a systematic er-
ror of a few percent. Finally, we note that for ti-
tanium the largest differences between our data
and both sets of theoretical calculations exist. %e
have no explanation for this at the present time.

The data presented here, along with other accu-

rate measurements, provide increased confidence in
the data base for the E-shell vacancy-production
cross sections of these elements. However, there is
a continuing need for accurate measurements for
higher- and lower-z targets and for helium-ion
beams. In addition, fundamental theoretical treat-
ments which accurately account for the physical
processes in a unified manner are required to
understand more fully inner-shell ionization for
hght ions. In particular, the effect of nonadiabati-
city on the response of the electron wave function
to the intruding projectile requires study. Polariza-
tion effects, relativistic effects, and projectile ener-

gy loss need to be included in the PSS formalism.
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