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It is suggested that the interface free energy between bulk phases with a macroscopical-
ly flat interface can be estimated from the variation of certain probability distribution
functions of finite blocks with block size. For a liquid-gas system the probability distri-
bution of the density would have to be used. The method is particularly suitable for the
critical region where other methods are hard to apply. As a test case, the two-
dimensional lattice-gas model is treated and it is shown that already, from rather small
blocks, one obtains results consistent with the exact solution of Onsager for the surface
tension, by performing appropriate extrapolations. The surface tension of the three-
dimensional lattice-gas model is also estimated and found to be reasonably consistent with
the expected critical behavior. The universal amplitude of the surface tension of fluids
near their critical point is estimated and shown to be in significantly better agreement
with experimental data than the results of Fisk and Widom and the first-order 4-d
renormalization-group expansion. Also the universal amplitude ratio used in nucleation
theory near the critical point is estimated.

I. INTRODUCTION

The traditional way of calculating the "surface
tension" F, associated with the interface between
coexisting phases has been based on the profile
p(x) of the order parameter p distinguishing the
phases in the direction x across the interface.
As has been beautifully reviewed by Widom, "
there still exist severe conceptual difficulties with
this approach: (i) The appropriate choice of free-
energy density for values of the order parameter in
between the values occurring in the bulk of the
coexisting phases has been doubtful, particularly in
the critical region where fluctuation effects are im-
portant. (ii) For systems of dimensionality d =3
or less, there exists a long-wavelength interface in-
stability due to capillary waves. ' ' In the absence
of fields stabilizing the position of the interface,
such as the gravitational field which stabilizes the
liquid-gas interface, the profile p(x) is not well de-
fined in the thermodynamic limit. The width of
the interface w~(L) in a D-dimensional system with
linear dimension(s) L parallel to the interface [Fig.
1(a)] diverges for L~ co as wg(L) ccL' ' [or ~
(lnL)'72 for d =3]. Although due to this instabili-

ty p(x) is not well defined, there exists a well-
defined interface free energy. For example, this in-
stability also occurs in the two-dimensional lattice
gas model' where the interface free energy has
been calculated exactly. '

While the first difficulty, the choice of the free-
energy functional, is remedied in the critical region
by a renormalization-group approach, ' at least to
the extent that an expansion in @=4—d is accurate
for d =3, it is not clear whether in this approach a
meaningful treatment of the capillary wave insta-
bility is possible, since it does not occur at all for
d) 3.]5

Most numerical calculations of the interface free
energy using computer simulations have also been
based on the use of p(x) in the context of suitable
generalizations of van der Waals theory. ' Since
one is treating rather small systems, fluctuations
which correspond to long-wavelength capillary
waves cannot even occur. One then also may use
periodic boundary conditions in the direction
parallel to the interface [Fig. 1(b)]. A recourse to
van der Waals-type theories can be avoided by
comparing a system containing an interface [Fig.
1(b)] to another system without an interface, but
otherwise identical conditions. ' This can be done
by choosing boundary conditions as indicated in
Fig. 1(c). Studying the excess energy U, of the
system of Fig. 1(b) in comparison with that of Fig.
1(c), one can find that interface free energy F, by
numerical integration,

F, lkttT= fd U, .
kgT
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FIG. 1. (a) Boundary conditions for a two-dimen-
sional Ising system which lead to the formation of an
interface below the critical point: spins are fixed at +1
as indicated at the boundaries. Thick solid line denotes
the (coarse-grained) position of the interface between the
phases with negative and positive magnetization in a
typical spin configuration. (b) Standard boundary condi-
tions for the computer simulation of a system containing
an interface. Note that the linear dimensions M »2g,
where ( is the bulk correlation length of order-
parameter fluctuations. (c) Boundary for a reference
system without an interface. (d) Finite system with all
boundary conditions periodic and its order-parameter
distribution function PP"(p). The minimum of Pg'(p)
corresponds to a situation with two interfaces, while the
maxima correspond to pure phases with order parame-
ters (p ) and (p+), respectively.

thermodynamic limit at the critical point. Hence
it is difficult to obtain the excess energy (of order
L 'U, ) very accurately. '

In the present paper we are concerned with a
new method for obtaining the interface free energy
in the critical region. We exploit the observation'
that near T, there is an observable probability that
interfaces form spontaneously in a finite system due
to thermal fluctuations, since the interface free en-

ergy is so small. The order-parameter probability
distribution PP' (p) has a nonzero minimum value

PP'(p;„) for a state with two interfaces [Fig.
l(c)]. Here the index (p) stands for periodic
boundary conditions. From the variation of PP'
(p;„)with linear dimension L the interface free
energy is extracted. Since there are no fixed-spin
boundary conditions in this method, the interface
positions are not pinned (apart from interface pin-
ning due to the finiteness of L, which effects are
eliminated by suitable extrapolation to L ~ ao ).

In Sec. II this method is explained in more de-
tail. Also the related problem is discussed where
one studies PJ (p;„) for blocks of volume L
which are the subsystem of a much larger sys-
tem. ' Section III shows that for the two-
dimensional lattice gas relatively small lattice sizes
yield estimates for the surface tension consistent
with the exact solution. In Sec. IV this method is
applied to the three-dimensional lattice gas, and it
is shown that the estimated surface tension is con-
sistent with the expected critical behavior. In Sec.
V the estimated critical amplitude of the surface
tension is used to calculate the universal amplitude
ratio p c associated with the surface tension. It is
shown that our estimate for P c is in somewhat
better agreement with corresponding experimental
data for real fluids than the theory of Fisk and Wi-
dom or first-order e-expansion results (a=4—d). '

Section VI summarizes our conclusions.

If the linear dimensions L,M are both much larger
than the correlation length g of the order-
parameter fluctuations, one would include possible
capillary wave fluctuation contributions to the in-
terface free energy by this method.

While this method clearly is useful for tempera-
tures far below critical, and there it has also been
generalized to Lennard-Jones fluids, ' it is cumber-
some to apply near the critical point: There g is
very large, the U, becomes very small. At the
same time, the fluctuations of the bulk energy of
order (ML~ 'Cr)'~ ] strongly increase, because
the bulk specific heat CT would diverge in the

II. ORDER-PARAMETER BLOCK
DISTRIBUTION FUNCTIONS AND

DOMAIN CONFIGURATIONS

We consider a finite system of volume L"with
periodic boundary conditions at a temperature
below the critical temperature T„where a -phase
separation into phases with order parameters
(p ), (p+) occurs. In a liquid-gas system, the
order parameter is the density, (p ) is the gas
density, and (p+ ) the liquid density; in a binary
mixture AB with a miscibility gap, (p ) and

(p+ ) are the relative concentrations cs'i "',
cubi'q

"'
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of the coexisting A-rich and B-rich phases; in an
Ising magnet, {p ) and {p+) correspond to the
two orientations +M of the spontaneous magneti-
zation M. The chemical potential p of the liquid-

gas system (or the chemical potential difference Ap
between A and B species in the case of the mixture,
or the magnetic field H in the case of the Ising
magnet) has to be fixed at precisely that value that
would correspond to coexisting phases in the ther-

modynamic limit.
If we were to consider fluctuations in a pure

phase, the probability distribution would be a
Gaussian, for L~ 00,

Pg~'(p) =L (2akg Ty)

Xexp[ —(p —(p) )'L /(2ks TX)],

1 being the order-parameter "susceptibility"

(X=(Bp/Bp)r for the liquid-gas system,

X=[Bcs/B(hp)]z. for the binary mixture, and

X=(BM/BH)~ for the Ising magnet, respec-

tively ). Neglecting configurations which contain
domains describing states with mixed phases, a
state at the coexistence curve when both coexisting

phases are equally likely to occur, would then have

the probability distribution

pg'(p)= 'L '(—2m.ksTX ) '/'exp[ (p (—p )—) L /(2k~TX )]

+ L~~2(2k—&TX+) '~ exp[ —(p —(p +)) L /(2ksTX+)], (2)

where P, 7+ are the values of the susceptibility at the two branches of the coexistence curve. According to
Eq. (2), a state with order parameter p;„=({p ) + {p+))/2 would have a probability of order

Ld~2(2nk&TX) '~2exp[ —({p+)—(p )) L /(2ksTX)];

i.e., the probability of a homogeneous state with
order parameter p;„decreases exponentially fast
with the volume L of the system. Hence for large
enough L, "homophase fluctuations" with p =p;„
will have negligible weight in comparison with
"heterophase fluctuations", whose probability de-

creases exponentially fast with the interface area
2L ' (Refs. 19 and 21),

PLI'"'(p;„) ~PL"'( {p+) )exp( 2L 'F, /—kz T) .

(3)

The size dependence of the preexponential factor

PP'({p ))=- Ldi (2rrk —TX )

is much weaker than the exponential variation. In
fact, we do expect other preexponential factors
which may also vary with L according to power
laws, and hence may be of the same order of mag-
nitude as PP"'({p~)).

(i) Since the free energy associated with a
domain configuration such as shown in Fig. 1(d) is
invariant against a translation of the domain, the
phase space associated with these "Goldstone
modes" will lead to an additional preexponential
factor.

(ii) Interface shapes other than planar [such as
indicated in Fig. 1(d)] for large L are yielding
negligible contributions only if the deviation from
planar interfaces is large; small deviations are

PP (p;„)=AL exp(2L 'F, /ks T), (4)

where neither the exponent x nor the constant A is
known. But F, /kz T can then be extracted from

PL '(p;„) considering the limiting processes

F F= lim
k~T a~~ k~T

PL' ((p+ ) )
lim ln

2Ld ' PP (p;„)
(Sa)

or

I

nothing else but capillary waves which we wish to
include in F„if they make a contribution there at
all. These capillary waves are expected to contri-
bute to the preexponential factor as well. At the
same time, capillary waves with wavelengths other
than 2L/n, n =1,2, , are excluded due to the
periodic boundary condition. As a result, F, in

Eq. (3) can be considered as having L-dependent
corrections. Formally these corrections can also be
included into the L-dependent preexponential pro-
portionality factor.

As a result, a theory for the L dependence of the
preexponential factor in Eq. (3) seems rather diffi-
cult and is not attempted here. In any case, it is

plausible from the above discussion that the
asymptotic form of Pl ' (p;„) for large L should

be
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(2)

k
i

k T d, lnP (p;„).F, F, 1 ()
k~T I-~re kg T L ~m 2L

(Sb}

In a numerical method, where these limits cannot
be carried through analytically, one has to estimate

F,Ik~ T by a suitable numerical extrapolation.
Three procedures are conceivable. (i) fitting a
straight line to a plot of ln Pi~'(p;„) vs. L ', (ii)
Since Eqs. (4) and (5) imply that (A' being another
constant}

FI ' F, x
kgT kgT

(6a)

Fl fs (x —d /2)lnL
kg T k~T 2Ld

(6b)

one can extrapolate FI "Ikz T, FI' '/kz T linear in
the variable lnL/L ', assuming that x (and
x —d l2) are nonzero. (iii) For small L, however, it
may happen that x lnL & lnA [or (x —d/2) ln

L & lnA'], and then an extrapolation linear in the
variable 1/L ' is more appropriate. This point
has to be checked with the numerical data avail-
able (see below).

One can also consider the related problem of
studying the order-parameter distribution p~(p} for
a system of size L being the subsystem of a much
larger system. ' Then PL (p;„)will for large L be
dominated by a configuration of a compact domain
of size —,L, the shape of this domain being given

by the condition that the total interface free energy
is a minimum. For continuum systems, as well as
for Ising systems near their critical points, the sur-
face tension should not depend on the interface
orientation, and hence the total interface free ener-

gy is a minimum for a (hyper) spherical domain
shape. As a result, one should have, apart from
preexponential factors,

PL(p;„}~ exp[ —Sd(2Vd )
' " L 'F, /ks T],

(7)

where S~ and V~ are the surface area and volume
of a d-dimensional unit sphere. For (cubic) Ising
systems outside the critical region, the surface ten-
sion does depend on the interface orientation, and
hence the domain shape is no longer spherical, ir-
respective of the size of the domain. ' Then one
no longer is able to extract the surface tension it-
self from Pi (p;„),but one still gets the total inter-
face free energy of a domain of volume L . For
T~O the shape of the domain is expected to be-

come a square ~ or (hyper) cube, respectively; in
this limit again the surface tension of planar inter-
faces enters, the contribution due to edges and
corners being negligible. Hence

Pz(p;„}~exp( d2—' L 'F, /AT), T~O.

For d =2,

e(0)=2/v sr=1.13;

for d =3,
1/3

e(0) =2 3
4m

=1.24 .

III. TWO-DIMENSIONAL ISING MODEL

In order to test the methods outlined in Sec. II,
we have performed Monte Carlo calculations for
two-dimensional Ising square lattices, where a
comparison is possible with the exact surface ten-
sion of a planar interface parallel (100) direction, '

F, =2J —ks T In[(1+e ) l(1 —e )],
—2J/k~ T —2J/k~ T

(10)

where J is the nearest-neighbor exchange (Hamil-
tonian A = —JXS;SJ, S;=+1). Lattice sizes L
chosen have been L =2—10,12, 15, 16,20, with
periodic boundary conditions; in the case of sub-
system blocks, a lattice was chosen with linear di-
mension N =60 and periodic boundaries, which
thus enabled us to use L =2—6, 10,12, 15,20. In
the Ising system, the order parameter p is usually
related to the magnetization s =(1/L )XS; of the
lattice, and due to the symmetry of this model the
order parameter satisfies a symmetry relation

(S )=1—2(p ) = —(S, ) = —(1—2(p )),
and hence p;„corresponds to s =0.

This fact suggests defining an enhancement factor
e(T)=F,' /F, by defining F,' from using Eq. (7)
at all temperatures,

Pr. (p;„)~exp[ Sd(2Vdi—' " L" 'F,' /AT) .

(9)

In lattice systems e(T) varies between unity (at T, )

and

(0)=2d 1/d(2V )(d —i)/d/S
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Figure 2 shows data obtained for both PP'(s =0)
and Pi (s =0), for temperatures between T, and
about 0.8 T, . The straight lines seen in Fig. 2 in-

dicate that the data are consistent with the expect-
ed exponential decay, Eqs. (3) and (7). Since these
probabilities quickly become very small with in-

creasing linear dimension, it is clear that it would
be very hard to obtain data of meaningful accuracy
at either lower temperatures and/or larger sizes
than studied. As expected, however, data for very
small L do not fit to a straight-line behavior in the
semilogarithm-plots of Fig. 2 yet, and hence one
has to be rather careful in using these data to esti-
mate F, . This is obvious from Fig. 3, where the
estimates for F, /k~T which would follow from the
slopes shown in Fig. 2 are cotnpared to Eq. (10).
Although the general trend with temperature is
given correctly, in particular it is seen that F, /kz T
vanishes at the critical temperature [k~ T, /J

=2.269 (Ref. 14)], and it is seen that data ob-

tained from PP'(s =0) and PL (s =0) do not agree
with each other, and lie systematically above the
correct values given by Eq. (10).

We thus attempt to use Eq. (6). Figure 4 shows

that a linear extrapolation of both In''(0)/L and

ln[P~' '(s,„) /P~~'(0)] vs 1/L yields results con-

sistent with each other, and with the exact result,

Eq. (10). The particularly pronounced linearity of
the data for In'"'(0) /L suggests that the (effec-

tive) exponent x in Eq. (6) must be near zero for
d =2. The data for lnPL(0)/L, on the other hand,
would not yield the correct result if one tried to

extrapolate them linearly in 1/L, too. Here the

geometric factor of Eq. (7), appropriate for spheri-

cal domains, rather than that of Eq. (8), appropri-
ate for square-shaped domains, is used. Even us-

ing the latter would not remedy this discrepancy.
In addition, the deviations from spherical domain

shape close to T, are expected to be negligible.

We attribute this discrepancy to the fact that a dif-

ferent value of the exponent x applies for
PP'(s =0) and PL(s =0), with the exponent x ap-

propriate for PL (s =0) not being close to zero. In

fact, Fig. 5 shows that while an extrapolation of
1nPP'(s =0)/L (or in[PP"'(s, „)/PP'(0) ]/L,
respectively) vs the variable lnL/L tends to un-

derestimate the correct results (if one uses an extra-

polation as indicated by the dash-dotted lines), the

data for 1nPL (s =0)/L now seem consistent with

the exact result. Of course, it is natural to assume

P is=0]
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FIG. 2. Semilogarithm plot of PP"(0) vs L (a) and

PL(0) vs L (b), for the nearest-neighbor two-dimensional

square Ising model and a variety of temperatures.
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FIG. 3. Preliminary estimates of F, /k~T for the
two-dimensional Ising model, using the slopes indicated
in Fig. 2(a) (open circles) and Fig. 2(b) (full circles). Full
curve represents Eq. (10).
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dimensional Ising model. Some data for lnI'I. (0)/L are
also included. Arrows indicate Eq. (10).
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three temperatures in the critical region. Straight lines

indicate various possible extrapolations. (b) lnPL(0)/L
plotted vs lnL/L Arrows indicate E. q. (10).
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that the exponent x in Eq. (4) is independent of
temperature, and thus the slope of the straight
lines in Fig. 5(b) was also chosen independent of
temperature. Thus also the data on the subsystem
block distribution may be consistent with Eq.
(10)—although the results for ks T/J = 1.8, 1.9,
and 2.0 for the available values of L clearly lie out-
side the asymptotic regime where a formula such
as Eq. (4) holds, and hence the interpretation given
in Fig. 5(b) is only a tentative one. In summary,
then, it can be said that clearly the blocks with
periodic boundary conditions yield more reliable
data on F, than the subsystem blocks.

IV. THREE-DIMENSIONAL
ISING MODEL
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FIG. 6. Semilogarithm plot of PIs'(0) vs L for the
nearest-neighbor three-dimensional simple-cubic Ising
model and various temperatures.

50

Simple cubic Ising lattices with nearest-neighbor
exchange and periodic boundary conditions have
been studied to obtain PP'(s =0), choosing linear
dimensions between L =2 and L =12 (Fig. 6). In
addition, a system of linear dimension 1V =24 was
simulated to obtain Pr (s =0) for subsystem blocks,
but again we found that the latter data are hard to
analyze.

Plotting InptP"'(s =0)/L as well as In[PP"
(s,„)/PP'(0)] vs the variable 1/L a rather dis-
tinct curvature was encountered, while a plot vs
the variable lnL/L was closer to linearity (Fig. 7).
Within some uncertainty as indicated by the ar-
rows with the error bars, F, /k~ T can be estimated
reliably.

Again one might infer from Eq. (6) that the
slopes of this extrapolation shown in Fig. 7 should
be independent of temperature, having values x/2
and x/2 —d/4, respectively. We have not imposed

this condition in our extrapolation in Fig. 7, as the
apparent difference in slope between the apparent
straight lines used in Fig. 7 is much less than the
theoretical value d/4. Thus it is clear that we are
not really in the true asymptotic region where Eq.
(6) is valid, which is not surprising since the values
of L chosen are of the same order of magnitude as
the correlation length g. Of course, the same diffi-
culty occurs in the two-dimensional case—the ex-
trapolation via the full and dash-dotted lines in

Fig. 5(a) indicates the magnitude of the uncertainty
about F, which one expect in a case where the ex-
act answer is not known. It is clear that sampling
PL(s =0) for values of L where L &~ g would con-
stitute a substantially larger computational effort;
the present data have been obtained with runs of
10 —10 Monte Carlo steps per lattice site.

Figure 8 shows the temperature variation of the
surface tension. As in the two-dimensional case,
data extracted from the apparent slope of InPP"(0)
vs L plots are slightly but systematically in error.
The data of lnPL (0) vs L plots are significantly
off, indicating that one is still far from the asymp-
totic region where a spherical domain dominates
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FIG. 7. Extrapolation of input'(0)/L and
ln[pp'(s ) p/g'( )0] L/vs lnL/L2, for three tempera-
tures close to the critical temperature of the three-
dimensional Ising simple-cubic lattice. Arrows indicate
our estimates of F, /k~ T.
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0.06-
FI IkeT

0.05-

that the exponent of F, /k~T, should be 1.26 rath-
er than 1.32. We attribute this 5%%uo discrepancy to
correction terms to the asymptotic critical behavior
which are expected in this order of magnitude as
we are using data about 10% off T, . In fact, if
one adapts this interpretation, and fits a straight
line with the theoretical exponent 1.26 to the data
closer than 5% to T„one gets an amplitude factor
which is only slightly different,

0.04 Fs/kg Tc =1.0(1—T/Tc) ' (12)

003-

0.02—

0.20 As a result, we conclude that the critical amplitude

F, of the surface tension, F, /kyar T, =F,(1 T/—
T, )' "",has the value F, +1.05+0.05 for d =3
[for d =2 F, =4J/kyar T, —= 1.76 can be seen from

Eq. (10)].

0.01—
V. UNIVERSAL CRITICAL AMPLITUDE

RATIO OF THE SURFACE TENSION

0
4.00 4.20 4.40 4.60

e

FIG. 8. Surface tension of the simplewubic nearest-
neighbor Ising model plotted vs temperature. Full cir-
cles result from the slope of jnPiu"(0) vs L' plots (Fig.
6); open circles are extrapolated data (such as obtained
in Fig. 7). Squares result from the slope of lnPL, (0) vs
L [for raw data of Pr, (0) in three dimensions see Ref.
19]. Insert shows log-log plot of F, /ka T, vs 1 —T/T, .

the configurations sampled by Pr (0). Thus the ap-

parent surface tension which would follow from
PL (0) is of little practical use, although it also van-

ishes at the correct critical temperature [ks T, /J
=4.51 (Ref. 25)]. We think, consistent with the
experience of the two-dimensional case, that the
data obtained from extrapolating InPP'(0) /Li vs

lnL /L (Fig. 7) are the inost reliable estimates of
F, Ikrr T (open circles in Fig. 8). The insert of Fig.
8 shows that these data are in fact consistent with
the expected critical behavior: the straight-line fit-
ting the data points of the log-log plot implies

Fs /kg T= 1.1 ( 1 T/Tc )

From hyperscaling relations one expects the sur-
face tension to vary ~ (1—T/Tc) " in three dimen-
sions, "where v is the critical exponent of the
correlation length. Using the accepted "best value"
of v, which is due to field-theoretical renormal-
ization-group approaches, v=0.63, we conclude

(S)=B(1—T/T, )~,

krr TX=C (1—TIT, )

g/a=fi (1—T/T, )

where a is the lattice spacing, P, y, v being the
critical exponents in usual notation, " the Fisk-
Widom universal amplitude ratio c is expressed
as5, 28

(13)

c F,
4B I (14)

Using the estimates of c and f i due to Tarko
and Fisher 29 C =0.209, f, =0.244, and
B=1.569, we obtain, with the estimate of F, as
given above, P c =0.092+0.05. Here we assume
that the error of the amplitudes B, C, and f &

Already from the theory of Widom it is clear
that one can form a certain combination of critical
amplitudes of bulk quantities and F„which should

be universal, i.e., the same for all systems belong-

ing to the same universality class. Since three-
dimensional liquid-gas critical phenomena, as well

as binary critical mixtures, are believed to belong
to the same static university class as the Ising
model, it makes sense to compute this universal

amplitude ratio for the latter, using the above first
estimate of F,.

Defining amplitudes B, C, and g for the criti-
cal behavior of the Ising-model order parameter,
susceptibility, and correlation length below T„
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4m.R
QF Q $p+4 R 2P

3 (15)

From the condition B(~)/t}R
~

~.——0 one finds
the critical radius R' =2F, /(dy5p) and hence~=(16ir/3}F,/(+5p}; eliininating then 5p in

can be neglected in comparison with the error of
F,. Using the exact two-dimensional results
8=1.2224, C =0.025537, ' f i -=0.176 (Ref.
29) yields P c =-0.0428. Table I shows that the
present estimate for P c is in much better agree-
ment with experimental data on SF6, CO&,
and Xe (Ref. 35 ) than the value of classicals or
Fisk-Widom theories or first-order e expansion. '

Clearly, the latter underestimates the decrease of
P c with decreasing dimensionality, which is evi-

dent from the small value of P c in two dimen-

sions. Since the exponent P itself is rather drasti-

cally dependent on dimensionality, this observation

suggests a study of the d dependence of c itself
rather than P c as done previously. ' Figure 9
shows that the first-order e expansion of c rather
than P c is nearly in agreetnent with our value (and

the experimental data}—it now underestimates the
two-dimensional value (c=2.72} rather than
overestimating it. Of course, one should not use
first-order 4-d expansion for any dimensionality far
below d =4.

The critical behavior of the surface tension
clearly is also relevant for a description of nuclea-
tion phenomena in the critical region. There it
is a different combination of critical amplitudes
which enters. This is seen by considering the ener-

gy barrier ~ for the formation of a liquid droplet
(of radius R) in a supersaturated gas (of density

(p )+5p, or associate chemical potential differ-
ence 6p):

favor of the relative density change 5p/+
=(dp/dp)re/bp one finds

F,'(ap/aI )',

kB T, 3 ks T, (hp) (5p/+) x

where following the notation of Langer and
Schwartz3s we have defined x =(2/P)(5p/dp).
The (universal) constant xii then is

64'' F (dp/dP)T 1677

3P ks T, (hp) 3P 8

(16)

(17)

was proposed by Stauffer pt al., considering the
quantity

Y=F,t(W (18)

Since the series expansions for the specific heat of
the three-dimensional Ising model can be represent-
ed near T, by CT/k&-0. 20(1 —T!T,) ', we
find froin Eq. (18) that Y=12.3. On the other
hand, experimental data for Xe (Ref. 35) have
yielded Y=6.2+0.6 and for COt (Ref. 40}
Y=6.4+0.4. For d =2, the exact answer is
Y=i/2m =2.51. We feel that the discrepancy be-

tween the presen estimate and the experimental re-
sults (as analyzed in Ref. 40) may reflect the diffi-
culty in precisely estimating the asymptotic behav-
ior of the specific heat, which is largely influenced
both by singlular correction terms and by regular

Again the result of the present work, xo-1.14
+0.10, is in reasonable agreement with experimen-
tal data for CO&, where x0-1.24+0. 10, and
the binary mixture C7H~4-C7F&4, where

xo ——1.30+0.10.
Another universal relation between the surface

tension and the specific heat CT,

Cr/ks ——(3 /a)(1 —T/T, )

TABLE I. The universal constant P c of the surface tension. Experimental values are as
quoted in Ref. 10.

Classical theory (Ref. 3)

Fisk and Widom (Ref. 5)
First-order e expansion (Ref. 10)
Present work

6

0.142
0.149
0.092+0.005

Experimental values

SF6 (Ref. 32)

COp

Xe (Ref. 35)

0.093+0.011
0.110 (Refs. 32 and 33)
0.123 (Ref. 34)
0.146 (Ref. 34)
0.100+0.012
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FIG. 9. Universal constants P c {upper part) and c
(lower part) plotted vs dimensionality. Full circles are
the present results, broken line in the upper part is the
result of Ref. 10, and open circle is due to Ref. 5. Note
that P=0.32 for d =3 (Ref. 26) and P= —for d =2

8

(Ref. 30).

05)

background terms. This point certainly deserves
further study.

VI. CONCLUSIONS

In this paper we have introduced a new method
for calculating the interface free energy F, between
coexisting phases, considering the distribution
PLI'"'(p) of the order parameter p distinguishing the
phases in finite systems of linear dimension L, us-

ing periodic boundary conditions. It is implied
that the asymptotic behavior of PP'(p;„} for large
L is an exponential decay, the decay rate being
given by 2F,L '/k& T. This definition of the in-
terface free energy does not suffer from any con-
ceptual difficulties associated with the existence of
a well-localized interface profile.

It has been further suggested that this concept
yields a useful method to estimate F, numerically
from computer simulations, for cases where

F, Ik&T « 1. This in general is expected to be
true in the vicinity of the critical temperature
(where the order parameter Ap = (p+ }—(p }
vanishes). In fact, use of this method for the two-
dimensional Ising model, where F, is known exact-
ly, yielded results reasonably consistent with the
exact solution. At the same time, the distribution
PL (p;„) in subsystem blocks, which, in principle,
also would be suitable for estimating F„in practice

is not useful for this purpose, for the range of
linear dimensions L which is conveniently accessi-
ble in practice.

We have also applied the same method for the
three-dimensional Ising system, and found the sur-

face tension to be consistent with a critical behav-
ior F, /ksT, =1.03(1—T/T, ) ", which constitutes
the first estimate of its critical amplitude. Togeth-
er with information on other critical properties of
the Ising model, we have estimated the universal

constant P c of the surface tension introduced by
Fisk and Widom. Our value for this constant is
much closer to most experimental data than the es-
timate of these authors or the result of first-order
renormalization-group expansions. Also the
universal amplitude entering the description of nu-

cleation theory near the critical point is calculated
and reasonably close to estimates based on experi-
mental data. However, an unexplained discrepancy
remains concerning the universal amplitude ratio
of Stauffer et al.

The present method could be applied to more
complicated models in a similar fashion. In a
simulation of a Lennard-Jones fluid, one would use
the grand-canonical ensemble and study the density
distribution function. The approach is somewhat
more difficult, as it is nontrivial to adjust the sys-
tem at the chemical potential p,, „(T),which is not
known a priori [If one .uses a chemical potential
slightly off the value at the coexistence curve, the
distribution function PP"(p) should asymptotically
tend towards the density distribution of a one-

phase state, exhibiting one peak only rather than
two peaks. ] Still the method could be useful as
one simultaneously can estimate both F, and

p, „(T}. As regards critical properties of fluids or
binary mixtures, they belong to the same universal-
ity class as the Ising system studied here, and
hence their universal amplitude ratios should be
the same as those obtained here.
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