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Fine structure of Rydberg states. V. n=5 and 6F and G states of He
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We have made 17 new high-precision measurements of the nF-nG intervals (n =5,6) of
neutral He using the microwave-optical method. The rms one-standard-deviation experi-

mental uncertainty for the transitions reported here is 188 kHz (14 ppm). The new meas-

urements agree with the predictions of a least-squares fit to previous experimental data,
and are up to 40 times more precise. The nF-nG manifold is now known experimentally

to better than 1 MHz for all values of the quantum numbers. The precision of the exper-

imental measurement exceeds that of the best currently available theory by approximately

three orders of magnitude.

I. INTRODUCTION

The helium atom is of interest from the point of
view of fundamental atomic physics because it is
the simplest multielectron system. In addition,
helium plays an important role in a variety of lab-

oratory and astrophysical plasmas. The He iso-

tope is composed of two electrons bound to a dou-

bly charged spinless nucleus. The atom in a singly
excited Rydberg state is composed of a single
valence electron loosely bound to a hydrogenic
core. Helium has long been the subject of theoreti-
cal interest; calculations of its structure played an

important role in the development of quantum
theory. In view of both the long history of interest
in the subject and the simplicity of the three-body

system, one might expect theory and experiment to
be in excellent agreement. However, this is not the
case: The precision of the experimental measure-

ments often exceeds that of the best currently
available theory by several orders of magnitude.
Evidently this is a standing challenge to the
theoretical physics community and a natural test
case for the development of many-body calcula-
tional techniques and high-precision perturbation
theory.

Over the past decade, our group has carried out
a series of high-precision measurements on the fine
structure (fs) of highly excited states of He. ' In
Ref. 4, the method was summarized and the basic
apparatus described. Measurements were reported
of n=6 and 7 D-F intervals. In Ref. 5, results in
n=8, 9, and 16—18 were reported, and empirical
formulas useful in predicting the position of un-

measured members of the series were given. Refer-

ence 6 reported measurements in n =6, 7, 9—12,
and 16. Two-quantum resonances were observed

with an improved apparatus, and the first precision
measurements of fs in G states (L =4) were report-
ed. The most recent publication, by Farley, MacA-
dam, and Wing, (FMW) reported the results of an

extensive measurement program carried out with

an automated apparatus. We reported 67 new

measurements in n =6—11 D, F, and G states.
The new data approximately doubled the number

of high-precision measurements in D-F-6 states of
4He.

Since our last publication, there have been two
high-precision experimental studies of Rydberg
states of He by other groups. Cok and Lundeen

(CL) applied the Ramsey separated oscillatory field

technique in the 2 —4 6Hz microwave band to a
fast neutral beam produced by collisional charge-
exchange neutralization of an ion beam. They ob-

tained measurements of the intervals in the states
with n=7 —8, L=3—6. The uncertainties of their
measurements are comparable to our own. Second-

ly, Panock et al. ' and Rosenbluh et al."made
measurements using the motional Stark effect spec-
troscopic technique, in which a large magnetic
field is used to Zeeman tune an atomic transition
into resonance with the radiation from a C02 or
molecular FIR laser. The motional electric field
experienced by the atoms results in an interesting
asymmetric line shape. In addition, the electric
field mixes the states, allowing the observation of
normally forbidden transitions. Both these effects
were in fact exhibited about a decade ago in mi-

crowave spectra taken during the early stages of
our own research program, but were not used for
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precise spectroscopy. In Ref. 10, transitions from
the 7'S state to the 9'L (L =0—8} state were ob-
served. In Ref. 11, measurements were made of
five intervals among S and P states (n =7 9—)
whose frequencies fell in the range 67—980 cm
(2X10 —3&(10 GHz). The precision was 6—12
MHz (0.2—6 ppm).

In addition to these studies of He, several recent
experiments have signaled a revival of interest in
He, whose spectrum is complicated by the pres-

ence of hyperfine structure (hfs). Lawler et al. '

used a tunable dye laser to drive the 2 P-3 D tran-
sition at 587.5 nm. They employed Doppler-free
saturation spectroscopy with the intermodulated
optogalvanic detection technique. Optical reso-
nances induced in a dc helium discharge were
detected as changes in the discharge current.
Three hfs intervals of the 3 D state were measured
with uncertainties of 0.8—6 MHz. Giacobino
et al. ' employed a cw dye laser and two-photon
excitation to drive the 2 S-4 D transitions in a
pulsed discharge. In order to enhance the optical
electric field, the cell was placed in a Fabry-Perot
cavity. The resonance was detected by monitoring
the fluorescence. Four hfs intervals in the 4 D
state were measured with uncertainties of 3—5
MHz. Freeman et al. ' measured the isotope shift
of the 2 P-3 D line at 587.5 nm using the same
technique employed by Lawler et al. Derouard
et al. ' observed anticrossing resonances in the nD
states (n =3—6) of He. The hfs induces reso-
nances between the singlet and triplet states. The
singlet-triplet intervals were measured with uncer-
tainties of 5 —20 MHz (49—1000 ppm}. The
He/'He isotope shift in the singlet-triplet splitting

is larger than expected on the basis of theory, by
roughly a factor of 20. Derouard et al. attributed
this effect to hfs-induced configuration interaction.

Two other related papers deserve mention.
Tam' reviewed several experimental measurements
of the relativistic structure of the 3 P state. In a
recent theoretical work, Cok and Lundeen' as-
sessed the adequacy of the present theoretical
understanding of the structure of the Rydberg heli-
um manifold.

In FMW, we performed a least-squares fit to all
existing state-resolved data, using a plausible em-
pirical fitting formula with adjustable coefficients.
With the optimized coefficients in hand, we took
advantage of regularities of the Rydberg series in
order to extrapolate confidently upward toward the
ionization limit, predicting the intervals for high-
lying unmeasured members of the manifold. The

same formula also yields values for the low-lying
members of the manifold. However, the extrapola-
tion procedure is somewhat less reliable in this case
because the variation of the quantum defect with n

becomes more pronounced for low values of n. We
concluded in FMW that the structure of the D-F-G
manifold of He was known to a precision of 1

MHz or better, except for a few transitions for
which the principal quantum number n is 6 or less.

Since the publication of FMW, we have per-
formed new measurements in n =5 and 6 F and G
states. Since the 5G state is the lowest possible G
state, the new measurements complete the spectros-
copy of F-to-G transitions. In this paper, we dis-
cuss the experimental arrangements and present
our new results. The experimental results are com-
pared with estimates extrapolated from measure-
ments of states with higher values of n. Several
statistical studies of the data are described. We
conclude with a brief assessment of the current
status of the theory.

II. APPARATUS

The microwave-optical method, the experimental
technique employed here, has been described else-
where and will only be sketched briefly. Figure 1

is a schematic representation of the technique.
Rydberg states are produced in a low-pressure sam-
ple of helium, which is excited by electron bom-
bardment with a simple electron gun. The popula-
tions of the Rydberg states are monitored by
measuring the intensity of an atomic emission line
with a monochromator and a photomultiplier tube.
The helium sample is subjected to a weak mi-
crowave field, whose frequency is varied. When
the microwave frequency matches an appropriate
interval in the Rydberg manifold, the microwave
electric field drives electric-dipole transitions be-
tween the corresponding Rydberg states. The re-
sulting alteration of the populations produces a
change in the intensity of the atomic emission line.
Hence a resonance induced in the microwave re-
gime is detected in the optical regime, with
enhanced sensitivity and resolution. Because the
Doppler width scales in proportion to the frequen-
cy and is less than the natural radiative linewidth
at microwave frequencies, the method is effectively
Doppler free. The spectrometer has been automat-
ed by interfacing it to an S-100 bus "personal" mi-
crocomputer. Details of the automation have been
given elsewhere.
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FIG. 1. An example of the excitation and detection

scheme employed in the experiments reported here (not

to scale). Rydberg 6F and 6G states (for example) are
excited from the ground state by electron bombardment.

Microwave resonances near 8.8 GHz are induced be-

tween the F and G states. The F and G state popula-

tions evolve by collision or infrared radiative decay to
the 5'D2 state. The D state in turn decays to the 2'P~

state with the emission of visible radiation. The F-G
microwave resonance is detected as a change in the in-

tensity of the 5'Dq-2'P~ atomic emission line as a func-

tion of the microwave frequency. Individual levels of
the F and G manifold are resolved in the experiments

but are not displayed separately in this figure.

A variation of the standard procedure was em-

ployed in this work. The atomic emission lines

from the states involved could not be monitored
because their wavelengths are in the infrared,
where conventional photomultiplier tubes do not

respond. Nor could other infrared detectors be

employed, because the blackbody radiation from
the hot (T-1400 K) electron-gun cathode masked

the relatively feeble atomic emission. Instead, the
resonances were monitored indirectly: the popula-

tion of the Rydberg state was transferred by radia-

tive decay, blackbody radiation excitation, or colli-

sion to a different state, whose emission line was in

the technically convenient blue or near-ultraviolet

region of the spectrum. The signal thus observed

is proportional to the difference of the transfer
rates from the two resonating states to the

fluorescing state. The difference may be small,
particularly for collisional transfer, and hence the
signal intensity is generally weaker than in direct
detection. The atomic emission lines used for
detection and the nominal microwave transition
frequencies for the new measurements are listed in

Table I. The radiative transfer rates (both spon-
taneous and stimulated) between the 6F and 6D

states demonstrate that collisional excitation

transfer is clearly the dominant mechanism contri-

buting to signals observed in the 6D-2P fluores-

cence.
The Grotrian diagram of the energy levels in-

volved in the F-6 microwave resonances are shown

in Fig. 2. The spin-orbit interaction is sufficiently

strong that the two levels with the same values of
J are strongly coupled. All states either are pure

triplet or have substantial triplet character. Conse-

quently there are no rigorous spin selection rules

applicable to electric-dipole transitions. The only

selection rules are the restriction of the changes in

the orbital angular momentum L to unity and in

the total angular momentum J to unity or zero.
These yield 11 possible transitions in the F-G man-

ifold.
In a typical resonance scan, the microwave fre-

quency was stepped through approximately 20

points in an interval of 10 MHz, approximately

centered on the transition. The typical raw count

rate was several hundred kHz. Total integration

time for an individual run varied from 1 —24 h,
with a typical value of 2 —6 h. A typical value for
the signal-to-noise ratio was 10. The helium pres-

sure was varied between 1&(10 and 5)&10
Torr. The electron beam current was approximate-

ly 1 mA through an area of roughly 1 cm . The
electron beam voltage was varied between 30 and

200 V.

III. RESULTS

The results of our measurements are summar-

ized in Table II. The uncertainties shown are one

standard deviation (1SD) error bars. The pro-

cedure employed in the search for systematic errors

was identical to that of FMW and need not be

described. No systematic errors were found to be

significant at our level of sensitivity. Room-
temperature blackbody radiation can shift reso-

nances, but a calculation of the magnitude of this

effect for these states of helium' yields less than 1

kHz, and we therefore neglected it and merely

averaged over the 3—13 resonance runs for a given

transition. The results reported in Table II
represent 138 individual resonance runs comprising
655 h of data-taking time.

There is one ambiguity in the assignment of
quantum numbers. A resonance was observed at
8959.533+0.117 MHz, which is a blend of the un-

resolved 6 F4-6 G5 and 6 F3-6 G4 resonances. The
splitting predicted by the preliminary fit (discussed

in Sec. IV) is only 778 kHz. Since the resonances

overlap within their natural widths, we have noted
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TABLE I. Nominal microwave intervals, sources, typical power levels, and optical transi-
tions monitored. The particular optical transition monitored depended on the individual mi-

crowave transition; some microwave transitions were seen on up to four optical lines.

Microwave
transition

group

Nominal
microwave

interval

(GHz)
Microwave

source

Nominal

power
level

(p,w)'

Optical
transition
monitored

(nm)

6F-6G 15 HP8620C
programmable
sweep
generator

6'D-2'P (414)
5'D-2'P (439)
4'D-2'P (492)
6 D-2 P (382)
5 D-2 P (403)
4 D-2 P (447)

5F-5G Varian VA290C
klystron

4'D-2'P (492)
4 D-2 P (447)

'Microwave power level was varied from run to run in a search for systematic errors. The
listed power level is the flux through an area of approximately 10 cm'. There remains an
uncertainty of perhaps a factor of 2 due to calibration errors, transmission losses, etc.

the resonance in a footnote to Table II, but have

excluded this datum as a precision measurement.
One resonance which was not found in either

n=5 or n=6 was the n F4-n G3 transition. Nor
was it reported in n=8 by CL. This resonance
was not observed because the angular momentum

nG

nth Bohr level
~

4n'GQ: n'G,~ neGe
n~G~

(x25)

nF r
n3F3

(x25)

scale (n =6)

FIG. 2. Structure of the nF-nG energy level mani-
fold, drawn to scale. The expanded scale shows the de-
tails of the triplet states. The spin-orbit interaction cou-
ples the two levels with the same value of the total an-

gular momentum J. The two levels repel each other,
driving the F3 level below the F4 level and similarly
the 64 level below the 65 level. This is in contrast to
the cases of the triplet P and triplet D states, where the
singlet-triplet repulsion is relatively less important, and
the sublevels form normal "inverted triplets" with the
state of highest J at lowest energy. For F and 6 states,
the singlet and triplet designations are conventional
rather than exact; every state has substantial triplet
character. Consequently, the only effective selection
rule for F-to-G electric-dipole transitions restricts the
change in J to zero or unity, yielding 11 possible transi-
tions.

factors in the transition matrix element are very
small for this particular transition. The mi-

crowave power level required to saturate is 2 or 3

orders of magnitude higher than the levels required
for other resonances in the same transition group.
Such a high power level would broaden and shift
the stronger resonances into the weak one, render-

ing a meaningful measurement impossible.
Also listed in Table II are two earlier experimen-

tal measurements of the 6'F3-6'G4 transition from
previous publications by our group. The difference
between new and old measurements of this interval

is 1.16 combined standard deviations in one case
and 0.12 combined standard deviations in the oth-
er. A measure of the overall agreement among
the three measurements can be obtained from the
total X of 1.40 (2 degrees of freedom). There is a
50% chance of obtaining a value of 7 this large

by chance.

IV. DISCUSSION

We have performed least-squares fits to experi-
mental data, using procedures described in detail in
FMW. Only the outline is given here. Each ener-

gy level is modeled by the formula

E L S = A (L,S,J) 8(LSJ)
n n'

C(L,S,J)
n7
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TABLE II. High-precision experimental measurements of n=5 and 6 F-6 intervals. All of the experimental meas-
urements are from this work unless specifically noted otherwise. The intervals are listed in order of the energy of the
states involved, with the lowest-energy state listed first. Uncertainties listed are 1SD error bars. We also list the best
previous value for the intervals, the "preliminary fit," a least-squares fit to previous experimental data. We also list
the results of the "final fit," a least-squares fit to all state-resolved experimental D-F-6 data, including the new meas-
urements reported here. The variable zpi: measures the agreement between preliminary fit and the experimental datum;
z~ does the same for the final fit. They are discussed in detail in Sec. IV of the test.

Measured
transition

frequency (MHz)

Number
of

runs
Reduced

X2

Preliminary
fit

(MHz)' ZPF

Final
fit

(MHz)b ZFF

5 F3-5 G4

5 F3-5 G3 15049.142+0.145

5 F3-5'G4 15 100.035+0.465

5 F4-5 G4 14797.994+0.150

5 F4-5 Gg 14877.846+0.211

1.8

5.1

1.7

2.6

14 891.491+3.513

15 049.179+4.380

14 889.192+0.418

0.0084 15 048.474+0.275 —2.15

15 100.014+2.268 —0.0091 15 098.873+0.421 —1.85

14 798.428+4.960 0.087 14 797.604+0.258 —1.31

14 876.949+6.013 —0.149 14 877.826+0.463 —0.04

5 F4-5'G3 14956.117+5.446 14 956.886+0.392

5 F4-5'G4 15007.343+0.098

5 F2-5 G3 14 824.668+0.310

5'F3-5 G4 14 511.933+0.142

5'F3-5 G3 14 670.769+0. 172

5'F3-5'G4 14721.426+0.265

13

10

0.92

2.0

1.7

3.9

1.8

14 827.743+5.244

14 518.055+3.398

14675.744+4. 282

14726.578+2.078

0.585 14 823.606+0.569 —1.64

1.800 14 512.527+0.262

1.161 14671.809+0.302

2.095 14 722.209+0.300

1.99

2.99

1.96

15 006.951+4.139 —0.095 15 007.285+0. 199 —0.26

6 F4-6 65

6 F4-6 G3

6 F4-6 64 9 032.560+0.073

6 Fp-6 63 8 926.163+0.132

6'F3-6 64 8 732.980+0.075

6'F3-6 63 8 824.635+0.058

8 854.098+0.104

6'F3-6'G4 ~ 8 853.965+0.050'

8 854.062+0.270

6 F3-6 64

6 F3-6 G3 9 051.505+0.070

6 F3-6'G4 9 080.412+0.150

6'F4-6 64 8 911.773+0.064

12

12

13

2.92

1.94

1.61

1.88

0.84

1.39

2.33

2.08

8 959.640+0.517

9051.076+0.937 —0.457

9080.544+0. 195 1.864

8 911.131+1.131 —0.567

8 957.977+ 1.456

9002.566+ 1.315

9 032.035+ 1.012 —0.517

8 927.212+ 1.233

8 733.081+0.488

0.846

0.205

8 824.517+0.917 —0.128

8 853.985+0.078 —0.869

8 959.892+0. 136

9 051.684+0. 106

9 081.024+0. 123

8 911.794+0. 104

8 959.114+0.274

9 003.585+0. 138

9032.926+0.099

8 926.833+0.188

1.41

3.15

0.17

2.98

2.92

8 732.676+0.095 —2.51

8 924.467+0.098 —1.48

8 853.807+0.079 —2.23

'Results of a least-squares fit to all but one of the experimental measurements in Table IV of Ref. 7 and the 8F-8G
transitions reported in Ref. 9.
New least-squares adjustment. The input-data set consists of the data described in note a and the new measurements

in this table.
'This transition was not observed.
A resonance was observed at 8959.533+0.117 (7 runs, reduced g of 2.77). It could be attributed to either of the 6 F3-

6 64 or 6 F4-6 65 transitions, which are unresolved, or to a blend of the two with unknown weights.
'Farley, MacAdam, and Wing, Ref. 7.
MacAdam and Wing, Ref. 6.
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A transition frequency v is given by the difference
of two such expressions:

v=E(n, L,S,J) E—(n, L',S',J') .

E(n,L,S,J) represents in frequency units the dis-

placement of an energy level from the energy-
reference level, arbitrarily chosen to be the n 65
state. A, 8, and C are empirical constants, which

are adjusted to give the best fit to the experimen-

tally measured transition frequencies.
The A coefficient of Eq. (1) is closely related to

the quantum defect. This can be derived by exa-

mining an approximate expression for the binding

energy, valid for high values of n.

Rhc —l(n 5)—= Rh—cn i—2Rhc5n . (2)

Here R is the Rydberg constant and 5 is the quan-

tum defect. The first term on the right is the ener-

gy of the Bohr level. Comparison of the second
term on the right with Eq. (1) indicates that to

first approximation A =—2Re5. No fundamental

significance should be attached to the choice of ex-

ponents in the higher-order terms of Eq. (1). In

FMW, we discussed alternative forms of Eq. (1), in

which the n term was replaced by n . Equally
good fits were obtained for k=4, 6, or 7.

The quantity minimized in the fit is the reduced

7, given by

(v; —vF)X2=—
2f;, o;

Here v; and o; are the ith experimental value and

the 1SD uncertainty, respectively, vz is the fitted
value, f is the number of degrees of freedom, and i
ranges over the entire data set.

We have performed least-squares fits, using Eq.
(1), on two distinct input data sets. The first data
set consists of all but one of the high-precision ex-

perimental data of Table IV of FMW (138 data)

and 10 data in the n=8 F-G transition group from
CL. The excluded datum is an old measurement

of the S F3-S F4. interval, which is clearly in error,
from Ref. 22 of FMW. The new measurements re-

ported here, however, are excluded. We refer to
this data set and the resulting fit as the prelim-
inary data set and the preliminary fit. The second
data set consists of all the data in the preliminary
data set and the 17 new measurements as well. We
refer to these as the final data set and the final fit.
The uncertainties attached to both of the fits were
extracted using the variance-covariance matrix via
standard statistical formulas.

The preliminary fit was used to guide the initial

search for the resonances. In the semch for weak

resonances, the accuracy of initial estimates of the
resonance frequencies was a crucial factor contri-

buting to success. The uncertainties in the results

of the preliminary fit reflect both errors in the ex-

perimental data base and model errors (e.g., omis-

sion of higher-order terms in the fitting formula).
Since Eq. (1) is a power series in inverse powers of
the principal quantum number n, the preliminary

data set, containing measurements from high
values of n, determines the coefficients of the
lower-order terms of the formula better than the
coefficients of the higher-order terms. At lower

values of n, however, it is the poorly known

higher-order terms which become relatively more

important. Consequently, the results of the prelim-

inary fit have larger uncertainties for lower values

of n. The utility of the new measurements report-

ed here is then twofold: first, they serve as a
stringent test of the accuracy of the preliminary

fit; secondly, because the new data are considerably

more prerise than the results of the preliminary fit,
they form part of the final data set, which enables us

to determine the high-order coefficients accurately.
The final fit serves to smooth out random errors

in the data. Consequently, the predictions of the

final fit are more reliable than the raw data them-

selves. Figure 3 displays the uncertainties in the

n F4-n 65 transition for n=S —1S returned by the

preliminary fit and the final fit. The results are

typical of F-G transitions. We see that the inclu-

sion of the new measurements in the input-data set
results in dramatic reductions in the uncertainties

for n g 7. Our new experimental measurements are

most valuable in probing the structure of the lower

exrited states, which penetrate more deeply into

the core.
We obtain a quantitative measure of the extent

of agreement between the preliminary or final fit,
on the one hand, and the new data, on the other, in

two ways. First, we examine the fit by comparing
the values of the preliminary or final fit with the

new data. This is a "loca1" test, because the com-

parison is confined to the transitions for which

new data are available. Second, we perform a
"global" test by examining how the inclusion of
the new measurements affects the overall goodness
of the fit.

To carry out the local test, we define the dimen-

sionless variables zI~ and zFF ..

2 2 1/2
zpF = (&rF—&expt) ~(&PF+Oexpt)

2 2 1 /2
ZFF =(~FF—~„pt)~(OFF+empt)
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I

14680 MHz

FIG. 4. Values for the 5'F3-5 G3 interval. Our new

measurement is shown, as well as the best previous

value for the interval, an extrapolation from measure-

ments of states at higher values of n (referred to in the

text as the "preliminary fit").

I i I

5 6 7
I I I I i I I

8 9 10 11 12 13 14 15

FIG. 3. The uncertainties in the n'F4-n G5 intervals

returned by two least-squares fits to experimental data
are shown as a function of the principal quantum num-

ber n. The input data set for old adjustment (the "pre-
liminary fit") excludes the new measurements reported
here, while the input data set for the new adjustment
(the "final fit") includes them. The most marked im-

provement for the uncertainties is achieved for low

values of the principal quantum number n (n &7).

Here vpp is the value returned by the preliminary
fit, vpp is the value returned by the final fit, and
v pt is the new experimental measurement. The
associated 1SD uncertainties are indicated by the
symbol 0. with the appropriate subscript. If there
is agreement between the preliminary (final) fit and
the new experimental data, zpp (zpp) will have a
Gaussian distribution with a mean of zero and a
standard deviation of unity.

Examination of Table II shows that agreement
between the new data and the preliminary fit is
very satisfactory. The rms value of zpp is 0.945,

compared with a theoretically expected value of
unity. In 13 of 17 cases (76%), agreement was

within 1SD, whereas statistically one expects this
level of agreement in 12 cases (68%). At the 2SD
level, agreement was achieved in 16 of 17 cases
(94%), which is the statistically expected number.
The worst case differs by 2.1 combined standard
deviations. By this measure, the data is evidently

under good statistical control. This means that the
combined standard deviation in Eq. (4) realistically
reflects the differences between experiment and fit.
Since the dominant contribution comes from opp,
we conclude that the uncertainties O.pp returned by
the preliminary fit are realistic. In contrast, no
conclusion can be drawn from this about whether
the experimental uncertainties 0.,„~, assigned to the

new measurements are realistic, because they make

only a small contribution to the combined standard

deviation.
The new measurements are not only in agree-

ment with the preliminary fit; they are also more

precise, as comparison of 0-,„~, with opp in Table II
shows. For the n=6 data, the rms 1SD uncertain-

ty improved from 853 to 96 kHz, nearly a factor
of 9. For the n =5 data, the rms uncertainty de-

creased from 6.09 to 0.243 MHz, a factor of 25.
For the entire set of new measurements, the rms

uncertainty decreased from 4.46 MHz to 188 kHz,
a factor of 24. The improvement achieved for a

typical case, the 5'F3-5 63 transition, is displayed

graphically in Fig. 4.
The extent of agreement between the final fit

and the new data may be judged by the values of
zpp. If the data are under good statistical control,

zpp will be normally distributed with zero mean

and standard deviation of unity. Values for zpp

for each datum are listed in the last columm of
Table II. The rms-value of zpp, averaged over the

new data, is 2.06. This is fairly large: there is less

then a 4% chance of obtaining a figure this large

by chance. Hence there is marginal disagreement

between the final fit and the new data.
Further insight is provided by examining the

overall goodness of the least-squares fit for dif-

ferent input-data sets. The reduced 7 is a figure
of merit, reflecting the goodness of fit over the en-

tire data set, whereas the variables zpp and zpp

range only over the set of new measurements. The
preliminary fit gives a reduced X of 2.52 (121 de-

grees of freedom), whereas the final fit gives a re-

duced X of 4.86 (138 degrees of freedom). Hence

the new fit is significantly worse than the old.
A perfect model, with correctly estimated uncer-

tainties, would yield a reduced 7 of unity. In
FMW, we concluded that both underestimation of
experiinental uncertainties and model error [for ex-

ample, omission of higher-order terms in Eq. (I)]
contributed comparable amounts to the excess re-

duced X . Both factors are presumably operative
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in the new measurements.
The increase of 7 indicates a relatively poorer

fit which can be attributed to an intensification of
the two underlying causes. Either the new meas-
urements underestimate the experimental uncer-
tainties by more than the old measurements did, or
the model is more inaccurate at low n, or both.
There are reasons to believe that both factors con-
tribute to some extent. The new resonances are
weak, with signal-to-noise poorer than typically
found in the old measurements. Hence, the ob-

served resonance signal may be distorted by other
weak overlapping resonances cascading into the
same emission line. The second source of inaccu-

racy, increased model error at low values of n, is
expected to play a role because the formula is a
power series in inverse powers of n. This may in-

dicate that more terms are needed in the present
form of the fitting formula.

There are other types of model error, of course.
A different form of the fitting formula might yield
better results. For example, the expression for the
energy might involve the effective quantum num-

ber n* rather than n, by analogy with the well-

known examples of fine-structure intervals in
alkali-metal atoms, which scale in proportion to
(n*) rather than n . Such an expression would,
however, be impractical. Because our experiments
measure transitions between states of the same
values of n, we cannot determine the absolute mag-
nitude of quantum defects, but only expressions re-

lated to the difference of quantum defects. Conse-

quently, we use the integral n rather than the less-

well-determined n*. In helium D-F-6 states, be-

cause the quantum defects are much smaller than
those of alkali-metal atoms, n~ is equal to n to a
good approximation. The errors arising from this
procedure are presumably absorbed in the coeffi-
cients of the higher-order terms of Eq. (1).

V. CONCLUSION

With this paper, we have extended our measure-
ment program down to the lowest members of the
F-G series. The structure of the nF-nG manifold is
now known to better than 1 MHz for all values of
n. Hence the spectroscopy of the F-G manifold of

He is now complete. At the level of precision of a
few MHz, the remaining incompletely explored ter-

ritory of the He spectrum consists of a few rela-

tivistic intervals in the 4F state (whose uncertain-

ties are & 3 MHz), intervals in the nD states
(n=3 —6), intervals in the S and P states (which

have been the subject of some recent measure-
ments' "),and the states for which L & 4 (which

have been the subject of studies by Beyer and Kol-
lath' and by Cok and Lundeen ). Despite the
pioneering work of Fred et al. and Descoubes, '

and the more recent work discussed in Sec. I, the
high-precision investigation of the He isotope has

scarcely begun.
The accuracy of the best available theoretical

calculation lags considerably behind that achieved

by experiment. A recent assessment of the status
of the theory by Cok and Lundeen' reached essen-

tially the same conclusion as FMW: the theoreti-

cal accuracy is of the order of 1% for a typical (30
GHz) interval, while the experimental figure is 3

orders of magnitude better. There have been rath-

er few efforts in recent years to close the gap. The
relative lack of theoretical effort in helium, com-

pared to the situation in hydrogen, is quite strik-

ing. No doubt the reason for the "quiet on the
helium front" has been that, until recently, there
was a dearth of high-precision data for meaningful
comparisons. In view of helium's role as the sim-

plest atomic system for which an exact solution is
unavailable in either the nonrelativistic or Dirac
approximation, a renewed theoretical effort is
desirable.
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