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K -shell ionization probabilities were measured by the particle-x-ray coincidence technique for 7-MeV protons of
15 to 39 fm impact parameter on 24 targets from Cr to Bi. For 22 of these targets, total K-shell ionization cross
sections are also reported. Additional K -shell ionization probabilities were measured for 7-, 10-, and 12-MeV
protons on Mo, Cd, and Sn, at impact parameters down to 2 fm. While the total K -shell cross sections closely follow
relativistic semiclassical (RSCA) calculations supplemented by minor binding-plus-polarization corrections,
significant discrepancies of up to 70% occur for the K-shell ionization probabilities at small impact parameters,
particularly for the targets from Cr to Zr. They can be traced back to the use of hydrogenic wave functions in the
RSCA calculation, whereas nuclear recoil may account only for a few percent of the discrepancies. The data on both
K -shell total cross sections and ionization probabilities exhibit the pattern characteristic for small distortions of the
K -electron binding energy by the projectile charge: adiabatic binding for £, <1 and nonadiabatic polarization for
&x >'1. The perturbed-stationary-state approximation somewhat underestimates these distortion effects.

I. INTRODUCTION

The wealth of inner-shell ionization cross-sec-
tion data' has, in recent years, been complement-
ed by various sets of data on impact-parameter-
dependent ionization probability. As far as the
K -shell ionization by low-charge projectiles is
concerned, the situation may be characterized as
follows: The semiclassical treatment based on
first-order time-dependent perturbation theory®
(SCA) accounts on the whole quite satisfactorily
for the existing data on collisions with impact
parameters large compared to the dimensions of
the atomic nucleus, and consequently on total
cross sections. In such situations, it has been
demonstrated that SCA is able to yield predictions
of K -shell ionization probabilities®~°® usually within
experimental errors if proper account is taken of
the relativistic motion of the K -shell electrons,
of the effects of the projectile trajectory through
the electron distribution of the atom, and of in-
creased or reduced electron binding owing to the
temporary presence of the projectile charge in the
atom. In most of these cases it has been found
sufficient to represent the active electron by hydro-
genic wave functions adapted to the real atom by
use of an effective charge Z.;. Closer collisions,
especially at high relative velocity v,/v, (wherew,
is the projectile velocity and v, the K -electron
velocity), require that proper attention be paid to
the screening effects!®:!!in both the bound and the
free-electron wave functions. Striking improve-
ment has been obtained through the use of Hartree-
Fock (HF) wave functions in semiclassical calcu-
lations of protons on Ag (Ref. 12) down to impact
parameters b=95 fm, i.e., b/7,=0.08, withr, the
Bohr radius of the K shell. Similarly, the use of
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HF wave functions has also improved agreement
with the data for other collision systems.!!* 3-1%

There has recently arisen the need to know K -
shell ionization probabilities in still closer colli-
sions: at impact parameters b comparable to the
nuclear radius, with typically b/7, =0.01-0.02. In
the analysis of experiments'® aimed at measuring
the compound nuclear width relative to the K -
vacancy width, knowledge of the K -shell ionization
probability P, in such central collisions is re-
quired at energies above the nuclear Coulomb
barrier. Very few experimental data on such col-
lisions are known’+14:15:17-19. and the impression
prevails that in those examples agreement of
theory with experiment is much less satisfactory
than has become customary in more distant col-
lisions.

Apart from the need to analyze the above-men-
tioned compound-nucleus measurements, we feel
that a study of K -shell ionization in central colli-
sions is a worthwhile subject of study for its own
sake. We have chosen for projectiles protons of
7 to 12 MeV, and targets between Cr (Z =24) and
Bi (Z =83) in order to obtain a data set that would
span a wide enough range for systematic trends
to be discernible. Experimental conditions were
arranged such that the impact parameter was only
a few fm for each collision system throughout the
data series. These experimental conditions do not
allow us to measure at the same time the varia-
tions P, with the impact parameter. The chosen
cut through the P,(b, Z) surface thus concentrates
on close collisions. However, integrated K -shell
cross sections o, were taken at the same time.

A preliminary account of parts of this work was
previously given in Refs. 20 and 21.
After describing the experimental technique
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in Sec. II we will mention some problems of data
analysis in Sec. II, and present the results of

the measurements in Sec. IV. A discussion of the
data and of the remaining discrepancies with cal-
culations is given in Sec. V. There the probable
origin of the remaining difficulties in describing
nonadiabatic, very asymmetric, central collisions
with K -shell ionization is singled out. Conclu-
sions are summarized in Sec. VI.

II. EXPERIMENTAL TECHNIQUE

The data series from Z =24 to 83 to be presented
in Sec. IV could not be obtained in one single
geometry and detector setup. Energies of K
x rays vary from about 5 to 90 keV so that the use
of different detectors is necessary. The x-ray
production cross section decreases by approxi-
mately a factor 10°. Consequently, count rate
conditions and real-to-random coincidence ratios
change drastically. Finally, the particle scatter-
ing angle had to be adapted to the particular Z in
question in order to maintain the impact parame-
ter close to a fixed value.

A schematic view of the mechanical setup is
shown in Fig. 1. The collimated proton beam
from the HVEC FN-tandem of the University of
Koln strikes the tilted target before passing on to
a secondary target of Au or Ta and to the beam
stop 0.5 and 5.5 m downstream. Shown in Fig. 1
is the high-Z situation where the coincident x-ray
spectra are taken by an 1140-mm? area and 4-
mm thick NaI(T1) scintillator behind a 1-mm lu-
cite window and coupled to a Hamamatsu 2060
phototube. A 200-mm? area and 5-mm thick Si
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FIG. 1. Mechanical setup of detectors and target. De-
picted is the situation wherein high-Z target x rays are
measured by the NaI(T1) scintillator while the Si(Li) de-
tector in the distant position serves for both normaliza-
tion and target purity check. The particle (p) detector
is an array of three surface-barrier detectors behind an
aperture having the form of a half-circular slot.

(Li) x-ray detector with its 1-mm lucite absorb-
er is brought into the vacuum chamber through
an O-ring seal. It serves as an efficiency stand-
ard for the NaI(T1) detector and also checks tar-
get purity.

Scattered particles are detected in three 1000-
um silicon surface barrier detectors behind a
half-circular aperture at angle 6,, covered by
T-um aluminum. There is a 9 =90° particle mon-
itor placed below the Si(Li) detector. Measure-
ments for Z < 40 are done with the front window
of the Si(Li) detector only 2 mm from the target
spot, and the NaI(T1) removed. For the back-
angle measurements on Mo, Cd, and Sn a 1.64-
sr particle detector at 9, =130+ 30° is added
which consists of two 450-mm? area and 1000-um
surface barrier detectors above and below the
center plane (for details, see Ref. 16).

The protons are produced in an rf ion source,
and their intensity is limited to typically 50 pA
on target to prevent overloading of the particle
(high Z) or x-ray (low Z) detectors. The beam
is continuously monitored for possible high-
frequency intensity modulations, by the two par-
ticle detectors viewing the secondary target
(Fig. 2). The time spectrum of left-right coin-
cidences of elastic protons maps the time struc-
ture of the proton beam. Examples are shown
in Fig. 3 both for the rf and a duoplasmatron ion
source. It is seen that the duoplasmatron beam is
not sufficiently constant to allow reliable sub-
traction of random coincidences. A list of tar-
gets and their characteristics is given in Table I.
The proton-x-ray coincidences from double scat-
tering events in low-Z systems?! are minimized
by choosing thin targets, when possible self-sup-
porting. The correction of the elastic proton
peak for scattering from carbon and oxygen is
determined from the 90° monitor spectrum and
the forward-over-90° ratio, measured separately
on carbon and mylar targets.
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FIG. 2. Schematic layout of detector arrangements at
both the primary and secondary targets. The time spec-
trum of coincidences between elastic particles in de-
tectors DET1 and DET2 serves to monitor the time
structure of the accelerator beam.
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TABLE I.  Target information. No attempt at an ac-
curate determination of areal density is made where the
double-scattering correction (see text) is seen to be
smaller than 2%. (Se is the only exception, as the target
was destroyed before a more accurate thickness mea-
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FIG. 3. Examples of time spectra of p-x and elastic
p-p coincidences. Part (a) shows conditions with the
beam from an rf proton source. The spike in%he p-p
part of the figure results from prompt events with very
low energy signals, probably electrons. Part (b) shows
conditions often met with a duoplasmatron ion source.
The upper two time spectra show the influence of differ-
ent source conditions. The lower two show the residual
time structure in both p-p and p-x under “good’” source
conditions. Reliable integration of the real p-x coinci-
dences is not possible in this situation.

surement was made.)

Target? Areal density
(ug/cm?)

2Cr 61,67,135°
26 Fe(C) 8®

2sNi 28°

25Cu 97°

30Zn 182°

45€ 1504

355r(C) 17¢

w0Zr 511,600°
Mo 331,552°
uRu 154

wAg 504

1%cd 900°

112Sn 100,200, 314"
397e(C) 65°

56Ba(C) 77°

55Ce(C) 92°¢

62Sm 50¢

1%%Ho 60

189Tm 654

15Ta 150¢

6Pt 509

137 Au 60¢

42Pb 100¢
0B 909

2Natural isotopic composition and self-supporting foil,
except when specified otherwise; (C) indicates carbon

backing,
b+10% or less.
€+ 15%.
94+ 50%.

The measurement of x-ray-detector efficiency
in the very close geometry presents a difficulty.
It is not possible with sufficient accuracy to re-
produce size and position of the beam spot on the
target by calibrated x-ray sources. At a distance
of 30 mm between front window and source, how-
ever, the efficiency of the 200-mm? Si(Li) de-
tector is measured to better than 5% using the
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calibrated sources listed in Table II. (These cal-
ibrated sources are purchased from Bureau
National de Métrologie des Rayonnements Ioni-
sants, Saclay, France, and from Physikalisch-
Technische Bundesanstalt, Braunschweig, Ger-
many.) Uncertainties due to source position are
here below 2%. The x-ray intensities in close
geometry are then normalized to the Si(Li) de-
tector in the 30-mm position from the beam spot
on target, with Si(Li) dead time kept to zero.
The electronic signal processing is largely
conventional, using fast-slow coincidence tech-
nique with constant-fraction timing and event-
mode recording by a PDP-11-20 computer. The
time resolution (full width at half maximum)
varies from 82 to 24 ns from Cr (5.4 keV)
to Zr K x rays (15.7 keV) with the Si(Li) de-
tector, and from 5.1 to 3.3 ns from Zr to BiK
x rays (77 keV) with the NaI(T1) detector. Better
time resolution (40 ns for Fe, 6.4 keV; and 12.3
ns for Sn, 25.3 keV) can be obtained with the
Si(Li) detector. With the singles count rates lim-
ited to 10 kHz in both x-ray and particle detect-
ors, the real-to-random coincidence ratio varies
from 0.15 (Cr) to 1.0 (Cd) to 8.3 (Au). The most
serious problems with random coincidence back-
ground arise for proton backscattering at 6,
=130° and high collision energy (12 MeV), owing
to the extreme disparity between very small pro-
ton rate and high x-ray rate. Special attention to
a proton beam without any time structure is then
required, and very long running times cannot be
avoided.

TABLE II. Sources and photon energies used in the
efficiency calibration of the x-ray detectors.

Source Photon energies used in efficiency calibration

(keV)
By 45;4.9
%re 5.9; 6.5
SCo 6.4;7.1; 14.4; 122.0; 136.0
%Zn 8.04; 8.94
85gr 13.4;15.0
MAm 13.9; 17.8; 20.8; 26.4; 59.54
BNp™ 16.6; 18.6
109¢cd 22.1;24.9; 87.7
3gy 24.2;27.3
133gq 30.9; 35.0; 81.0
1821g 31.7; 58.9; 67.8; 84.7
Bcg 32.1; 36.5
152Ey 39.9; 45.4
19py 43.74; 44.47; 50.39; 51.74

IR

III. DATA ANALYSIS

We shall mention here only those few points
that do not necessarily form part of the standard
data treatment. We choose to normalize the data
in such a way that dead-time measurements are
unnecessary. The ionization probability is given
by

N,
Py= IV:_ F
with F being the normalization, N, the number
of coincidences of scattered protons with K x rays,
and N, the number of detected scattered protons.
For isotropic emission of the K x radiation, the
normalization F can be expressed as

Nf

= ——
Fe§ er@amn

with N7 the number of K x rays detected in the
distant reference x-ray detector of efficiency

Q7 , possibly normalized via a particle monitor
to the main run, wy, the K -shell fluorescence
yield,? and N, the number of K x rays registered
by the detector at close distance. The dead-
time correction factors of N, and N,N, cancel

so that Py is obtained without dead-time mea-
surement if both N7 and the pulse-height—analyzer
system are free of dead time. These conditions
are sufficiently well fulfilled as coincidence

rates are a few Hz, and downgraded singles rates
below 1 kHz. The x-ray count rate in the refer-
ence detector is always kept below 0.1 kHz.

A second point concerns ionizing double-scat-
tering events in targets of finite thickness. The
correction formula given in Ref. 21 is general-
ized®® to take into account the azimuthal depend-
ence of target-layer thickness seen by the scat-
tered protons. The net correction is calculated®
by integrating over the geometrical boundaries
of the actual particle detectors. A list of net
correction factors P,/Py " is given in Table
III. We note that, other things being equal, the
double-scattering correction becomes more pro-
nounced with increasing projectile energy.

For the targets of ™'Sm, '®Ho, '*®Tm, and
8lTa  the intensity due to internal K -shell con-
version after inelastic nuclear excitation has to
be subtracted from the coincident spectra. Un-
folding of the coincident particle spectra is pos-
sible inall these cases as the energy separation
of protons after inelastic nuclear scattering and
after elastic scattering with K -shell ionization is
at least 39 keV. The case of '®’Au is different
in that energy loss by K -shell ionization (80.71
keV) differs only little from energy loss by ex-
citation of the 77-keV (3*) nuclear state, and that
also the de-excitation gamma ray cannot be dis-
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TABLE III. Corrections for double scattering in the
measurement of Py, Given are the fractions D=1
— (Pg/Pgpoomr) PR"Theing the uncorrected ionization
probability. Not listed are the cases where D <0.02.

Target E, 6, D
(MeV) (deg)
Cr 7 13 0.12—0.25
Ni 7 21 0.04
Cu 7 21 0.18
Zn 7 21 0.23
Se 7 21 0.14
Zr 7 21 0.30
Mo 7 15 0.21
7 130 0.21
Ccd 7 30 0.28
7 130 0.25
Sn 7 15 0.05
7.138 130 0.05
10 . 15 0.06
10 130 0.03
12 15 0.06
12 130 0.05

2For different target thicknesses.

tinguished from the Au K x rays by the NaI(Tl) de-
tector. However, by using the differential Coul-
omb excitation cross section®® ?° and internal
conversion coefficients, a contribution of only 1%
to the proton-x-ray coincidence rate by the 77-
keV gamma rays is calculated.

The integrated K -shell ionization cross sections
oy are derived from the measurements using the
known electronic demultiplication of the x-ray
singles rates, and the particle spectra at 21° for
Z =24-40 and at 90° for Z =40-~83, normalized
to optical-model®® elastic cross sections.

IV. RESULTS

The measured K -shell ionization probabilities
at 7T MeV are summarized in Fig. 4. They range
from 5% 107° for Bi to 7.3X107% for Cr. The
particle scattering angle has been varied accord-
ing to target atomic number Z so as to maintain
the classical impact parameter b =(Ze?/2E,)

X cot3 0, in the vicinity of 20 fm, with E, and 6,
the proton energy and particle scattering angle,
respectively. The angle 15° applies to the targets
Cr and Fe and to Mo and Sn; the 21° refer to Ni,
Cu, Zn, Se, Sr, Zr; the 30° correspond to Ru,
Ag, Cd, Te, Ba, Ce; and the angle 35° applies

to all heavier targets, i.e., Sm, Ho, Tm, Ta,

Pt, Au, Pb, and Bi. Thus, the impact parameter
defined by these scattering angles varies between
b =(15+7) fm for Ni to (39+19) fm for Sn, but is
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FIG. 4. K-shell ionization probabilities of targets
from ,4Cr to g3Bi by 7-MeV protons. The scale of re-
duced velocity £ x» defined in Sec. IV, is indicated. Im-
pact parameter is near 20 fm throughout the whole range
of targets; the scattering angle 6, was chosen according-
ly for the different atomic numbers. The curves repre-
sent relativistic semiclassical calculations corrected
for binding (RSCA-B). The dashed curve includes only
monopole (/=0) transitions into the continuum, the solid
curve takes also dipole (/=1) and quadrupole (I=2) tran-
sitions into account.

in most cases much closer to 20 fm throughout
the data set of Fig. 4. The uncertainty attached to
the value of b is combined in quadrature from the

. classical uncertainty

ze® . (6,
Ab, —4_E, sin (2 )AO,
due to the finite angular aperture Ag,, and the
quantum-mechanical uncertainty?’

2 1/2

Ab, =[7(, ?Eep- sin~? (%2)] ,
with X, the projectile rationalized de Broglie
wavelength. Net uncertainties are between Ab
=T fm for Ni and Ab =+ 19 fm for Sn, and quite
generally of the order of b itself. The atomic-
number scale in Fig. 4 is supplemented by a re-
duced-velocity (£x) scale,?® 2° where £, =(2/6y)
xv,/vK, 6, being the screening constant,'® and v,
the Bohr velocity of the target K electron. The
experimental errors amount on the average to
about 15%, with exceptions for Ag (30%), Au
(20%), Cr (10%), Ba (8%), and Pt (9%). In most
cases, the main sources of error are uncertain-
ties in x-ray-detector efficiency and the subtrac-
tion of random coincidences. For Sm, Ho, Tm,
and Ta, unfolding in the coincident particle spec-
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tra (see Sec. III) contributes an additional uncer-
tainty. The theoretical curves in Fig. 4 will be
explained in Sec. V.

Ionization probabilities in forward and backward
scattering for 7-, 10-, and 12-MeV protons are
compared in Fig. 5. The selection of cases is mo-
tivated by the interest to study ionization in com-
pound nuclear scattering.'® The data points for
Cd and Sn at 130°, measured at 7.138 MeV to
avoid nearby isobaric analog resonances, are
plotted together with the 7-MeV 15 and 30° points
which appear already at Z =48 and 50 in Fig. 4.
The dominating source of error in the 130° data
points, besides statistics of the number of real

. coincidences (20%), is the uncertainty in the sub-
traction of random coincidences, the real-to-
random ratio being only about 0.1 at back angles.
Residual time structure, if present, then enters
sensitively and must be corrected for. The amount
of random coincidences accumulated at the posi-
tion of the prompt peak depends on ion source
conditions. The measured fractions of such ac-
cumulated randoms, even for the rf ion source,
amount to 0.22 for Mo, 0.26 for Cd, and 0.51 and
0.42 for Sn at 7 and 10 MeV, respectively, and
are negligible otherwise. In particular, at identi-
cal beam conditions, the forward-angle data
points remain unaffected owing to the higher real-
to-random coincidence ratios. The corrections,
though sizable in the cases listed above, are
measured with good statistical accuracy, except
for Sn at 10 MeV and for Mo where they give the
largest contribution to the net error. Again,
theoretical curves in Fig. 5 will be discussed in
Sec. V.

Finally, Fig. 6 shows the K -shell ionization
cross sections at 7 MeV for 22 of the 24 elements
of Fig. 4, plotted over atomic number and, al-
ternatively, relative velocity ¢£x. No cross sec-
tions are given for Fe and Sr. The error bars
vary from an average of 12% below Zr, to 16%
between Zr and Ce, to 12% again between Ce and
Bi. They receive their largest contribution from
the uncertainty of the optical-model elastic cross
sections serving for normalization. The K -shell
cross sections compare, on the whole, quite well
with values available in the literature: They
agree within error bars with the values given by
Bissinger et al.*° for Ag, and by Akselsson and
Johannsson®! for Ni, Cu, and Ag. The cross sec-
tion for Ta is 39% above that given by Berinde

et al.,%? and the value for Pb is 32% above the re-
sult of Laegsgaard et al.? For both Ta and Pb the
two-standard-deviation errors would overlap.
The theoretical curve in Fig. 6 will be explained
in Sec. V. The data of Figs. 4-6 are summarized
in numerical form in the Appendix.

[
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FIG. 5. K-shell ionization probabilities in forward and
backward scattering of 7-, 10-, and 12-MeV protons on
505n, and of 7-MeV protons on gMo and 43Cd. Dashed
curves as in Fig. 4, solid curves (RSCA-BR) include also
recoil (R).

V. DISCUSSION

In Figs. 4-6 the experimental data are com-
pared to relativistic semiclassical (RSCA) cal-
culations carried out according to the work of
Pauli, RVsel, and Trautmann.33-35 In all three
figures, the solid curves represent the net result
to be compared to experiments. The dashed
curves in Figs. 4 and 5 show the monopole (I =0)
contribution separately in order to bring out the
varying contribution of the dipole (1 =1) and
quadrupole (I =2) electron continuum states. The
difference between solid and dashed curves is

" almost completely due to the dipole term alone,

which justifies the limitation to a maximum 7 =2

- in the calculations. The index B in Figs. 4—-6
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FIG. 6. Total K-shell ionization cross sections by 7-
MeV protons for the range of targets from »Cr to gBi.

Velocity scale £y and solid curve as in Fig. 4. In the cal-

culation of these cross sections, polarization (P) as well
as binding (B) by the projectile charge are taken into ac~
count.

denotes that a binding correction has been applied
to the calculation, while the R in Fig. 5 denotes
inclusion®® of recoil, and the index P in Fig. 6 the
correction for polarization. These corrections
will be discussed below.

The data span the transition region from adia-

batic (£, =0.42) to nonadiabatic (£, =1.8) collisions,

and from strongly relativistic (az =0.61 for Bi) to
nonrelativistic («Z =0.18 for Cr) K -shell electron
motion. They test, therefore, various aspects of
the semiclassical description whose relative im-
portance is changing over the data range. Dirac
wave functions with Z.;=Z —0.3 are used for the
electron in all calculations shown in Figs. 4-6.
This choice will also be discussed below. The
projectile is assumed, in the RSCA calculation,
to move on a Rutherford hyperbola with the clas-
sically determined velocity. Thus, no additional
Coulomb deflection corrections occur.

In the total K -shell cross sections o (Fig. 6)
one finds the by now almost standard agreement
of calculation with experiment, which depends in
the present situation only marginally on the ap-
plied binding and polarization corrections. As
the reduced-velocity parameter £, reaches values
greaterthan1, thedata cover situations wherethe
radial regiony, which contributes most®tog,, lies
outsider,. Theagreement inthis region showsthat
the electron wave functions can be sufficiently

approximated by relativistic hydrogenic wave
functions, i.e., that outer screening has little
effect on the shape of the radial electron wave
function'' even some distance beyond 7.

However, the ionization probabilities in close
collisions (Fig. 4) reveal certain problems. Al-
though the RSCA calculations follow a trend still
quite similar to that of the data points over more
than two orders of magnitude, significant dis-
crepancies exist between data and calculations.
One first observes the size of the dipole (I =1)
contribution to increase from 17% of the net
theoretical ionization probability at Bi to 40% at
Cr. Such an increase of the dipole contribution
is expected®® as the collisions become gradually
less adiabatic. At the same time, at about £, =1,
experimental data move from below theory to
above theory, exhibiting a drastically different
Z dependence. At Cr, experiment is 1.7 times
above calculation. We note that discrepancies
are largest when the dipole contribution is largest.
The significant deviations from RSCA are not
limited to the scattering angles which correspond
to the data of Fig. 4. Rather, they persist at
backward angles for the 7-MeV points, as is
shown by Fig. 5. As in the region Z =40-50 in
Fig. 4, the experimental points happen to almost
coincide with the monopole (I =0) curve with
which they also share the near-isotropy with
proton scattering angle. It thus appears that the
deviations of the data from semiclassical theory
single out the very close collisions, with impact
parameters only a few times the nuclear radius,
and that deviations at forward angles become
most pronounced with increasing relative colli-
sion energy.

It has been shown by Trautmann and Résel®®
that the influence on K -shell ionization proba-
bility of nuclear distortions in the projectile mo-
tion remains negligible for all scattering condi-
tions where the elastic scattering cross section
deviates by less than 50% from Rutherford scat-
tering. We have calculated optical-model elastic
cross sections using the potential parameters of
Becchetti and Greenlees?® and find, at 7 MeV and
21°, deviations of less than 6% from Rutherford
cross sections between Cr and Zr. Above Zr,
the deviation remains below 50% even at 90° scat-
tering angle. We may therefore safely conclude
that, although a semiclassical description of pro-
jectile motion is no longer ideally valid for our
low-Z targets, the nuclear distortion effects on
K -shell ionization probability remain negligible
for 7-MeV scattering into the forward hemi-
sphere. This statement can be extended to the
130° scattering at 7 MeV on Mo, Cd, and Sn. For
example, the 7-MeV experimental elastic cross
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section®” on °°Cd at 125° is only 10% below
Rutherford. Thus, with the possible exception
of the 130° points at 10 and 12 MeV, the nuclear
distortions of the projectile motion cannot ac-
count for the marked deviations of the measured
K -shell ionization probability from the RSCA cal-
culated values.

We observe the largest discrepancies between
experimental ionization probability and RSCA
at low atomic number. However, the total K -
shell cross sections in this same target range
agree satisfactorily with RSCA. The problem
thus resides in the close collisions where nuclear
recoil®*® 3® may become important. There are as
yet few numerical calculations available that in-
clude recoil.3% 3% 38 Ap estimate of the recoil
contribution in our experimental collision sys-
tems will therefore be preliminary. Amundsen3®
has carried out relativistic calculations of K -
shell ionization probability that include recoil.
In the case of 2-MeV protons on Au (£, 0.2) he
finds a reduction of at most 30% in K -shell
probability due to recoil. He notes that the re-
coil contributions change sign at about £, =1,
leading to an increase of K -shell ionization proba-
bility for £, >1 at small impact parameters. He
illustrates this point by a calculation for 7-MeV
protons on Mo (£, =0.96). The Mo data!® he used
for comparison (without actually giving the scale)
are superseded by the more accurate experiment-
al values of this work. Recoil effects have also
been studied for nonrelativistic K -shell electrons
(Cu, @z =0.21) and slow collisions (5 <1) by
Kleber and Unterseer.3® These authors confirm
qualitatively, by their variational approach, the
semiclassical findings of Amundsen®® and give
numerical results of K -shell probability for 0.5~
2.0-MeV protons on Cu. The reduction due to re-
coil is considerable (41% at 0.5 MeV, 21% at 2
MeV) in 180° scattering, but negligible for scat-
tering angles below 30°. There is as yet no pub-
lished calculation, including recoil, for collision
systems with £x >1, though Trautmann and Rdsel®
have recently derived a radial form factor for
their semiclassical ionization calculation that per-
mits the inclusion of recoil effects. Our data
points (Fig. 4) start to rise more steeply than the
RSCA calculation precisely around ¢, =1, as one
would expect for the recoil contribution. The
quoted examples of numerical calculations, how-
ever, indicate that we cannot expect recoil to ac-
count for more than a 5-10% increase in K -shell
ionization probability in forward scattering (9,
< 35°), while at Cr (¢£y =1.8) experiment is 1.7
times above the RSCA value. The data of Fig. 5
and a numerical calculation with the radial form
factor of Trautmann and Rosel including recoil®®

%

corroborate the foregoing conclusions. The ioni-
zation probability P, changes by less than 1% in
all cases given in Figs. 4 and 5, except for 130°
scattering. Here, the largest reduction of P, by
recoil occurs for scattering at 7 MeV on Sn (£,
=0.78), where it amounts to 12%. Smaller reduc-
tions of Py in 130° scattering are found for £,
=0.96 (10%, Mo at 7 MeV) and £, =1.03 (8%, Sn
at 12 MeV). Thus in the approximation of Ref. 35,
represented by the solid curves in Fig. 5, the ef-
fect of recoil tends to zero at a value £, somewhat
above unity. The data of Fig. 5 show no clear in-
dication of this trend but, at 7 MeV, are still
quite uniformly below RSCA. The remaining dif-
ference between data and semiclassical calcula-
tion, though slightly reduced, may therefore not

be attributed to recoil.

Possible perturbations of the isotropic K x-ray
emission by K -L -shell double ionization can read-
ily be excluded as a reason for the rise in ioniza-
tion probability at low Z. The estimate, with the
formula given by Madison and Merzbacher, *°
yields Py, /Py~ 1.5X10"%, with P,, the K-L
double ionization probability for 7-MeV protons
with zero impact parameter on Cr. We there-
fore believe the assumption of isotropic x-ray
emission as well as unperturbed K -shell fluor-
escence yield wy to be well justified.

Ionization by charge transfer is also not ex-
pected to account for the rise in ionization proba-
bility above RSCA for the £ >1 collisions. For
T-MeV protons-on Ar, K -shell ionization by
charge transfer to the proton has a cross section
of ox=~ 10 b, and is decreasing for higher proton
energies.*” *! This is approximately 0.2% of
the total K -shell ionization cross section. As the
p +Cr collision system is still more asymmetric,
the importance of charge transfer in K -vacancy
production is even more reduced. The agreement
of the total K -shell ionization cross section with
the RSCA Coulomb ionization calculation down to
Cr supports this conclusion. The impact-par-
ameter dependence of charge-transfer probability
being flat, one would expect it, if large, to be
visible at both small and large impact parame-
ters and thus in total cross sections.

The choice of the electron wave functions thus
remains as the most critical point of the semi-
classical calculation. Aashamar and Kocbach!!
have compared K -shell cross sections and ioni-
zation probabilities calculated with either non-
relativistic hydrogenic (H) or Hartree-Fock-
Slater (HFS) free-electron wave functions. They
find that.the realistic HFS potential of Cu ap-
proaches the energy-shifted Coulomb potential
for radii in the K -shell spatial region, as could
be expected from the discussion of outer screen-
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ing by Merzbacher and Lewis.!® As a conse-
quence, Aashamar and Kocbach find both free
and bound hydrogenic and HFS radial electron
wave functions to be virtually indistinguishable

at radii in the K -shell region. Appreciable de-
viations in the free wave functions start only at
radii several times the K -shell radius, 7y, the
zero energy and I>0 orbital angular momentum
states of the free electron being the most sen-
sitive ones. The choice of hydrogenic electron
wave functions thus appears justified in adiabatic
collisions (¢£x <1), where ionization takes place
in the interior of the K shell. This conclusion
holds analogously also for relativistic K -shell
electrons. Pauli et al.'?have demonstrated this point
in a semiclassical K -shell calculation for 2-MeV
protons on Ag (£, =0.45) employing relativistic
Hartree-Fock wave functions for both the bound
and free-electron states. The K -shell ionization
probability is reproduced within experimental
error by the calculation with Hartree-Fock wave
functions, and within 10% when relativistic hy-
drogenic wave functions are employed. This dif-
ference can probably be attributed to the imper-
fect reproduction of the free-electron Hartree-
Fock wave function by the hydrogenic solution at
the lowest electron energies.!!'*?% The data for
tx <1 (Z >40) in Fig. 4 show a quite similar be-
havior: The RSCA calculation with relativistic
hydrogenic electron wave functions moderately
overestimates (from 20 to 35%) the data. It is
thus likely that here too the hydrogenic approxi-
mation is responsible for this small discrepancy.
The hydrogenic approximation is expected'® to
deteriorate for collisions with £, > 1 where ioni-
zation takes place in more distant radial regions.
In fact, the data of Fig. 4 show a pronounced rise
above hydrogenic RSCA theory just for £x>1

(Z <40). Moreover, a first attempt at an RSCA
calculation with Hartree-Fock electron wave
functions by Trautmann and Rosel®® has shown that
the K -shell ionization probability in just this data
range is quite sensitive to the choice of the elec-
tron wave functions, in line with the findings of
Aashamar and Amundsen'® who generally obtained
results even more sensitive for fast collisions in
very light collision systems (Z =6 and 10) with
the exception, however, of the range 1.4 <&y
<1.8. It is likely that the use of appropriate non-
hydrogenic wave functions will lift the discrepancy
in our low-Z K -shell ionization probabilities at

7 MeV. There are as yet no numerical values
available®? that would cover our whole data inter-
val 24 <Z < 83. It also remains to be seen to
what degree the use of the Hartree-Fock wave
functions modifies the relativistic hydrogenic re-
sults for £, < 1 in Fig. 4.

A discussion of binding effects in the electron
wave function may be in place although such ef-
fects are small in our whole data range. Their
presence is, however, brought out quite clearly
in Fig. 7, where the experimental K -shell cross
sections 0, and ionization probabilities P, of
Figs. 4 and 6 are given, divided by the corre-
sponding RSCA values as calculated with rela-
tivisitic hydrogenic wave functions, and with no
binding corrections incorporated. A character-
istic pattern emerges: Starting from small val-
ues of £, (high atomic number), the ratios in
both ox and P, increasingly fall below unity,
reach a minimum of about 0.7 at £,=0.7-0.8,
and then rise for £, >1. The behavior of the o4
ratios differs from that of the Py ratios for £, >1
in that the former rise towards unity while the
latter reach almost 1.6. The qualitative trend of
the points in Fig. 7(a) can be understood®® 2° as
the combined effect of binding and polarization of
the K electron by the projectile charge: at £, <0.6
binding dominates so that the K -shell cross sec-
tion falls below RSCA, the more so the larger
the charge ratio Z,/Z,, i.e., the larger &,.

At still higher &, values, the region of the
dominant contribution to ¢, moves outward and
the projectile increasingly polarizes the K-shell
electron distribution, which eventually over-
rides binding. In still more distant collisions,
taking the just described binding (B) and polariza-
tion (P) distortions into account in the perturbed
stationary-state approximation employed by Bas-
bas et al.?® one obtains the solid curves in Figs. 6
and 7(a). We find that no quantitative agreement
with the size of the distorting effects on the elec-
tron binding energy is obtained, but that the trends
contained in the o, data are well reproduced. A

. correction procedure for probabilities P, analog-

ous to Ref. 29 is not available. A simple estimate

- may, however, be made for the adiabatic region

Ex <1. It is readily shown that, upon equating the
internuclear distance with the impact parameter,
the effective perturbed K -shell binding energy
E{" of Basbas ef al.?® ?° approaches, for adia-
batic collisions with near-zero impact parameter,
the unperturbed united-atom binding energy

Eg(Z +1). Amundsen®® has generalized this con-
clusion to arbitrary electron wave functions. We
have therefore used E§ =E,(Z +1) for both the
momentum transfer and the Dirac wave function
in the calculation of the ionization probability P.
This yields the solid curves RSCA-B in Figs. 4
and 7(b), and RSCA-BR in Fig. 5. For lack of a
more appropriate procedure, and as the reduction
in P, remains below 10% throughout, we have em-
ployed the above estimate also in the transition
region 1 < £ < 2 when establishing the RSCA-B
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curve of Fig. 4. One ought to keep in mind, how-
ever, that the binding correction based on Refs.
28 and 29 has previously been shown®? *® to be in-
sufficient above £,=20.55; and that the expected
polarization effects are not taken into account in
our estimate for P,. As in the case of the K -shell
cross sections gy the binding correction under-
estimates the actual difference between data and
RSCA, for &4 <1, as is seen from Fig. 7(b).
While our previous discussion of wave-function
effects leads us to attribute the remaining differ-
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FIG. 7. Effect of finite-projectile-charge corrections
on (a) K-shell ionization cross sections (og) of Fig. 6, and
(b) ionization probabilities (Pg) of Fig. 4. The data points
give the ratio of experimental and corresponding uncor-
rected RSCA values (see text). The solid curves show
theoretical ratios, with finite-charge-corrected values
RSCA-BP (a), and RSCA-B (b) instead of the experimen-
tal ones, and where B labels the binding and P the polar-
ization correction.

ence to the use of Dirac wave functions, Goldberg
and Ponce*! have traced such a trend back to the
use of a time-independent target nuclear charge

in Refs. 6, 28, and 29. They propose to employ
an optimized time-dependent charge, very much
like in the work of Jakubassa® for relativistic
collision systems. Both these methods are closely
related to the as yet nonrelativistic variational
approach by Kleber and Unterseer.’® It remains
to be seen whether quantitative agreement with the
actual electron distortion effects can be obtained
by the calculations of Refs. 38, 44, and 45.

VI. CONCLUSION

The preceding discussion of ionization data in
central collisions has shown some significant de-
viations from the current semiclassical descrip-
tion with relativistic hydrogenic wave functions,
especially for the nonadiabatic situations at low
atomic number. It has been shown that nuclear
recoil does not account for more than a very
small fraction of the deviations. The distortion
of the electron wave function by the projectile
charge, though small, is clearly present in both
the K -shell total cross sections and the central
collision ionization probabilities. Its description
based on the perturbed-stationary-state approxi-
mation underestimates the real effect somewhat.
The most pronounced deficiency in the descrip-
tion of the data consists, however, in the use
of hydrogenic electron wave functions, particularly
in the nonadiabatic low-Z region. The data change
from below the relativistic hydrogenic semiclassi-
cal calculation to above this calculation upon
transition to the nonadiabatic collisions, in ac-
cordance with the recent prediction that wave-
function effects have precisely this sign and will
be largest in fast collisions with light atoms. It
will therefore be interesting to follow the present
data series to targets of still lower atomic num-
ber.
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We give here the data displayed in Figs. 4-6 (see Table IV).

APPENDIX

TABLE IV. The data displayed in Figs. 4-6.

Target E, (MeV) 6, (deg) b (fm)? Py(p,)® ox(E,) (b)®
Cr 7 13 22+ 14 7.3+ 0.7(=3) 1.41£0.20(3)
Fe 13 23+ 14 4.1+ 0.5(=3)

Ni 21 15+ 7 3.8+ 0.4(<3) 7.78 £0.62(2)°
Cu 21 16 7 3.6+ 0.6(~3) 7.32 +0.95(2)
Zn 21 17+ 7 3.1+ 0.3(<3) 4.30 £ 0.52(2)
Se 21 19% 7 2.2+ 0.3(~3) 2.56 + 0.31(2)
Sr 21 21+12  1.1£0.2(-3)
Zr 21 22+ 9 9.7+1.1(—4) 8.70 £ 0.84(1)
Mo 15 33+17 6.4+ 0.7(—4) 479 0.77(1)
130 2t 2 5.1+ 1.7(~4)
Ru 30 17+ 8 6.2+ 1.1(-4) 3.33 £ 0.53(1)
Ag 30 18+ 8 3.9+ 1.2(-4) 2.05 + 0.33(1)
cd 7 30 18+ 9 4.1+ 0.5(—4) 1.57+ 0.25(1)
7.138 130 2’ : 4.0+ 1.4(-4)
sn 7 15 39+ 19 3.2+ 0.5(—4) 1.24+0.20)
7.138 130 2% : 3.4+ 0.5(~4)
10 15 28+ 14 4.7+ 0.5(—4)
130 2+ 2 5.1+3.7(-4)
12 15 23+12 5.4+ 0.5(~4)
130 1" f 6.4+ 1.1(~4)
Te 7 30 20+ 9 3.1+ 0.3(-4) 8.02 £ 1.3(0)
Ba 30 21410 2.2+ 0.2(~4) 417+ 0.67(0)
Ce 30 2210 1.7+ 0.2(-4) 2.90 + 0.46(0)
Sm 35 20 9 1.4+ 0.3(-4) 1.89 +0.23(0)
Ho 35 22+ .9 1.1+0.2(~4) 1.06 +0.13(0)
Tm 35 23+ 9 9.3+ 1.2(-5) 7.71+0.93(=1)
Ta 35 24110 7.2+ 0.8(=5) 4.76 + 0.57(<1)
Pt 35 25+ 10 6.1+ 0.5(=5) 2.83 + 0.34(<1)
Au 35 26+ 10 5.7+ 1.2(<5) 2.21+0.27(-1)
Pb 35 27410 5.7+ 0.6(=5) 1.84+0.24(~1)
Bi 35 2710 5.0+ 0.5(<5) 1.55+0.17(1)

2Uncertainty combined from Ab; and Ab, (see text, Sec. IV).
®Numbers in brackets give powers of 10.
¢We give here the value from Ref. 31 because it is more accurate
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