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The photoionization cross section of the metastable 3p *P° term of neutral Mg was measured at A = 248.6 nm,
near threshold. The Mg vapor was produced in a pulsed, hollow cathode, discharge tube. The density of metastable
Mg atoms was determined by using the hook method. The cross section was determined by a photoelectric
measurement of the absorption of light by the Mg vapor. The result is (46+12) Mb. This value is larger than that
derived from quantum-defect-theory calculations and from a previous measurement. Use of the larger value in
models of the solar chromosphere improves the agreement with the observed solar spectrum.

L. INTRODUCTION

Various calculations!'? and the single measure-
ment® of the photoionization cross section of the
metastable, 3p 3P° term of neutral Mg differ by a
factor of 2. Furthermore, the absolute scale of
the measurement of Botticher® relies upon an os-
cillator strength which is not known with high pre-
cision.

This cross section is required for models of the
solar chromosphere!'* since Mg is an important
source of opacity for wavelengths between 251 and
207 nm. The purpose of our experiment was to
measure the cross section by a method different
from that of Bbtticher in an effort to resolve the
discrepancies among the various values.

II. EXPERIMENT

The photoionization cross section was deter-
mined by measuring the optical depth, 7, of a
known column density of Mg atoms in the 3p 3P°
metastable term. Column density is defined by

N= [ nwe, )

where n(x) is the number density of metastable Mg
atoms at a point x in a column of length I. Optical
depth is defined by the relation 7=N¢, where ¢ is
the photoionization cross section; i.e., if photo-
ionization is the only absorption process, then
light passing through a column density, N, of
atoms is attenuated by a factor of e”". A similar
technique has been used in our laboratory to mea-
sure photoionization cross sections of chromium,’
iron,® and aluminum.” v

A hollow cathode discharge® was used to produce
the Mg vapor. In addition to the discharge tube,
the apparatus consisted of a Mach-Zehnder inter-
ferometer coupled with a stigmatic, 3-m spec-
trograph-spectrometer. These basic components
are described elsewhere.® The hollow cathode

]

tube used is of the slot geometry*®!! (Fig. 1). The
cathode consisted of a cylindrical Mg rod, 30 cm
in length and 3.5 cm in diameter, with a 2-mm
wide by 6-mm deep slot cut parallel to the cylin-
der axis. The anode consisted of a steel screen
spot welded to a steel frame. It was suspended
approximately 5 mm from the cathode by Teflon
discs at each end. The cathode and anode were
inside a Pyrex pipe. The discharge tube was
placed in one beam of the interferometer such
that the center of the slot was co-aligned with the
optical axis of the interferometer.

The hollow cathode tube was operated at 0.8-A
dc with 250 Q of ballast resistance in series. The
tube was pulsed at a current of 10.5+0.5 A by dis-
charging a 120-u F capacitor, charged to 600 V,
across the discharge tube with 35-Q ballast resis-
tance in series. The pulse was initiated by trigger-
ing a 1000 V, silicon controlled rectifier connected
in series. The current pulse had a rise time of ap-
proximately 20 us, and decayed exponentially with
a time constant of 5 ms. The tube was operated
with flowing Ar buffer gas at a pressure of 1.09
+0.02 Torr. The pressure was monitored with a
capacitance manometer. The current in the dis- -
charge tube was determined by measuring, with
an oscilloscope, the voltage across a 10-Q resis-
tor.

The hook method of interferometry*?:!'3 was used
to determine the column density of atoms in the
levels of the 3p° term by applying the equation

=TEAY :

Ni ’)’o)\?jf{j ’ (2)
where N; is the column density of atoms in the
lower level of a transition, A;, is the wavelength
of the transition, f;; is its oscillator strength,
7o=e?/mc?=2.82x107'% cm, A,, is the hook sepa-
ration, and K is the hook method parameter. Spec-
trally dispersed interferograms (hook spectra)
were recorded on Kodak 2475 High Speed Record-
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FIG. 1. Isometric drawing, approximately to scale,
of the hollow cathode tube with a schematic of the ac-
companying electronics.

ing Film. A xenon flashlamp (EG&G model FX-
12C-0.25), operated by discharging a 3-u F ca-
pacitor charged to 1000 V, was used as a back-
ground continuum light source for the hook spec-
tra (wavelength near 384 nm) and for the optical
depth measurements (near 250 nm). The flash-
lamp intensity had a rise time of less than 2 s
and a decay time of approximately 5 us. Ap-
proximately 100 flashes were required to expose
the film adequately using a spectrograph entrance
slit of 100 pm. The 3p3pP°-34°D multiplet at 384
nm was used for the column density determination.
The films were read on a comparator and the data
were reduced as described previously.!*!* Ata
particular gas pressure and discharge current,
the column density was found to be reproducible
to within the uncertainties of the measurement.

For the optical depth measurements, light from
the Xe flashlamp passed through the Mg vapor, en-
tered the spectrometer through a 1 mm slit, and
was detected with an EMR 542-F photomultiplier
tube (PMT) operated with a 60-um slit over the
photocathode. The spectral resolution was 0.12
nm. The PMT signal was smoothed with a time
constant of 1 us, amplified, and stored in a pulse
height analyzer (PHA). The linearity of the PMT -
PHA combination was checked by using calibrated,
metal mesh filters to attenuate the light from the
flashlamp.

For each firing of the hollow cathode tube, the
xenon flashlamp was fired twice: once, 100 us
after the beginning of the hollow cathode current
pulse, and again after the end of the pulse. The
PHA memory was divided into halves of 512 chan-
nels, and data were collected in groups of 100
counts in each half of the PHA and printed on a
teletype. This permitted comparison of the PMT

signal with a large and with a small amount of Mg
vapor in the optical path. This comparison was
made at two wavelengths: A,=248.6 nm (short-
ward of the photoionization threshold for the 3P°
term at 251.4 nm) and A, =258.2 nm (longward of
the threshold).

Let I(A) denote the intensity of light, unattenuated
by the Mg vapor, reaching the PMT at wavelength
A. The signal S(), i.e., the channel number, re-
corded by the PHA is

SM)=GAUN)e™+Q(), 3)

where G(A) represents the gain of the PMT and
amplifier, o is the photoionization cross section
of the %P° term, and @ () includes the plasma
emission and electrical noise generated by pulsing
the hollow cathode tube. Electrical noise was ob-
served, with the oscilloscope, in the signal cable
from the PMT. However, the plasma emission
signal was negligible compared to the xenon flash-
lamp signal. As a result, one would expect @ (1)
to be wavelength independent. This hypothesis was

- checked by determining @ (A;) and Q(},) (cf. Sec.

II).
IIL. DATA ANALYSIS AND RESULTS

At A and A;, S, and S, were recorded by the
PHA: ’

S, @)=GA(A,,a)e™° (4a)
Sa(As, B)=G (AN, Ble™M2"+ Q1) , (4b)
S, M)=GMR,,Y), (5a)
S2(A,8)=G (A (A, 8)+Q(”;). (5b)

In these equations N, and N, represent the column
densities of P° Mg atoms with the dc current (0.8
A) and the pulsed current (10.5 A), respectively.
S, and S, are signals recorded in the two halves of
the PHA as described in Sec. II. The indexes a
through 6 refer to different firings of the xenon
flashlamp. The median of each pulse height dis-
tribution of 100 counts will be denoted by a vincu-
lum: S(A,a). Means of these medians over sever-
al pulse height distributions will be denoted by
angular brackets: (S(A,a)). Values of S(A,a)
ranged from 320 to 400 channels (with an average
of 375), while the standard deviation of the distri-
butions of S(A,a) ranged from 9 to 12 channels
(with an average of 10).

In order to determine if Q(,)=Q(},), light from
the flashlamp was directed through the reference
beam of the interferometer, but not through the
hollow cathode tube. This permitted us to evaluate
Eqs. (4a) and (4b) with N,=N,=0. Within the sta-
tistical uncertainties (cf. Sec. IV), Q(A;)=Q(x,).
Consequently, we assumed @ to be wavelength in-~
dependent and adopted the mean of Q(X,) and Q(},),
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(@)=0.75+0.25, as the value for Q(A). The uncer-
tainty given is the uncertainty in the mean of the
quantities involved.!®

From Eqs. (4a) and (4b), we calculate the cross
section:

S.(x,,a) >_

1n<sﬁ——-2 /" (N,=N,)o. (6)
The left-hand side of Eq. (6) has a numerical value
of (6.9+1.4)x 107, The quoted uncertainty is that
of the mean'® of the quantity in angular brackets.
The large fractional uncertainty is a consequence
of the small absorption produced; the average de-
crease in intensity was 0.59%.

In order to find 0, we must know N, ~N,. The
values shown in Table I are averages of measure-
ments of the densities made from two hook spectra.
The density was determined by using the multiplet
3p3P°-3d°D at 384 nm. Results of recent calcula-
tions of the f value of this multiplet are summar-
‘ized by Victor et al.,” who estimate that the value
has an uncertainty of 5-10%. Both the value given
by Victor et al.’” and its uncertainty agree with
those in the compilation of Wiese et al.'®* We have
adopted the value of f=0.62. The quantity N, is the
sum of the values given in Table I. It was not pos-
sible to use the hook method to find N, because of
the small values of A at this low density, but it
was possible to set an upper limit of N, < 1.5 x 10"
cm™, Furthermore, measurements of the density
at discharge currents of 5 A (pulsed) and 3 A (dc)
are consistent with a linear dependence of meta-
stable column density on discharge current. This
dependence is also suggested by previous measure-
ments of ground term densities in hollow cathodes
made of other materials.® Consequently, we have
used a linear extrapolation to arrive at N,=1.1
x 10'* cm™. With this value for N,, o=(46+12)
Mb. The determination of the uncertainty is dis-
cussed in Sec. IV.

IV. UNCERTAINTIES

The uncertainties which arise in calculating ¢
from Eq. (6) are of two types: those on the left-

TABLE I. The measured column densities of atoms
in the levels of the 3p 3P term of Mg, assuming a value
of 0.62 for the oscillator strength of the 3p °P°-3d °D ‘
multiplet. The uncertainties quoted do not include the
possible error in f.

Level N0 cm™?)
3p °Pg 7.9+0.5
3p °p¢ 4.9+0.5
3p %P 1.3+0.3
Sum 14.1+0.8
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hand side of Eq. (6), which are related to statisti-
cal fluctuations, and those in N, and N,, which are
caused by instrumental and measurement uncer-
tainties. The first type may be calculated by using
the measured properties of the distributions stored
in the PHA, while the second may be estimated by
the dispersion of measurements and on the basis
of previous experience with hook spectra.!?

The pulse height distributions, of 100 counts
each, had a standard deviation of approximately
10 channels in 375. Thus, the median of the dis-
tributions had an uncertainty of approximately one
channel (10/v100 =1). Eight to 13 pairs of distri-
butions were used to determine S(A) and Q(A), so
one would expect these to have uncertainties of
approximately 0.3 channels (1/v13 ~1/v8~0.3).
This agrees with the estimate of the uncertainty
obtained by computing the uncertainty in mean!®
[cf. the uncertainties in Q(};) and Q(1,) given in
Sec. III]. The uncertainties quoted in Sec. III for
S(A) and Q(X) are derived from the statistical prop-
erties of their medians S(A) and Q(*). These do
not differ significantly from those calculated as
outlined above.

Possible errors in N, stem from uncertainties in
the measurements of A and K, and in the assumed
value of f. The first two quantities were measured
five times on two hook spectra. The uncertainties
listed in Table I are standard deviations of the cal-
culated N divided by v5 (i.e., uncertainty in the
mean of N). The major source of uncertainty in N
is in the measurement of A. The uncertainty in f
has not been included in Table I. We have assumed
this uncertainty to be 10% (cf. Sec. III). The re-
sulting value of N, is (1.41+0.17)x 10" cm™.

In order to compute ¢, N, is also required. As
discussed in Sec. III, the value of N, was calcu-
lated by a linear extrapolation to lower discharge
current. We have taken the uncertainty in N, to
be the difference between the results of this ex-
trapolation and the upper limit placed on N, (cf.
Sec. III), viz., 4% 102 ¢cm™.

These uncertainties are combined to arrive at
the value of +12 Mb. Most of this uncertainty (11
Mb) is attributable to statistical fluctuations, i.e.,
uncertainties in S(A) and Q (1).

V. DISCUSSION

Measured and calculated values of the 3p P°
photoionization cross section are listed in Table
II. It is evident that experiment and theory are
not in accord. This discrepancy between the re-
sults of the quantum defect theory and of the mea-
surements is not unexpected in view of the approx-
imations made in arriving at the former. The val-
ue of Bbtticher® is corrected by using f=1.7x 1072
for the transition 3p 3P°-5s 35, rather than the val-
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TABLE II. Measured and calculated values for the 3p 3po photoionization cross section at

248.6 nm.
Investigator Method o (Mb)

Travis and Matsushima?® Quantum-defect-theory 20
calculation

Peach® Quantum-defect-theory 17
calculation

Botticher® Emission measurement 35d

This work Absorption measurement 46+12

% Reference 1.
b Reference 2.
¢ Reference 3.

4 Corrected using a revised f value; the uncertainty in the absolute cross section is estimated

to be 25—-50%, i.e., 9-18 Mb (cf. Sec. V).

ue f=1.85x 10" assumed by him in deducing the
cross section from his measurements. This f val-
ue is not well established: There has only been
one measurement® of f=1.7x 1072, while calculated
values range from f=0.78x 10 by Warner? to
1.68x 1072 by Victor.” Wiese et al.'® recommend
1.7x 1072 but assign an uncertainty of 25-50%.
Thus, although Bbtticher’s® estimate of the uncer-
tainty in the cross section relative to this f value
is only 10%, the possible error in the f value leads
to a larger uncertainty in the absolute cross sec-
tion. Our measurement relies upon an f value that
is much better established, although our measure-
ment uncertainties of +26% are greater than those
of Bétticher.

The Mg 3P° photoionization cross section is of
some astrophysical significance (cf. Sec. I). A re-
cent solar model* assumes 37 Mb at 248 nm;
nevertheless the model cannot account for all of
the opacity in the wavelength region 207-251 nm.
The larger cross section found in this work leads

to better agreement of solar models with observa-
tions.
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