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Corrections to scaling in the susceptibility of xenon
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%'e report the first measurements of the susceptibility of a pure fluid near its critical
point. made with sufficient accuracy to directly reveal the existence of corrections to scal-

ing. The measurements were made on the critical isochore for T & T„ in the range
9.6&10 & t & 10 ', and are described to within 0.11% rms deviation by the expression
+=I+t "(1+a»t +a&t' +a3t' ), with 5 fixed at 0.496, y=1.246+0.010, and a»

=1.6+0.3. The measurements are consistent with either the high-temperature series result

y = 1.250, or' the renormalization-group result y = 1.241. %'ith y fixed at 1.241, the
value assumed by a» is 1.3+0.2. The effects of revised scaling are considered using a
parametric model, and are found not to afFect the results for I +, a», or y.

I. INTRODUCTION

The concept of universality' as refined by
renormalization-group calculations is now a cen-
tral unifying theme in the area. of critical phenome-
na. The behavior of systems involving isotropic
short-range forces is understood to be governed
only by d, the dimensionality of the system and n,
the number of degrees of freedom of the order
parameter, provided the system is sufficiently close
to the critical point. In this asymptotic region, the
singular part of the appropriate free energy as-
sumes a simple scaling form, being a generalized
homogeneous function of the relevant sealing fields,
as first conjectured by Widom. Consequently, sim-

ple power-law dependence on one or another scal-
ing field is observed for various quantities, along
mell-defined thermodynamic paths, and a number
of relationships between the exponents are predict-
ed. In addition, renormalization-group theory pro-
vides accurate numerical predictions for all the
exponents. In general, power-law behavior is ob-
served experimentally, and the predicted scaling re-
lationships between the exponents are observed to
hold. However, in almost all cases the observed
exponents differ slightly, but significantly, from the
predicted values. These difFerences are now be-
lieved to be a consequence of the fact that, of
necessity, the experiments are performed in a finite
range away from the critical point, rather than
asymptotically close to it, and it has been shown
that the scaling relations should be obeyed even by
the efFective exponents observed experimentally.

The idea that the observed behavior should
depend slightly on the range in which the experi-

ments are performed was advanced a number of
years ago on both experimental and theoretical
grounds. Experimentally, Greywall and Ahlers'
observed that the superfIuid density of He as a
function of

I
T Tx I, did no—t exhibit the same

behavior at difFerent pressures, and that at higher
pressures a simple po~er law was inadequate to
describe the data. Prior to this, systematic devia-
tions from power-law behavior had been observed
in measurements of the coexistence curve of
xenon, " and were also observed for SF6, ' at about
the same time. Wegner' showed that such devia-
tions were predicted by the renormalization-group
theory, and obtained an expression for the modified
power laws which were predicted to hold over a
finite range rather than merely asymptotically.
Along the appropriate thermodynamic path, the
predicted behavior for any quantity f(t) is of the
form

where t is one of the relevant scaling fields, and the
correction termsa lt I

'and b lt I
'aretheresult4

of including two irrdevant scaling fields. The ex-
ponents 6& and 5& are expected to be universal,
i.e., the same for all systems having the same
values for n and d.

The experimental evidence in support of this pic-
ture is of two difFerent types. First, there are
several instances in which a single system under
difFerent conditions, or a set of systems all of
which should, in principle, belong to a given
universality class, fail to exhibit the expected
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universal behavior unless the analysis is expanded

to include at least one Wegner correction. The
thermal expansion coefficient of He near the A,

point, measured, at different pressures, ' ' and to
some extent the heat capacities' of He and of
various magnetic systems' fall into this category.
Second, and more convincingly, there exist experi-

ments which directly reveal significant systematic

departures from simple power-law behavior, even

after adequate allowance for analytic background

contributions. The coexistence curve measure-

ments for several pure fluids"' ' ' and that of
the superfluid density of He near the A, point' are

of this nature.
Less compelling, but similar evidence exists for

the susceptibility of several pure fluids, where the

exponent y deduced from PVT measurements is

typically 1.19, while light-scattering measure-

ments, ' nearer to the critical point, give

y= 1.22. This dependence of the effective exponent

on the range in which the measurements are made

is a consequence of Eq. (1). Additional evidence

that y increases even further in the immediate vi-

cinity of the critical point has been provided by the
measurements of Hocken and Moldover who

found y's of 1.23, 1.2S, and 1.24 for Xe, SF6, and

CO2 in a restricted range quite close to T, . The
average value of 1.25 agrees rather well with the

theoretical estimates for the Ising model.

In light of this situation, experiments of suffi-

cient accuracy to directly reveal the departures

from simple power-law behavior assume new im-

portance. Only such results are really suitable for

providing values of the leading exponents and am-

plitudes which are accurate enough to enable

stringent testing of the theoretical exponent values

and the predicted relationships between the ampli-

tudes of the leading singularities. In addition,

there is the possibility of obtaining reliable values

for the amplitudes of the leading correction terms,
the ratios of which are expected to be universal,

and are theoretically predicted.
In the absence of special symmetries, the above

task is further complicated because the relevant

scaling fields are analytic but unknown functions of
the two intensive thermodynamic variables used to
define the state of the system. ' Although the ef-

fect of this revised scaling is to introduce correc-
tions ' which can be quite similar to the
Wegner-type corrections, it will be shown in the
data analysis section that at least under certain
conditions, the leading Wegner correction can still

be obtained separately.

The present experiment consists of light-scat-

tering measurements of the isothermal susceptibili-

ty and turbidity of xenon as a function of
t=(T —T,)/T, in the range 9.6X10 &t &10
The measurements were made on a well-defined

path which was very nearly equal to the critical

isochore. The susceptibility data systematically

and continuously deviate from simple power-law

behavior throughout this range, with the effective

exponent yd~ increasing from 1.14 to 1.246+0.01,
as the critical point is approached. Thus, the data
are asymptotically consistent with either series cal-

culations for the Ising model, y= 1.250+
0.003, or the renormalization-group results,
y=1.241 +0.002, for the Landau-Ginzburg-Wilson
Hamiltonian. Over the entire temperature range
the data is described to within 0.11% rms devia-

tion by a Wegner-type expansion involving three
correction terms.

An analysis of existing data for xenon shows

that almost all measurements are consistent with

the renormalization-group exponents provided al-

lowance is made for the Wegner correction terms.

This analysis yields self-consistent values for the

amplitudes of the leading singularities, and it is

found that the theoretically predicted relations

among these amplitudes are in very good agree-

ment with experiment.
Since knowledge of the susceptibility and turbi-

dity permits calculation of the correlation range

near T, using either the Ornstein-Zernike approxi-
mant or more accurate expressions for the angu-

lar distribution of the scattered intensity, the

present measurements also provide a good measure

of the amplitude go for the leading singularity of
the correlation range. Thus, we can also test the

predictions of two scale factor universality to an

accuracy of -3%. The resulting value for the am-

plitude ratio (B P,/ksT, I +)' go is 0.6S, in excel-

lent agreement with the theoretically predicted
value of 0.67. Here, B is the amplitude of the lead-

ing term for the coexistence curve, which is accu-

rately known.
The remainder of this paper consists of four

main sections. The experimental method section

discusses details of the apparatus, calibration of the

detectors at the 0.1% level, and the sample itself.
The results section is designed to relate the mea-

sured quantities to the susceptibility and turbidity,
and it includes a discussion of the various spurious

effects for which corrections must be made. The
comparison of the data to the theoretical expres-

sions is carried out in the section on data analysis,
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which includes an analysis of possible systematic
effects. This section also addresses the question of
the possible effects of revised scaling on the inter-
pretation of the data. We conclude with a discus-
sion section, which includes an analysis of existing
data for the heat capacity, coexistence curve, and
critical isotherm of xenon, and tests of the various
amplitude ratios as well as two-scale-factor univer-
sality.

Thus, it is necessary to know g at each temperature
in order to deduce the k =0 limit of the scattered
intensity from the measurements made at a finite
angle. This is a small effect, however, because the
measurements were made at a 13' scattering angle
which corresponds to kg « 1.

A. Apparatus

II. EXPERIMENTAL METHOD

The quantities which can actually be measured
are the ratio of the photocount rate caused by the
scattered intensity at a fixed scattering angle, to
that caused by a reference intensity generated from
the incident beam, and the ratio of the current in-
duced in a photovoltaic sensor by the beam after
transmission through the scattering cell, to the
current induced in an identical sensor by a refer-
ence beam.

The power scattered per unit beam length per
unit solid angle in the fluid, P, is given by

P, =PpAX sin Pg(kg), (2)

where Po is the beam power in the scattering re-
gion, (('i is the angle between the electric field of the
incident light and the wave vector of the scattered
light, X=(BplBp)~ is the susceptibility, and
A =ir k~T(Bn /dp )T/g. Here n is the index of
refraction of the fluid, and A,o is the vacuum wave-
length of the incident light. The function g(kg) is,
for kg & 10, very accurately given by the Orn-
stein-Zernike approximant (1+k g ) ', where k is
the scattering wave vector and g is the correlation
range.

The relationship between the scattered-intensity
measurements and the susceptibility is complicated
by several factors. In the first place, the beam is
attenuated as it traverses the cell by the scattering
process itself, and the scattered light after leaving
the beam in the direction of the detector is also at-
tenuated by being rescattered. However, this turbi-
dity effect can be allowed for very accurately by
measuring the attenuation suffered by the beam in
traversing the cell. Secondly, some of the light
reaching the detector has been scattered more than
once while in the cell. This multiple scattering
was as great as about 8% of the scattered light, for
the point nearest T, . However, it was possible to
estimate it fairly well as described below. The
third complication arises from the angular depen-
dence of the scattering as determined by g(kg).
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FIG. 1. Schematic diagram of the apparatus.

Figure 1 is a schematic diagram of the apparatus
which is adapted to simultaneously measure turbi-
dity and scattered intensity. The turbidity was de-
duced from measurements of the ratio of the
current induced in the silicon photovoltaic sensor
PV1 by the beam after transmission through the
scattering cell to that induced in a similar sensor
PV2 by the turbidity reference beam. The turbidi-
ty reference beam was derived from the main beam
using a multilayer dielectrically coated beam
splitter. The output current from the sensor select-
ed by the relay was fed to a current-to-voltage con-
verter in order to obtain linear operation. The out-
put of the current-to-voltage converter passed to an
integrating sample and hold circuit, the output of
which was converted to digital form and read by
the microprocessor.

The scattered-intensity measurements were made
by measuring the ratio of the photomultiplier-tube
(PMT) count rate induced by the scattered light to
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that induced by the intensity reference. The inten-

sity reference was derived from the turbidity refer-

ence by two reflections from a high-quality glass

window, followed by an attentuation of 10 using a
black glass filter.

The collection optics for the scattered light con-

sisted of lenses L1 and L2, the aperture at L1 and

the slits, which were actually a rectangular aper-

ture. The scattered light was imaged on the slits,

and thus to have been collected, light must have

appeared to come from within the region de6ned

by the image of the slits in the cell, and to have

been directed into the solid angle defined by the

aperture at L1. Lenses L3 and L4 were used to
exactly superimpose the scattered light and refer-

ence beams on the center of the photocathode.

B. Measurement sequence

An actual measurement sequence consisted of
the following steps. With shutter no. 3 open, sen-

sor PV1 was selected by the microprocessor, and

shutter no. 2 was. closed while shutter no. 1 was

opened. This blocked the intensity reference, and

permitted the scattered light to reach the PMT.
After a timed delay of -80 msec, during which

the integrating sample and hold circuit was

discharged and the counter reset to zero, a gate

pulse of 1 sec duration was generated by the mi-

croprocessor from its 1-MHz crystal controlled

clock. During this time, the PMT output was

counted, and the output of the current-to-voltage

converter was integrated. Immediately thereafter,

shutter no. 2 was opened while no. 1 was closed,

and sensor PV2 was selected. The results for the
scattered intensity and transmitted beam power

were then obtained by reading the number already

in the counter, and converting and reading the

sample and hold output. The measurements were

then repeated yielding values for the reference in-

tensity and reference beam power.
When the above sequence had been repeated ten

times, shutter no. 3 was closed, thus blocking the

entire beam. The measurement sequence was then

repeated five times with shutter no. 3 closed yield-

ing an accurate average for the PMT dark count
rate and sensor "dark current" for both possible

positions of shutters 1 and 2 and for both sensors.

The dark count rates obtained in this manner were

always within 10 Hz of the true dark counting

rate, showing that a negligible amount of light was

reaching the PMT from sources other than the

reference or scattered light. The dark signals were

subtracted from the previously measured values,

and the appropriate ratios were calculated and

averaged for the ten measurement sequence. This
entire procedure was designated as a pass, and a

typical measurement at any one temperature con-

sisted of from 50 to 400 passes.

C. Detector calibration

It is essential when using pulse-counting tech-

niques to calibrate the response of the PMT and

counting circuitry, if accurate intensity measure-

ments are to be realized over a wide range of count
rates. The limited response rate of the amplifier-

discriminator circuit and the inevitable superposi-
tion of pulses result in missed pulses at high count
rates. Since response can be sensitive to the polari-

zation, and spatial and temporal coherence proper-
ties of the detected light, it was felt to be important

to calibrate the response using the scattered light
itself with the reference b~n and all other condi-

tions identical to the actual experimental condi-

tions.
The calibration was accomplished by means of

the ink cell and movable 2.3 )& neutral density
filter shown in Fig. 1. The scattering cell was

maintained at a temperature such that the scattered
intensity resulted in a 1.3-MHz count rate with

water in the ink cell. The ratio of this count rate
to the reference rate was measured, as described

above, both with and without the 61ter attenuating
the scattered light. This yielded an effective at-
tenuation for the Glter at the 1.3-MHz rate. By
varying the concentration of ink in the ink cell, it
was possible to repeat this measurement at a
number of count rates varying from each other by
about a factor of 2.5 and extending down to a rate
of 10 kHz. The apparent filter attenuation was

found to decrease with increasing count rate, de-

clining by -4.5%%uo by 1.3 MHz. Such a decline is
to be expected because of "dead-time" effects which

result in missed pulses. It was found that a simple
correction of the expected form N =N&/(1 —~~NE)
was sufficient to account for the observed effect.
Here N is the number of counts which an ideal sys-

tem would have recorded, NE is the number actu-

ally recorded, and ~z is an effective dead time dur-

ing which the system is incapable of responding to
a second pulse if it has just detected a pulse. The
dead time was found to depend on the high voltage

applied to the tube and on the discriminator set-
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ting, increasing with high voltage and increased
sensitivity. This is to be expected since the
discriminator circuit cannot respond to a second
pulse until about 20 nsec after the voltage at its in-
put has returned to below the threshold, which
time depends on the amplitude of the pulses gen-
erated by the tube. For the experimental condi-
tions used, a ~D of 61.5 nsec was found and incor-
porated into the microprocessor's handling of
count-rate data. When this was done, the filter at-
tenuation was found to be the same to within
+0.05% from 10 kHz to 1.3 MHz, thus verifying
the detector linearity to within 0.1%. The lineari-
ty was then reverified quite near T, and -1 K
above T„and the different temporal coherence
properties of the light were found to play a negligi-
ble role, the light having a correlation time much
longer than 60 nsec.

In the early stages of this calibration, it was
found that the present PMT response could be
slightly sensitive (-1%) to the light levels to
which it had been exposed during the previous 30
sec. This effect vanished only when the discrimi-
nator setting was placed at the minimum in the
pulse-height distribution versus discriminator set-
ting curve, as measured with the tube voltage fixed.
This effect may be due to a slight change in pulse-
height distribution caused by temporary charge
buildup on the tube envelope, but it was not inves-
tigated.

The linearity of the photovoltaic detectors was
determined to be better than 0.1% throughout the
intensity range where they were used by the same
technique, and by direct comparison with the
PMT.

The sample density was adjusted to within better
than 0.1% of the critical density, as judged by the
temperature dependence of the meniscus height.
The estimate of 0.1'Fo includes the possible effects
of revised scaling, which allow for a "hook" in the
coexistence curve diameter, and the meniscus.
height measurements were analyzed using the
parametric equation of state to allow for gravita-
tional effects. The sample temperature was con-
trolled to within +50 pK, and vertical gradients
were found to be less than 17 pK/cm by direct
measurement. Temperatures were measured to
better than 50 pK using an NBS calibrated plati-
num resistance thermometer and an ac Kelvin
bridge.

With the exception of the one data point nearest
T„all measurements were performed with the
sample in complete thermal equilibrium, which in-
volved waiting periods of from 1 to 24 h. The one
point which was not taken in complete equilibrium
has no effect on any of the fits to the data or the
conclusions reached, but was included for corn-
pleteness. From our experience, it should corre-
spond to a very accurate susceptibility measure-
ment, but the turbidity could be in error by -1%.

III. RESULTS

A. Turbidity measurements

As mentioned, the turbidity, which is the in-
tegral over solid angle of the scattering cross sec-
tion given by Eq. (2},was determined from mea-
surements of the transmitted beam power relative
to a reference beam power. Thus the measured ra-
tio R, is given in terms of the turbidity ~, by

D. Sample R,=G e (3)

The sample was contained in a BeCu cell of 20-
mm internal diameter, between highly polished
(-10—5} glass windows 12.5-mm thick separated
by 19.5 mm. The xenon was specified to contain
less than 50 ppm of impurities, mostly krypton;
however, the critical temperature was observed to
increase at the rate of 58 pK/day. This was al-
most certainly due to slow contamination by water
which had been used to clean the cell. The actual
critical temperature was 16.64'C in fairly good
agreement with the accepted value of 16.59 C. In
any event, measurements obtained several months
apart were found to be in good agreement provided
they were referenced to the appropriate value of T, . R,(T)/R, (T, ) =e (4)

where L is the distance the beam travels in the cell,
and 6, is an unknown constant which includes the
effects of the beam splitter, reflection losses at the
cell windows, the relative sensitivities of the two
detectors, etc. The value of 6, can be determined
by a measurement made at a value of T —T, so
large (-30 K) that e ' =1 to within experimental
accuracy, and this was occasionally done. Howev-
er, it was found to be more accurate and much
more convenient to choose a fixed reference tem-
perature T„and to make all measurements relative
to the value observed at T,. Thus, the quantity ac-
tually measured was
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from which r(T) —r( T„~ was obtained. Since one
of the photovoltaic detectors was maintained at
fixed temperature while the other changed with the
sample, it was necessary to correct for the tempera-
ture dependence of the sensitivity, which was found
to be 0.04(}%/K.

Another effect far which corrections were neces-
sary was the detection of scattered light in addition
to the transmitted beam. This was measured as a
function of T —T„by displacing the detector PV1,
and measuring the scattered light directly. The
scattered light exceeded 0.1%%uo af the transmitted
beam in power only in the range 9.6X 10 (t( 5)(10, rising sharply to 2.95% at
t =9.6X10-'.

The only other patential complication involved
in these measurements was the slight bending of
the beam while in the sample, caused by the gravi-
tationally induced gradient in the index of refrac-
tion. This, in addition to its finite diameter,
caused the beam to sample a range of turbidities as
it traversed the cell, and to be displaced dawnward
on the detector PV1, by -1.8 mm, for the worst
case. The uniformity of the detector response was
suf5cient to ignore the effect of the displacement,
and the net effect of sampling a range of turbidities
was calculated using the parametric equation of
state, and found ta be less than 0.1%%uo,

' hence,
neither of these effects was serious.

Once the temperature dependence of the turbidi-
ty was known, the measurements at the reference
temperature were corrected slightly for the effect of
T, changing with time. This yielded r(T)—r(T„),
where T„was fixed at T, +0.6677 K.

B. Intensity measurements

The ratio of the count rate produced by the scat-
tered light to that produced by the reference beam

Rq contains contributions from both singly and
multiply scattered light, in general. The single-
scattering contribution is given by

Gg TX e-',
l+ k'f'

where ~ is the turbidity, l the total path length in
the xenon for the beam to reach the scattering re-
gion and the scattered light to leave the cell, and
k =2.23X 10 cm ' is the scattering wave vector,
corresponding to the scattering angle of 13.4' in
xenon. The constant GI incorporates all canstant
factors such as collection solid angle, length of

beam from which light was collected, etc.
The multiple-scattering contribution is additive

and cannot be characterized in any simple manner.
It can, however, be measured to an accuracy of
-20% by carefully scanning the slit image in the
cell across the beam, and measuring the scattered
intensity as a function af slit-image position. This
must be done well away from T„where the
scattering cross section is small enough to ensure
single scattering only, and then repeated at each
temperature for which it is necessary to measure
the multiple scattering. Since single scattering
emanates from the very well-defined (-0.1-mm)
beam, while multiple scattering is present in the
entire region near the beam, it is possible to distin-
guish between the two in this way. The scan made
far from T,(T —T,——2.5 K) is an accurate measure
of the convolution of the slit image and the beam
profile, while the scans made near T„show the
presence of a spatially nonlocalized source, namely,
the multiple scattering. Its intensity can be mea-
sured quite accurately outside the immediate loca-
tion of the beam, but the intensity present at the
beam location itself must be inferred by extrapola-
tion. This procedure is somewhat subjective and is
the source of the 20% error estimate. It was found
in all cases, however, that the spatial dependence of
the multiple-scattering contribution was the same
to within experimental accuracy. The results ob-
tained for the ratio of multiple to single scattering
IM/Is as a function of T —T, are peculiar to the
sample size and optical geometry employed here;
however, IM/Is was found to exhibit a simple
power-law divergence (T —T, ) ",as might be
expected.

Another effect which is very common in scatter-
ing experiments, particularly at small angles, is
that of elastically scattered stray light. If, after
two or more scatterings from the glass interfaces of
the cell, light appears to come from the illuminated
volume in the xenon, and is directed into the col-
lection optics, it will be accepted. Such light
would result in a temperature-independent contri-
bution to the scattered intensity, and thus to the
susceptibility. In terms of detecting a deviation
from simple power-law behavior such a back-
ground would be a serious effect, and considerable
care was exercised to verify that any such contribu-
tion was very small. This was done by using the
scanning procedure discussed above to measure the
background intensity away from the illuminated re-

- gion at T —T, =29.00 K, where the scattering
from the xenon is at its weakest. The stray light
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was found to be less than 0.1% of the scattering
from the xenon. As a further check similar scans
were carried out measuring the scattering from the
beam while in the glass of the windows. Since the
glass is a very weak scatterer, it was possible to ex-
amine the stray light background in the immediate
vicinity of the beam, where it is generally greatest,
and again it was found to be less than 0.1%.

After division by (I+IM/Is), to correct for mul-

tiple scattering, the intensity measurements can be
interpreted in terms of Eq. (5), The first step in
this procedure was to divide each measured value
of R&s by the turbidity signal R, which had been
measured at the same time as Ris, yielding the
quantity

GI TX

1+k'g'

where 5L = —0.027 cm was the difference between
I and L, the path length in the cell for the beam.
Since the factor e was unity to within 2%, it
was not necessary to measure ~ with the great ac-
curacy which would otherwise be required, to in-

terpret the measurements.
As in the case of the turbidity measurements, it

was found to be very desirable to make each mea-
surement relative to the result obtained at the fixed
reference temperature. Thus, each measurement
was made in conjunction with an identical mea-
surement at the reference temperature. The ratio
of such a pair of measurements is given by

T X(T) l+k k (T )

T, X(&,) 1+k g (T)

R IS(T)

Rrs(T )
/

—[~T)—g T )]SL
Xe (7)

Since g(T) had been measured previously, 3 it was

straightforward to deduce the ratio X(T)IX(T,) for
each temperature. Once the temperature depen-
dence of X(T) was known for T T„all the mea-

surements were corrected to allow for the slow
drift in T„yielding X( T)/X( T,). These results,
together with the data for r(T) —gT„), are
presented in Table I.

As in the case of the turbidity, the possible effect
of the gravitationally induced refractive index gra-
dient on the intensity measurements was con-
sidered using a parametric equation of state with
accurately known parameters. This was done by
numerical ray tracing, and a number of effects were
considered. These included changes in the accep-
tance solid angle and length of beam from which

TABLE I. Susceptibility ratios and turbidity diAer-

ences measured at various values of the reduced tem-

perature.

X(t)/X(t.,) ~(t) —~(t.,)

9.607x 10-'
1.499x 10-'
2.309' 10 '
3.133x 10-4
4.757 X 10
6.393X 10-4
9.115X 10
1.185X 10
2.304' 10-'
4.569' 10
4.571X 10-'
4.569' 10
8.759' 10-'
8.757 x 10-'
1.258 X 10
1.258)&10 ~

1.950X 10
1.950' 10
3.150X 10
4.615x 10-'
4.615X 10
6.901X 10
1.001 x 10

50.17
28.77
16.84
11.55
6.892
4.794
3.098
2.246
1.0
0.4366
0.4359
0.4363
0.1994
0.1995
0.1294
0.1296
0.076 98
0.077 04
0.043 80
0.02807
0.027 95
0.01754
0.011 50

1.1249
0.7604
0.4958
0.3551
0.2135
0.1427
0.0814
0.0490
0

—0.0227
—0.0230
—0.0228
—0.0324
—0.0326
—0.0351
—0.0354
—0.0369
—0.0376
—0.0388
—0.0393
—0.0398
—0.0404
—0.0394

2(1+a)
a2

and a=2(k&g), where ko is the wave vector of the
light in the fluid. Consequently, the data in Table
I may, together with data for g, be used to deduce
the actual magnitude of X at each temperature,
rather than simply the ratios X(T)IX(T„). Be-
cause the function f(a) is essentially constant for
a ( 0.1, the results are almost independent of the

light was collected, as well as changes in the at-
tenuation suffered by various rays in leaving the
cell and, of course, variations in the susceptibility
across the beam diameter. All of these effects were

cumulatively found to be less than 0.15%%uo and were

thus neglected.
The turbidity ~ is related to X by

r= rrAXf (a),
where

2a' 2 +1
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IV. DATA ANALYSIS

The primary experimental results of this study
are contained in Table I. If correction to scaling
terms are important at the present level of accura-

cy, the susceptibility ratios should deviate sys-

tematically from simple power-law behavior. That
this is indeed the case may be seen from Fig. 2,
which gives the percentage deviation between the
measured ratios and the arbitrary function 0.6390
(T —T, )

' . Since the value of X{T„}was

determined as mentioned in Sec. III B, it was possi-
ble to obtain the actual value of X for each tern-

perature studied. These values of (Bp/Bp)z- were
converted to dimensionless form to yield values
for

ap' ~. ap

using p, = l. 11 g/cm and P, =58.40X10
dyne/cm . The resulting values for 7 were fit to

(10)

values used for g, provided only data in the range
t & 4)& 10 are analyzed. When this was done the
resulting value for X(T„)was 2.42X 10 g /erg
cm, and the corresponding value for g To, ) was
0.041 cm '. In carrying out this analysis, values
for g were obtained from the fit /=64. 66
(T —Tc } A'determined from direct-corre-

lation-range measurements.
Having determined X(T„)and r{T„),the data

provide values for X(T) and r{T} for each tempera-
ture studied. Thus, over the very limited range
t &4)& 10,where the function f(a) is somewhat
sensitive to the actual value of g, it is possible to
combine the values for g and ~, and to obtain
values for g using Eqs. (8) and (9). When this was
done, the values were found to be -5% larger
than the fit values, and to be consistent with the
expression g= 1.84t 0'63(1 + 0.55t '~~}. The 5%
difference is within the relative accuracy with
which g can be measured directly and inferred
from 7 and v, especially in view of the uncertain-
ties introduced by multiple scattering; thus, the
agreement is satisfactory. However, the absolute
accuracy of the present determination of go ——1.84
should be better than that obtained from the direct
measurements of g, considerably more effort having
been devoted to the multiple-scattering problem,
which is quite serious in xenon. The susceptibility
ratios for t & 2.3)& 10 presented in Table I have
been corrected very slightly {& 0.2%) to allow for
the change in the factor (1+k gt) due to the better
determination of g near T, .

I I I 1 I I I I
ill4-

I I I I I I 1 II

20

Z0
I-

w 2

10

s s i s & s ~ I

10

~ ~
. I

0 2

t = (T-Tc)/ Tz

0-I

FIG. 2. Percent deviation between the measured sus-
ceptibility ratios P(t)/P(t„) and the simple power law
0.6390 (T —T, ) ', as a function of reduced tempera-
ture.

the expression

X'=I'+t r(1+a, t +azt +a3t ),
with 6 fixed at 0.496. In fitting, the parameters
I +, y, a &, aq, a3, and T, were independently ad-
justed.

In order to examine the extent to which sys-
tematic effects might be present in the data, the
temperature range over which the fit was made
was varied by systematically removing points cor-
responding to values of t less than a given t;„.
The results obtained for all of the parameters were
essentially unchanged as t;„varied from 9.6
X 10 to 9.1)& 10 . The results for the various
parameters are given in the first part of Table II.
A similar test was made by removing all points
corresponding to values of t greater than a given
value t, and the results are given in .the second
part of the table. Here it is seen that as the data
range is narrowed the parameters aq and a3 be-
come indeterminate as would be expected. Their
presence in the fit is, however, sufficient to serious-

ly affect the result obtained for a ~. When they are
removed, the results for I +, y, and a ~ are in good
agreement with the other fits.

In Atting over the entire range, three terms are,
in fact, required as evidenced by substantial im-
provements in the accuracy of the fit as each term
was added. The error bars quoted are simply one
standard deviation allowing for the correlations be-
tween the parameters. They are small, in general,
because the data are very precise. Since even sma11

systematic errors could change the fit values by far
more than these errors, the standard deviations
must not be considered very meaningful.

In order to examine the extent to which the data
are consistent with the exponent value y=1.241
predicted by renormalization-group calculations,
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TABLE II. Parameters obtained by fitting dimensionless susceptibility data to the form +=I +t ~(1+a&t~
+a,t'~+a, t' ).

tmin tmax ai

9.6X10-'
2.3 X10-4
4.7x 10-'
9.1X 10-'

10-'
10-'
10-'
10-'

1.246+0.002
1.245+0.005
1.244+0.010
1.255+0.023

0.0551+0.0012
0.0556+0.0026
0.0562+0.0055
0.0519+0.0126

1.62+0.14
1.57+0.26
1.50+0.48
1.94+1.00

—2.7
—2.5
—2.4
—3.4

+0.5
+0.8
+1.4
+2.6

3.6+ 0.8
3.4+ 1.2
3.1+ 1.9
4.3+ 3.3

9.6X10-'
9 6X10
9.6X10-'
9.6X10-'

4.6X 10
2.0X10-'
8.8 X 10
8.8 X 10-'

1.249+0.002
1.252+0.004
1.238+0.008
1.240+0.002

0.0538+0.0012
0.0527+0.0025
0.0597+0.0049
0.0584+0.0009

1.88+0.17
2.28+0.46
0.38+0.98
1.07+0.06

—4.33+0.9
—7.3 +3.2

+ 11.7 +9.2
(o)

7.7+ 1.9
17.4+ 9.7

—66.8+39.0
(0)

9.6X10-'
2.3 X10-4
4.7.X 10-'
9.1X 10

10-'
10-'
10
10-'

(1.241)
(1.241)
(1.241)
(1.241)

0.0577+0.0001
0.0576+0.0001
0.0574+0.0002
0.0576+0.0003

1.29+0.03
1.34+0.04
1.37+0.06
1.35+0.10

—1.55+0.2
—1.84+0.3
—2.00+0.4
—1.93+0.5

1.9+ 0.5
2.4+ 0.5
2.6+ 0.6
2.5+ 0.9

9.6X 10
9.6X10-'
9.6X10-'

4.6X10-'
2.0X 10
8.8X10-'

(1.241)
(1.241)
(1.241)

0.0578+0.0001
0.0578+0.0001
0.0583+0.0002

1.26+0.05
1.14+0.08
0.71+0.10

—1.35+0.4
+ 0.32+1.1
+ 8.8 +1.0

1.6+ 1.2
—4.9+ 4.5

—55 +11.0

0.2-
I I I I I I I II I I I I I I I I I I I I I I I I

0
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I ~ I I I I III I I I I I I III
io' 0 2

~ ~
I I I I I I I I

O-I

t=(T-T )/T

FIG. 3. Percent deviation between the dimensionless
susceptibility P and the theoretical expression
g =0.0577t ' '(1+ 1.29t —1.55t ~ + 1.9t ), as a
function of reduced temperature.

the analysis was repeated with y fixed at 1.241.
The results are shown in the third and fourth parts
of the table. Again, the results are invariant under
changing t;„,and behave as expected when t,„ is
varied. Since the fit mentioned above with a2 ——a3
=0 resulted in @=1.240, when y was freely adjust-
ed, this was not repeated with y fixed at 1.241.
The accuracy with which the data are described by
Eq. (11) is indicated in Fig. 3, which gives the per-
centage deviations using the parameters obtained
with y= 1.241, for the entire range in t. All the
other fits gave deviations which were quite similar.

In all cases, the value of T, found by the fitting
procedure agreed to within 0.5 mK with the value
observed by noting the temperature at which a
meniscus formed upon cooling in small steps. This
is just within the limit of accuracy with which the
appearance can be determined. However, it should
be noted that a shift of 0.5 mK in T, amounts to a
2.5% change in the fitted value at t =9.6X10
which is a substantial effect. Thus, rather than ac-
tually reflecting a slight misdetermination of T„a
shift in T, can be used by the fitting program as a
means of compensating for a systematic error
which increases for the points nearest T, .

Of course, the correction applied to the data for
multiple scattering represents just such a systemat-
ic effect, and, in fact, it is the only uncertainty in
the entire procedure which is not at the level of
about 0.1%. However, the fact that the shape ob-
served for the spatial distribution of the multiple
scattering was the same at all temperatures, means
that the fractional error made in determining the
ratio of multiply to singly scattered intensity
should be the same at all temperatures. Because of
this condition, it is possible to quantitatively exarn-
ine the effects of such an error on the final results
obtained for the various parameters. When this
was done, it was found that the only parameter
sensitive to such an error was the adjusted value of
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T, . Even the effect of a 30% increase in the
multiple-scattering correction could be compensat-
ed to within 0.1% at all data points leaving I +, y,
a &, a2, and a3 fixed, simply by shifting T, by 0.5
mK. This is an extremely fortuitous result, be-
cause it greatly reduces the uncertainty in the im-
portant parameters I +, y, a &, etc., which might
have been caused by the large uncertainty in the
multiple-scattering correction.

With confidence that the parameters obtained by
fitting are, in fact, a true reflection of the critical
properties of xenon, we now turn to the question of
their meaning. In the case of I + and y, it is clear
that they represent the leading amplitude and ex-
ponent, and the data are certainly consistent with
the best theoretical results for y. However, the in-
terpretation of the amplitude of the correction
terms is much more difficult for the following
reason. Theoretical calculations refer to the effect
of irrelevant fields' on the critical behavior. In
the case of pure' fluids, the order parameter is not
simply the density or density difference, because
the coexistence curve does not exhibit complete
symmetry. Thus, in general, it is not possible to
identify a priori the relevant scaling fields; rather
they must be considered ' to be analytic func-
tions of the physical variables p and T. The conse-
quences of such revised scaling have been worked
out in detail by Ley-Koo and Green, and incor-
porated into a parametric equation of state by
Sengers and Sengers. ' This equation of state has
proved to give a very accurate description of PVT
data for both steam and ethene, steam being a
fluid with a particularly asymmetric coexistence
curve. The effect of revised scaling on the general
expression for the susceptibility (Bp /Bp)r is
given ' to the lowest order by

(12)

where the parametric variables r and 8 are defined

so as to include to lowest order the mixing of p
and T in the relevant scaling Acids, and U~(e) and

Vo(8) are polynomials defined in Ref. 31. Since
for small 8, 'r t, the term in r~+~ ' may, in fact,
be very similar to the first Wegner term r, since

0.50 and y+ P—1=0.57. Consequently, data
obtained along a path of constant 8 would be very
difficult to interpret so as to extract the amplitude
of the leading Wegner term.

For measurements made along the critical iso-
chore, the variable 8, while small, is not constant.
Thus, it was necessary to analyze in detail the

behavior of the various terms introduced by revised
scaling. This was done numerically using the
parameters appropriate to steam which should be
more seriously affected than xenon. It was found
that to within 0.6% the function U~(8) =1 for the
entire range of t, while Vo(8) = —1.248, and that
the maximum value of 8 encountered was 0.065
occurring at t =10 '. The amplitude of the term
involving r~+~ ' was only 1% of the Wegner term
for t =10 but rose to 12.5% at t =10 and to
42% at t =10 . Thus, it might be confused with,
and affect the results for a

&
especially when data

for large t were included. This is not the case,
however, because along the thermodynamic path

p=p~ the variable 8 is a function of t, and when
analyzed in detail the functional dependence was
found to be 8-t over the entire range 10 & t
& 10 '. Since for small 8, t =r quite accurately,
the entire effect of the lowest-order revised scaling
term is to appear as t~+~ + =t' and not as
t . This result, of course, applies only to suscep-
tibility measurements, and then only to measure-
ments made at the critical density. Nevertheless, it
is sufficient to show that the parameter a

&
derived

from fitting the data may be identified as the am-

plitude of the first Wegner correction term even
when allowing for the effects of revised scaling.
The analysis also shows clearly that the terms in t
and t' used in the fitting procedure are actually
being used as an approximation to a very compli-
cated mixture of Wegner corrections and revised
scaling effects. That these two terms are, in fact,
adequate, is supported by the fact that the results
for I +, y, and a

~ were all quite insensitive to the
range over which the data were analyzed.

One final point which must be considered is that
of the actual thermodynamic path followed in the
experiment. Since the mean density of the cell
contents had been adjusted to equal p, to within
0.1%, the measurements were for the most part
made along the path p=p, . However, for values of
t & 3.5)& 10, the vertical position of the cell was
adjusted slightly ( &0.3 mm) relative to the laser
beam and collection optics so as to maximize the
measured susceptibility. Thus, in the range
t & 3.5)& 10, the measurements were made along
a path which could have deviated from the critical
isochore. However, over this range, the maximum
susceptibility and the susceptibility at p=p, are
identical to within much less than 0.1% even in
the case of steam. For this reason, the measure-
ments may be regarded as having been made along
the critical isochore.
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In summary, the main results of the data
analysis applied to the susceptibility are as summa-
rized in Table II. The parameters I + and y may
be interpreted as the amplitude and exponent of the
leading singularity, respectively, and a

&
should

equal the amplitude of the leading Wegner correc-
tion term for the susceptibility. The parameters az
and a3 do not have a simple interpretation, and in-
clude effects both from revised scaling and correc-
tions to scaling.

V. DISCUSSION

In this section we wish to compare our result for
the leading amplitude I + to that obtained by
Hocken and Moldover, and to explore the extent
to which existing data can be used to deduce values
for other leading amplitudes, when all exponents
are fixed at the theoretical values. The results of
this analysis are used to calculate various ampli-
tude ratios for comparison to theory. Since our
data also yield an accurate value for go, the leading
amplitude for the correlation range singularity, we
are also able to test the extent to which two-scale-
factor universality is supported by existing data.
Finally, we consider the situation with regard to
the amplitude of the first Wegner term for proper-
ties other than the susceptibility so as to test as far
as possible theoretical predictions ' concerning
the ratios of such amplitudes.

Our results may be compared directly with those
of Hocken and Moldover who measured the gravi-
tationally induced refractive index gradient in a
very limited region of density and temperature
quite close to the critical point. They obtained
y=1.23, while we have 1.246. However, both data
sets are quite compatible with the theoretical value
1.241, and their data have been analyzed subject
to that constraint. Since the amplitude and ex-
ponent corresponding to a given data set are very
highly correlated, it is essential that any compar-
ison of amplitudes be made using the same ex-
ponent values. With y=1.241, their data yield
(Ref. 38) I + =0.0578, while our best value is
0.0577, with all fits yielding values within 1% of
this. We find this level of agreement notable, be-
cause the two experiments rely on completely dif-
ferent effects, and there is no region of overlap be-
tween the two data sets.

In order to test the universal amplitude ratios
A+/A, I +DB~ ', and A+I +/B, we wish to
consider existing data with all exponents fixed at
the values predicted by renormdlization-group cal-

culations, provided the data are consistent with
such a constraint. We begin with the heat-capacity
data, which possib)y suffer from experimental
problems related to thermal relaxation times and
nonagreement of T, values with those obtained by
meniscus observation. The data as analyzed by the
authors are compatible with the expression

C +—=(A—+ /a)t ~+ C&

with values for a ranging from 0.065 to 0.125,
which includes the theoretical result a =0.109.
Over the entire range for which the data were ori-
ginally analyzed, we find that the expressions

C+ =47.4111 ' (1+0.23
I

r
I

')—46

and

C =748~r~ ' (1+023~r
~

)—17

(measured in J/mole K) are indistinguishable from
the original fits. Thus, we find upon reduction to
dimensionless form ' A+ =2.15 and A =3.39.

In order to obtain values for B and D we may
perform a similar analysis on the experimental
results of Hocken and Moldover ~ who obtained
B =1.48, and 1+D =0.367, with @=0.329,
y=1.23, and 5=4.74. With P=0.325, y=1.241,
and 5=4.815, the same data will be very accurate-
ly described with B =1.415 and I"+D =0.418.
Since we have I + =0.0577 from our results, we
obtain D =7.24. Clearly it would be more desir-
able to actually fit the data with fixed exponent
values, but this has been done only in the context
of a given equation of state, which automatically
imposes certain values for the amplitude ratios.
We thus feel that our analysis provides the best in-
dependent estimate of the amplitudes, short of a de-
tailed fitting.

The values of the amplitude ratios are summa-
rized in Table III, which also gives the theoretical
results for both high-temperature-series studies of
the Ising model and renormalization-group calcula-
tions for the Landau-Ginzburg-Wilson Hamiltoni-
an. With the exception of the heat-capacity ratio
A+/A, the agreement is remarkable. As the
table also shows, the data are completely consistent
with two-scale-factor universality, whether the test
is made directly, or in terms of the amplitudes B
and I + assuming the theoretical result for
A+I +/B . We thus conclude that the best exist-
ing data for xenon are in close accord with the
theoretical results.

The final question which we wish to consider is
the extent to which any other existing data are ca-
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TABLE III. Amplitude ratios obtained from data for xenon.

Ratio Experiment

A+/A
r+Da'-'
A+r+/a'
(A+P, /ks T, )'~3)p

(BzP /I +k&T, )

0.63
1.57
0.062
0.27
0.68

0.55
1.6
0.066
0.27
0.67
f

0.51
1.75
0.059
0.25
0.65

'From e expansion of renormalization-group results.
'From series expansions for the Ising model.

pable of providing values for the amplitudes of the
first Wegner correction for properties other than
the susceptibility. So far as a direct estimate is
concerned, the only property which has been mea-

sured with sufficient accuracy to reveal departures

from pure power-law behavior is the density differ-
ence between liquid and vapor. Garland and
Thoen find that their data are incompatible with

theory, in that P=0.356, and P does not decrease

significantly as T~T, . This conflicts with the
result obtained by Hocken and Moldover very near

T„and also with the experiment of Estler et al. ,
'

who found P to decrease as T~ T, . Consequently,

we can only consider the data of Estler et al.
They found their data to be described to within

1% over the range 5X10 &
~

t
~

&10 by the

function 1.52
~

t
~

' +0.46
~

t
~

' ' with the devia-

tions being systematic. However, we find that the
expression 1.45

~

t
~

' (1+1.62
~

t
~

' —5.88
~

t
~

)

deviates by less than 0.2%%uo over the same range.
Thus, their data are very consistent with theoreti-

cal results, and provide an estimate for aM. The
only other data for hp of which we are aware are
those of Hayes and Carr' obtained using NMR
techniques. In the same fashion, we find their

NMR frequency to be represented to within 0.2%
by the expression 4782

~

t
~

' (1+2.08
~

t
~

—5.87
~

t ~) over nearly the same temperature
range. We thus find aM/a~ -1.4 using our value

of 1.3 for a&+.
This same ratio has been estimated for a number

of fluids by Aharony and Ahlers, using the differ-

ences between the theoretical values for the ex-
ponents and the effective exponents p,ff and y,ff,

obtained from previous fits to PVT data, in the
range

~
t

~

&3X10 . They found AM/A» —0.6
on the average. We suspect the primary cause of
the difference is the use of PVT data which tend to
give low values for y,~ as compared to light
scattering, because the PVT results are easily af-
fected by gravity. For example, with p,ff

——0.355

and y,ff
——1.19, one obtains (p,ff—p)/(y —y,ff)

= 0.59, but over the same range, where

p ff—0.355, light-scattering results ' yield

f ff—1.22, which should be much more accurate
than the PVT result. This gives a value of 1.43 for
the ratio, in perfect accord with the value obtained

by actually fitting the data using correction terms.
It is thus possible that the ratio AM/A~+ may be
unity or larger, while the best available theoretical
value is AM/A&+ 0.85.

The ratio AM/A&+ has also been estimated for
He near the gas-liquid critical point. There the

coexistence curve has been measured ' accurately
enough to determine A M-0.9, while the suscepti-
bility showed no deviation from simple power-law
behavior, with y,ff

——1.19. However, the suscepti-
bility data were also consistent with y=1.240, pro-
vided at least one correction term was involved. In
this way the estimate AM/A~+ =0.4+0.2 was ob-
tained.

The situation with regard to SF6 is quite similar
to that of He in that AM has been determined to
be 0.82 by direct fit to the coexistence curve,
which definitely deviates from simple power-law

form, while the susceptibility is known to within

a few percent, and does not deviate significantly
from a simple power law with y,~——1.22. We have
refit the reduced susceptibility data, and find them
to be fit to within 0.9% rms deviation by the ex-
pression 0.0425t ' '(1 + 1.14t —3.04t), which
is as good a description as the original single
power-law fit. We thus estimate AM/A& -0.7 for
SF6.

Clearly it is very difficult at the present to ob-
tain reliable experimental values for the ratios of
correction amplitudes. This is not surprising be-
cause such amplitudes are measures of deviations
at the level of a few percent. At present xenon is
the only system in any universality class for which
two properties have been measured with sufficient
accuracy to directly reveal such deviations, and it
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would be very desirable to have other measure-
ments of similar accuracy on the same system.

As a final minor point we note that the experi-
ence we have had in "forcing" data to fit the
current theoretical framework involving correction
terms has made it clear to us that almost any
reasonable data set can be brought into very good
agreement with theory, primarily because of the
tremendous flexibility afforded by the correction
terms. When one couples this flexibility with the
additional flexibility and complexity generated by
revisions to scaling, it is clear that theory is at
present in an almost unassailable position. Conse-

quently, any theoretical progress which would
reduce the number of effectively free parameters
would be extremely valuable.
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