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A new semiclassical expansion for quantum mechanics is developed. The high-energy asymptotic expansion for the
coordinate-space matrix elements of the N-body Green’s function is derived. The asymptotic series is characterized
by its coefficient functions, P, . It is shown that the coefficient of the n th term in the expansion, P,, satisfies a simple
recursion relation. The functions, P,, turn out to be polynomials in Planck’s constant 4 of order 2(n — 1). In terms
of the interaction, the P, are also polynomials of the potential and its derivatives. If all the P, are truncated to some
common power M in h, one generates a natural Mth order semiclassical approximation to the Green’s function.
This semiclassical expansion is given a physical interpretation which is particularly simple in terms of state density.
By relating the asymptotic series to the Born series, a closed form for the functions P, is derived.

I. INTRODUCTION

This paper proposes a new semiclassical expan-
sion for quantum mechanics. The basic scale fac-
tor for quantum effects is

q=r*2m, (1.1)

where 7% is the rationalized value of Planck’s con-
stant and m is the mass of a particle. X H is the
full N-particle Hamiltonian of a system, interact-
ing via a sum of pair-wise potentials, then for
complex energies z the Green’s function is the
operator G(z)=(H-2z)™. Knowledge of G(z) de-
termines almost all of the behavior of the quantum
system. Given G(z), one can determine the N-
particle transition amplitude for scattering, the
bound-state energy spectrum, and the bound-state
wave functions that characterize system H. The
goal of this paper is to find a series expansion in
q of the coordinate space matrix elements of G(z).

The quantum parameter g enters the Schrodinger
equation through the form assumed by the kinetic
energy operator H,. Let X denote the 3 N-dimen-
sional vector giving the location of the N three-
dimensional, mass m particles. If A, is the La-
placian associated with X then

Ho=—qA:. (1-2)
The fully interacting system is then defined by
H= H0+ V N (1.3)

The interaction operator V is given as multiplica-
tion by the potential field v(X). The detailed ex-
pressions which we develop for our semiclassical
approximation require only that H, be a Laplacian
and that »(X) is a local potential with bounded de-
rivatives with respect to X to all orders. Thus our
theory is a semiclassical expansion for Hamilto-
nian problems with smooth potential fields.

The approach we take to this problem is to ex-
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amine the asymptotic expansions of the closely re-
lated pair of operators G(z) and e®. The param-
eter B is the inverse temperature. It will be shown
that the expansion of (X|e”#¥|X’) in powers of 8 and
of (X|G(z)|X’) in powers of z™V 2 are determined

by a common set of coefficient functions P,(%,X’; q),
where n takes on positive integer values. Further
study of the P, shows that it is a polynomial in ¢

of order » —1. Thus the functions P, provide a
natural interpolation between the classical solu-
tion (g =0) and the quantum solution (q =#%%/2m).

In addition, this interpolation is smooth in the
variable ¢, since P, is constructed of just powers
of v(X) and its derivatives.

In Sec. II we describe the interrelationship be-
tween the high-energy expansion of G(z) and the
high-temperature expansion of e™™. The unifying
role played by the P,(X,X’; q) is emphasized and
the recursion relation defining P,(X,X’; ) is found.
Section III states the definition of our semiclassi-
cal expansion. The Weyl transform is used to ob-
tain the classical phase-space counterpart to G(z).
The semiclassical limit #— 0 is discussed and the
implications for both classical and quantum state
density are derived. In Sec. IV we continue the
investigation of P,(X,X’;¢). A general closed form
of P,(%X,X%'; q) based on comparing the asymptotic
expansion with the Born series is obtained. A
summary of our conclusions is given in Sec. V.
Appendix A contains the derivation of an integral
representation of the coordinate-space matrix ele-
ments of the Nth Born term. Appendix B quotes
explicit formulas for the functions P,(X,X’; q).

The methods used in this paper have been strong-
ly influenced by the analysis used to understand
the Korteweg—de-Vries (KdV) equation and its
soliton solutions. It is well known that the one-
dimensional (1D) KdV equation has an infinite num-
ber of constants of motion. These constants of
motion can be constructed by an integral over all
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X of an invariant density which is a function of
v(X). In fact, the invariant density is just the di-
agonal value (X=X’) of P,(X,%’;q). The work' of
Gardner, Greene, Kruskal, and Miura catalogs
P,(%, %; q) (up to a total derivative factor) expres-
sions forrn=1,...,11. In this paper we will de-
termine P, for a space of any dimensionality and
will find both the off-diagonal and on-diagonal
values of P,. The literature that is of particular
relevance to the semiclassical approximation de-
veloped here is the study of the asymptotic form of
(X]| G(2)|X" in 1D by Gelfand and Dikii?; the study
of the asymptotic form of (X| G(z)|X’) in 3D by
Buslaev,® and the generalization of P, from 1D to
ND found by Perelomov.? To the best of our know-
ledge, our work is the first to take seriously the
idea that the P,(X,X’; q) provides the natural semi-
classical interpolation between quantum and clas-
sical solutions.

This paper is the first of two related papers on
the semiclassical expansion suggested by the func-
tions P,(X,%’; ¢). One may renormalize the ex-
pansions we find for the Green’s function by ex-
plicitly summing up all the classical terms. In
this way, one can describe problems with strong
interactions v(X), provided that the quantum ef-
fects proportional to g can be treated perturbative-
ly. This is the basic idea behind the Wigner-
Kirkwood® semiclassical expansion. A standard
form of the Wigner-Kirkwood expansion is

X|e PR =(X|e” BB
Xe B[] 4g(see)rg(s+=)+e22]. (1.4)

The coefficients of ¢, g%, etc., are functions of

v(%) and their derivatives. The appearance of v(x)
in the exponential means that classical interaction
has been summed to infinite order. The classical
renormalization program is possible with the
semiclassical expansion implied by the P,(%,%’; q).
Since the analysis of this renormalization is a
substantial problem in its own right, we shall
place it in a separate paper.

II. ASYMPTOTIC EXPANSIONS

In this section we compare the asymptotic ex-
pansions for fixed %, X’ of the matrix elements
(X|e” B4 |%") and (X|G(z)|X’). The Bloch equation
describing the function (X|e” #¥ [X*) is used to ob-
tain the recursion relation that defines the func-
tions P,(X,%X’;q). In the following analysis we will .
carry out explicit calculations of the series expan-
sions of (X|G(z)|X’"). These calculations are
formal in the sense that we will freely interchange
orders of summation and integration. We will not
determine convergence properties of these series.
Estimating the convergence behavior will depend

on the growth properties of the functions P,(X, X’; q)
in the index # for fixed X, X’, and ¢. It would take
us far afield to determine the bounds on P, suffi-
cient to control the convergence characteristic of
the many series we write down. However, the few
rigorous results that do exist>® ind=1 and 3 indi-
cate that the convergence estimates for the asymp-
totic series given below should not be too difficult
to obtain. On the other hand, all the representa-
tions we derive for P,(%,X’; q) in Sec. IV are rig-
orous. The basic purpose of this paper is to ob-
tain a balanced overview of the many ways the
representations of the heat kernel (x|e” *#|%’) and
the Green’s function (X | G(z) |X") are linked togeth-
er, the fundamental role the functions P, play in
describing these two matrix elements, and the
manner in which the functions P, lead inevitably

to a semiclassical expansion.

We take d as the dimensionality of X. In quantum
mechanics, operators are linear transformations
acting on the Hilbert space ¥¢=L?*(®R%). Let o(H)
be the spectrum of H. For Rez <o(H), the Laplace
transform relates G(z) to e ¥,

Glz)= f " gt Bl gg @.1)

K we use the Dirac notation to specify the kernel
representation of the operators G(z) and e"”, Eq.
(2.1) becomes

X|G(2) %"= fwe's(ile'”[:’:’) dg. (2.2)

Consider the asymptotic expansion (X|e”8¥|X")/
(X|e” B#o|%’) in powers of B. We define P,(X,%X’;q)
as the functions satisfying

&le~ o |50 ~@le ol) Y E pop, 550,
) (2.3)

where ~ signifies an asymptotic expansion® in vari-
able B for fixed X, X'.

Because of the Laplace transform Eq. (2.2) re-
lating G(z) to e, any expansion of e implies
a related expansion for G(z). Placing (2.3) in
(2.2) gives

&lowl®~ ¥ 2 p ;0

n=0

X jo“’ elBﬁn(ile' BH, Iir) dﬁ

~ Z&,ﬁlp, & %5 q)(ii")"ﬁ‘rl Go(2) X,
n=0 (2.4)

where G,(z) is the free Green’s function (H#,-2z)™.
For z belonging to e\ {o(&)}, (8/82)"(X|Gy(2)|X"
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are independent analytic functions of z. Taken to-
gether, expansions (2.3) and (2.4) show us that
knowledge of the coefficient functions P,(%,X’; q)
is sufficient to determine either expansion.

The next step is to recall the recursion rela-
tions, discovered by Perelomov,* which define the
P,(%,%’; q) in terms of v(X). The kernel of ¢” ##
may be constructed from the solution of the heat
(or Bloch) equation

(ﬁ +H)<xle'ﬂ”|§'>=o, (2.5)

that satisfies the 0-function boundary condition
lim(X|e™ 8% [%)=6(x-X"). (2.6)
B—+0

Associated with the full-heat Eq. (2.5) is the free-
heat equation that results when v(%)=0, viz.,

(33 +H)(x|e BHo|%)=0. 2.7

Again, (X|e”®%0|%’) satisfies the 6-function bound-
ary condition. The well-known solution of Eq.
2.7 is

> w7\

(X |e=®o|%) = (4nBq)? 2exp (——(52—55—)—) . (2.8)
The square (X -X’)? denotes the metric length
squared of the vector x-x'

Our method of studying (X Ie' BH %% is to syste-
matically work with the configurational function
F(%,X’; B, q) defined by

FXle BH|x)=(X|e B |X)F(X,X';8,9), (2.9)
where

limF(X,%’;8,9)=1. (2.10)
B0

The configurational function F is of obvious physi-

cal importance since it is the density whose dX in-

tegral constructs the quantum partition function of

the N-particle system in volume Z, viz.,

QN(E) = TI‘De_B”—:—' mﬁ ./; diF(i, i; B, q).
(2.11)

We construct F(X,X’; 8, ¢) in two stages. The first
is to find the differential equation that F satisfies.
The second is to solve the differential equation by
a series expansion in 8.

Substitute (2.9) into the heat Eq. (2.5). We find

(_B —2¢ 7, (In X |e™?#0|%"))+ V, +v(X) - qA)

xF(X,%X’;8,9)=0. (2.12)

In this formula, -5,, represents the d-dimensional
gradient. The explicit form of the free-heat equa-
tion solution (2.3) allows us to write

T, 1n (& |0 | %) = _-Z-;—q (X-%). (2.13)

Thus, the partial differential equation for F is

(B (X X ). V +11(X) qA,)F(i,i';B,q)=0.
(2.14)

The boundary condition for F is given by Eq.
(2.10). Represent F by an asymptotic series ex-

. pansion in B,

&,%';8,9)~ Z '3) &,%;4). (2.15)

n=0

Normalization condition (2.10) implies P (X, X’; )
=1.

Now determine the coefficient functions P,. In-
sert the expansion (2.15) into (2.14). Equating the
coefficient of the same power of B gives

<1+%(§—§’)-$,>P,(§,§';q)
=[v(X)-¢8,]P, X, %';q). (2.16)

Equation (2.16) may be simplified. Take £ to be
any positive parameter, and g to be any differenti-
able function with argument in the Euclidean space
E,. Then, for any X and ¥ in E,,

o-.,

d > oy = T . -
d—Eg(X+£y)=y-V,‘g(x+£y). (2.17)
So, the left-hand side of Eq. (2.16) takes the form

£ d\ e e
oo ) sio
1
“nel dE

where £7=X-X’. Equation (2.18) shows that the
left-hand side of (2.16) has an exact integrating
factor n&™!., Multiply (2.16) by n£"™ and replace
X=X'+£y. Then integration with respect to ¢

e[0, 1] gives us, afterthe replacement of y=X-X',

[E"P( +&;%549)], (2.18)

P& & 0)=n [ dt eioE) Py (8], %50)

—nq [ ag g a,P, 6,505 0,
' (2.19)
where the square bracket notation means
[g]=£x+(1- )", (2.20)

The notation in the last term on the right-hand side
of (2.19) means that, first the Laplacian of P,_,
with respect to ¥ is to be calculated, then ¥ is to
be set equal to [£]. The iteration of recursion re-
lation is well defined if the potential v(X) is infi-
nitely differentiable.

Equation (2.19) is Perelomov’s recursion rela-
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tion” for P,(X,X’;q). Independent of the dimension-
ality E,, it requires only a one-dimensional inte-
gration in parameter £. It is apparent that
P,(X,%’; q) is the nth-order polynomial in v(X) and
its derivatives. Further, note that P,(%,X’; q)
must be invariant with respect to the interchange
of variables X—X’'. This follows since both

(X|e 87 |%’) and (X|e” B¥0o|%X’) are real-valued ma-
trix elements of functions of the Hermitian opera-
tors H and H,. So the (X|e” #¥|X), (X|e™ BHo|X")
are symmetric and this symmetry must be shared
by the coefficient functions P,(X, X’; q).

The iterative structure of the recursion relation
also implies that P, is a polynomial of degreen —1
in the variable ¢. So it is natural, if »=> 1, to rep-
resent P, as

n-1

P, (x,%';q)= Z "D, (X X).

m=0

(2.21).

The functions Dm',, have no dependence ongq.
Formula (2.21) displays explicitly the semiclassi-
cal interpolation generated by the functions P,. A
recursion relation for the function D, , follows by
substituting (2.21) in (2.19) and equating the coeffi-
cients of the common power g. Thus, we have

D, &%)=n [ dt e 1o(£) D, (81,5

1
—n f af En_lAva-l,n-x(y» x') ’§=[€] .

0
(2.22)

The functions D, , are understood to be zero if m
>n or if either m or n are negative. D, ,(X,X')=1.
In particular, note the first iterate of (2.19) or
(2.22) gives
1
P&, %)= Do, & %)= [ dto(z).  (@.23)
(W]

Integral (2.23) is just the average value of v
summed along a straight line joining X and X’.
When X=%’, then P,(X,X’; ¢q) is just v(X). In Sec.
IV we will derive a closed integral form for
D, &%)

At the outset of this section, we mentioned that
several rigorous studies of convergence criteria
for expansion (2.4) are known. Typical of what one
expects to find in general are the results holding
for d =3. Buslaev has proved® the following. K the
potential is a real function possessing derivatives
to all orders such that the potential and all its de-
rivatives decrease faster than any power of [X|™!
as |X|—~ =, then for z in the cut plane e \{®,},

&6 %= 3 S P& 55 0 () &[0 |9

+R; (X,%';2). (2.24)

L may be any positive integer and the remainder
term is estimated by

> > c - -
|R,(%,%";2)| < W’;TLET A+ x|+ |z P,
(2.25)

where M(L)>0 is a finite number. The structure
of the estimate (2.25) means that series (2.24) is
asymptotically convergent (for all X,%’) as |z |~ .

.Series (2.24) is not exactly the same as the one

Buslaev used, but the difference in the two de-
scriptions can be absorbed in the remainder term
estimate. More general asymptotic expansions
with remainder term estimates of the Green’s
functions for elliptic operators in any dimension
can be found in Agmon and Kannai.®

III. THE SEMICLASSICAL LIMIT

In this section we examine the nature of the
semiclassical limit g =0 inherent in the functions -
P,. We discuss two rather distinct situations.

The first case is the behavior of the limit when
X=%’. Since the imaginary part of the Green’s
function for X=X’ is proportional to quantum state
density, it is possible to make a detailed com-
parison with associated classical state density
for the same system H. In the more general case
X +X’, there is an additional phase oscillation in
our expansion which is a manifestation of the
essential singularity in the limit 2—~0. The pur-
pose of this section is to provide the correct
physical interpretation of our formalism.

We first collect several formulas that are useful
in discussing the semiclassical limit. If the free-
heat kernel Eq. (2.8) is Laplace transformed by
Eq. (2.2) and the resultant expression analytically
continued to all ze€\@®, the free Green’s function
takes the standard form

a/z-1 (Q""ZV'EI X-% )""2
2

X|G,(2) | X )—(4 ) °

XHY (@ Az |x-%']). (3.1)

In this formula, H® denotes the Bessel function
of the third kind. Note that as X'~ X, the Green’s
function has the characteristic singularity

= sn Tld/2-1)( 4q \*~*
(X'GO(Z)IX> (41rq)"2 (li-i'lz) b (3-2)

where T is the gamma function. Onlyfor d=1is this
singularity absent. Setting d=3 gives us the con-
ventional expression

1 exp(iq” "le—lx x'1)
X -x'l ’

X |Gy(2) IE') (3.3)

The nth partial derivative of the free Green’s
function with respect to z is just
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. 'llzﬁlx?_‘ill n+l-df2 R
zalz 1 n(g_____T___) ’(‘1/;_1_"@ 1/2\/’_|x b3 I) (3_4)

(55) % lowe) 199~

which has the characteristic singularity as X’ - X,

9 \" .+ wn T(d/2-1- dk-1on
(a_z> &|G,(2) X~ ((/4"‘1),,2 n)(li—‘i%’lz) (3.5)

for n<[d/2 —1], where [x] stands for the largest integer <x. Combining expression (3.4) with (2.4) gives
us the expansion

&|G(z) | %)~

m-lz( )" Py&,X'; q)(q’”zﬁli—

2" 2

i'l n+l-d/f2 a -1/2r - =
@n )mz ) H . (g z|%-% ). (3.6)
Consider the behavior of the Green’s function in the neighborhood of the diagonal. In view of the charac-
teristic singularity as X'~ X as given by (3.5), one has to resort to a regularization procedure in order
to give the diagonal a well-defined meaning. The regularized Green’s function obtained by subtracting
all the first [d/2 —1] singular terms is

&|CR@) | %)=& |6@) %) - g ( )P—("——"—’( )(x |G,(2) |5 (3.7)

Specializing to the three-dimensional case (d=3), the regularized Green’s function will now be explicitly
given by

- - ;& 2y Z1X =X )\ PAX, X' q) & .- .- -
[67(e) |59 = 7[6te) - Gyl [~ - PRI E R TN PAG VI DY, (-2 E [R-K 1), (2.9
n=! 0
where
_ (@n-2-R)
o, k)= Sl (n — 1 - R (3.9)
The diagonal limit (i’-—i) gives one the result
X,X;
(x|G3(2) [x)~ - ,,,2 Za( 0)—"(7;%7’}’. (3.10)

Coming back to the general case, setting z =s +ij. and taking the limit p - 0+, the imaginary part of (3.6)
reduces to

gdf2-1 n -1/2 X%/ \ nt1-df
Im(%|G(s +40) | X)) ~ 1,—-,7— 2( =) P&*x q)( ‘[g;x X ') Jopaa@ s |R=-%']), (3.11)

which is regular on the diagonal limit (X’ - X) with the result

Im(X|G(s +i0) |® ~—am=r7ar nsd1 ;( )"<d/2 1>P(x,x Pyf%,%;9) (3.12)

(4mq)™PT (d/2)

r

where These projectors diagonalize H, via the spectral
representation
v\.__Tw+l) (3.13) g .
o) MTw+1-n) H=f rde(). (3.14)

is the generalized binomial coefficient. In terms of {e(x)}, the operator Green’s function

To begin our interpretation of the nature of the
semiclassical content, consider first the diagonal
case as it appears in expansion (3.7). Consider
the definition of state density for system H. Take
{e(\)} and {e,(7)} to be the spectral projectors that
are defined by the self-adjoint operators H and
H, The projector e()) is defined as the projection

operator onto all states in 3¢ with energy A or less.

has the representation

c‘(z)=f_:hfz de(\) (3.15)

with a similar form expression G,(z) in terms of
{es(\)}. The matrix element (or kernel) form of
Eq. (3.15) is
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&|G(2) |®) = r fzd<§|e<x)|§'>. (3.16)

A

Note the adjoint property e'(x)=e(r) plus sym-
metry (in X—-X’) means that (X|e()|X") is a real
function. Thus, if we take the imaginary part of
Eq. (3.16) and set z =s +ii, then limit p ~ 0+ gives
us®

Im(X [G(s +i0)|§’)=1r2%(§|e(s)|§’) (3.17)

Note that on the diagonal (X’=X) the right-hand
side is 7 times the state density at energy s and
position X, For example, if T is an arbitrary
volume in E,, then the total number of states in
Z with energy less than s is given by

Trpe(s)= fdﬁ(ile(s) |%). (3.18)
T

Of course, as =~®*, the divergence of (3.18)

reflects the fact that H has a continuous spectrum.

Recalling (3.11) one obtains

(=) P, ii' ) -llzﬁli_iq n+l-d/f2 __’
(X|e(s |x')~ )4/2§ o Bl ot Japaala? s | X-F

from which the state density at energy s and
position x becomes

f2-1
-—(Xle(s) F‘) W;?r—d/?

= (d/2-1\p 3.
% g(_)n< ) )Pn(x;iz, Q)

In this way we have found an asymptotic expansion
for the state density at X produced by the effect
of the potential v(X).

State density is a concept that is well defined
in classical mechanics, so one can expect to find
the classical analog to expansion (3.20). In addi-
tion, we will show that there is a unique classical
Green’s function defined as a complex valued
function on phase space. Recall that observables
in quantum mechanics are represented by self-
adjoint operators in Hilbert space 3¢, whereas
observables in classical mechanics are repre-
sented by functions on the phase space I'. We
seek the phase-space function that corresponds
to the quantum Green’s function. A standard way
to transform the kernels of quantum operators
to a phase-space form is given by the Weyl trans-
form.!® We determine the phase-space image of
the resolvent identity for the Green’s function.
The classical limit is then found by letting - 0.

It is useful to start by noting that the classical
definition of the differential number of states in
phase space I is

dpdx
n o

So, if H(%,D) is the classical Hamiltonian, the
number of states at X with energy s or less is

é(s, %)= fe(s H(',ﬁ))

(3.20)

(3.21)

h,, , (3.22)

where © denotes the Heaviside function. Clearly, .

(3.19)

é(s,i’) is the classical counterpart to the matrix
elements of the spectral projector (X|e(s) |%).
Now, let us consider the resolvent identity satis-
fied by the quantum Green’s function. In operator
form, one has

G(2)=Gy(2) = Go(2)VG(2). (3.23)

The kernel representation of this equation is the
integral equation,

& |G(2)|%) = (X[ G,(2) X7

- [&I6,(2) 57 v @) | 6(2) %) d.
(3.24)

The Weyl transform for an arbitrary operator A
in 3¢ with kernel (X|A |X") is defined by

A7) =f PR
where 7 ={p, X} is a point in the 2d-dimensional

phase space I'. The transform of the operator
given by the product AB is'!

WIAIR+3dy,  (3.25)

(AB)y(T)=Ag(T)e" " 2B, (1), (3.26)
where A is the Poisson bracket operation

A=Y, .V,=-7,.V,, (3.27)
so that

AyABy = {Aw’ Bw} (3.28)

is the standard classical Poisson bracket.
First, observe that the Weyl transforms of both

G,(z) and V are independent of &, viz.,
Vw(T) = v(z) ) (3.29)

1

Go(2)y(T) =G /am =2 (3.30)

We define the formal limiting value of G(z),, to be
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G(z)y(1)= lim G(2)p(1) . (3.31)

With this notation, the transform of the product

Go(2)VG(z) is

[Go(2)VG(2) ]y(T) = Go(z)w(‘r)e"‘A/zV,,('r)e MA2G(2)(T) .
(3.32)

Taking the formal limit # -0, we find

1im [Go(2)VG(2) [y (T) = Gol2)y (T V(1) G(2)(T) .
o (3.33)

In this manner we see that the resolvent identity
(3.23) has the classical limit

é(Z)W(T) = Go(z)w(T)
= Go(2)(TIV (TG (2)y (7).

This last equation is an algebraic equation in phase
space with solution

(3.34)

= . 1

G(2)y (D, %) =S am 0@ -z (3.35)
Thus, it is seen that the obvious choice for the
definition of the classical Green’s function is also
the one implied by the &~ 0 limit of the Weyl trans-
form of the resolvent identity. From here on we
will take expression (3.35) as the definition of the
classical Green’s function,

One important structural feature of the quantum
Green’s function is the identity (3.17) that related
the state density at X to the imaginary part of
G(s+10). It is a straightforward calculation to
show that a similar relationship exists for the
classical Green’s function. Taking the imaginary
part of (3.35) in the Imz — 0+ limit, one has

ImG (s +0), (B, %) = 76 (H({D, X) - 5).

The variable P does not occur in the quantum state
density at X so, as in Eq. (3.22), we define a mo-
mentum-summed equivalent of (3.36) by

(3.36)

ImG(s +i0,X)= fImG’ (s +10),, (D, E)%?

- fom@EDn-92. (6.3

But, according to (3.22), this can be rewritten as

ImG (s +140, X) = nd é(s,X). (3.38)
This is the precise counterpart tothe quantum re-
lation (3.17). The approximation of using dé(s,X)/
ds for the quantum density d(X|e(s)|®/ds is the
basis of the Thomas-Fermi formula used in atomic
theory 12 The pair of equations (3.17) and (3.38)
illustrate a common feature of Green’s functions,
namely that the imaginary part of the Green’s
function has the physical interpretation of state

density and so must be singularity free in the X
=X’ limit. The real part of the Green’s function
has no direct physical mterpretatlon and so the
characteristic singularity Ix -X I” 2 appears only
in the real part of the function.

The definition of the classical Green’s function,
Eq. (3.35), provides us with an analytic function
of z. This analyticity induces asymptotic expan-
sions for both the momentum-summed classical
Green’s function and the classical state density

e(s, X),

1 2-1
fé(H(p, m[s —v(®@]"*.
(3.39)
Furthermore,
- > 1 » 2-1
Lge(s,x)= m[s @))%, (3.40)

and has the asymptotic expansion

gt/2°1 d/2 -1 (X"
e(s -.) (411q a/zr. d/z)Z( ) < n >s_ny
(3.41)

which should be compared with the quantum ex-
pression as given by Eq. (3.20). The classical

limit is obtained from the correspondence
P(%,%; q)~v(X)". (3.42)

Specializing to the three-dimensional case, the
classical regularized Green’s function at point X
and energy z is given by

GR(z, ®)=[G(2,%) - Gy(z,%)]

=f( 1 _ 1 >d_§
“I\p/2m+v(X)-2 DP¥/2m -2/ B’
(3.43)

which can be rewritten as an asymptotic expansion
with the result
GR(e,B) ~—3—73 3,22 an,0) “,‘,32, (3.44)
where the coefficients a(n,0) are defined by (3.9).
Equation (3.44) is the classical counterpart of the
quantal result as given by (3.10) from which it
can be obtained by using (3.42). The series will
converge for |z|> |v(X)|. Having established
these exact classical results, we are in a position
to examine the semiclassical limit.

The basic idea of a simple and smooth semi-
classical limit resides in the definition of the con-
figuration function F in Eq. (2.9). The complete
classical limit of (X|e” 87 |X’) as h—0 is very
singular. In fact, as the formula (2.8) for
(X|e”B¥0|X’) shows, this free-heat kernel has an
essential singularity #— 0. On the other hand,
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the function F(X,X’;8,q) can be expected to have a
smooth limit as g— 0. In fact, if we set g=0 in
the differential equation (2.14) for F, the solution
is )

F(x,x';8,0) =exp(-ﬁfoldg o(x + s(i-:’:'))) .
(3.45)
This has the diagonal value
F(%,%;8,0) =% (3.46)

This latter expression recovers the conventional
classical partition function,'?

Q5(z) = axEl oo lR)e 2. (3.47)
L

The simple factorization of the 2 — 0 singularity
structure in Eq. (2.9) allows us to define a semi-
classical approximation by keeping & equal to its
quantum value in (xX|¢™®#°|X’) but at the same time
using the smoothness of F in g to approximate it
to a finite order in powers of q. This semi-
classical approximation is then implemented
through the functions P,. Define the Mth-order
semiclassical approximation for P, by

M
PRI )=, 4"Dp o(X,X’) . (3.48)
m=0
For n<M+1, P =P . Then the Mth order
semiclassical configurational function is defined
as

FOGR8,0= 2 G ARG . (.49)

The complete approximation for (x|e™®¥ |X’) to or-
der M is then

Gle® |y = (X0 [X)VF (X, X738, 9) .
(3.50)

This form of a semiclassical approximation

is suitable for practical calculations because
(% |e¥o|x") is given by the explicit formula (2.8)
and F**’ is determined from the functions P,.
Note that F has all the effects of the interaction
»(x) in it.

Through the Laplace transform, any approxi-
mation for (X |e™¥ |x’) automatically engenders
an approximation for the Green’s function
(x|G(z)|x’). Let us consider the diagonal case
first. The Green’s function equivalent of (3.50) is

zn-:l./2

- hd M (T T.
(R167) D ~gooirs 3 aln, 0P 5T
n=1
(3.51)

This is just (3.10) with P{*’ replacing P,. If M
=0, then P!”(x,X;q) =v(x)" and we see that the
classical series (3.44) is reproduced.

In fact, the semiclassical interpolating nature of
P, is evident in expansion (3.10). The P, are just
coefficients of z”™1/2, The ¢° part of P, gives one
the classical regularized Green’s function G=.
The ¢* part of P, gives the first semiclassical ap-
proximation, etc. The essential singularity as-
pect of the 2— 0 limit is not manifest, since the
requirement that X =X’ removes the essential sin-
gularity from the matrix element (x|¢#%0|x’).

The situation is more complex for the general
off-diagonal Green’s function matrix element.

The asymptotic expansion for the Mth-order ap-
proximation is

EI6R@) 700~ 2 (‘“"Pi"’(i’*'?"’(aa_z)n

n=1d/2] nl

x(x|G,(2) %" . (3.52)

In particular, the zero-order approximation gives
us the off-diagonal classical Green’s function.
Let W(x,X') be such that

w@ir):fdgv(;' +E(E-%))=D, , &%) .
0 ' (3.53)

Then, according to Eq. (3.45),
POR,x"q) = [WE,x)]". (3.54)

Thus the zeroth-order approximation for
(x|G(2)|x") is given by

(16(:) [0 = exp W&, 202 Kzl (0) )

=(X|G,(z - WE,X))IT), (3.55)

where (X|G,(z) |X’) is given by (3.1). The zeroth-
order expansion (X |G(z)|%X'), is seen to imbed the
classical result (3.44) in'a simple way. After
regularization, when X =X’, then (3.55) collapses
to the classical expansion (3.44).

The basic semiclassical approximation, Eq.
(3.50) has several precursors**!7 in the liter-
ature, particularly in the context of semiclassical
approximation for virial coefficients. Generally,
these earlier semiclassical approximations are
efforts to derive the Wigner-Kirkwood expansion
Eq. (1.4). Of particular note is the successful
numerical calculation of Boyd, Larsen, and Kil-
patrick'® which shows, for a gas of the *He, the
rate of convergence of the Wigner-Kirkwood ex-
pansion to the exact quantum results over a wide
range of temperatures. After the renormaliza-
tion of our expressions has been carried out (i.e.,
the summing to infinite order of the classical
parts of P,) we will demonstrate a close inter-
relationship to the formal representations of
F(X,X’;8, q) derived by Goldberger and Adams !¢
The exact kernel (X|e®# |X’) satisfies the semi-
group property in the parameter 3. The extent to



24 N-BODY GREEN'S FUNCTIONS AND THEIR SEMICLASSICAL... 2195

which Wigner-Kirkwood approximations to
(%|e®¥ |%') will satisty the semigroup property
has been investigated by Baltin.!®

IV. THE BORN SERIES AND THE FUNCTIONS P,

The usefulness of the asymptotic expansion for
the Green’s functions and our semiclassical ex-
pansions depends on knowing explicit representa-
tions for the functions P, and D,,. In this section
we will derive a closed integral representation
for D, . The functions P, are uniquely defined for
all # by their recursion relation (2.19). Thus
one can in principle construct P, from this recur-
sion relation. Following this procedure quickly
leads to highly complicated integral forms, in
which it is difficult to perceive the general struc-
ture of the functions P,. One obvious drawback
of the recursion relation (2.19) is its lack of sym-
metry. Although P,(x,x';q) is symmetric under
x —x’, the differential operators in Eq. (2.19) act
only on the left variable of P,.

We will solve the problem of finding P, another
way. The Born series for (z]|G(2)|%") will be
used, and an integral form for the Nth Born term
will be derived. Then the terms in the Born
series will be rearranged until the series assumes

]

By #)= [ dBansa) 1 3p"exp(e8 - 15 (G-

4849

0

the form given by Eq. (2.4). Now, the coefficient
of the term (3/02)"(x|G,(z) |’} should be P (x,%xq).
We will verify that this is in fact correct by show-
ing that the functions constructed in this manner
satisfy the recursion relation (2.19). °

The Born series, in a d-dimensional space,
reads

Gl6@ 7= 3 (1B G 7). (4.1)
N=0

The function B is the Nth Born term defined by
By (5,3 =(Z1G,)VG,()]¥ |57y . (4.2)

The Born series is basically an expansion in V/ |z|
and can be expected to converge for large |z ] .
Convergence criteria for d > 3 may be found in
Faris .!®

It is shown in Appendix A that B(x,x’) can be
represented as a parametric integral in the vari-
able 8. We use the following notation:

f ...fdal...da',v:fd"a, (4.3)
0‘“1‘“2""‘“”‘1 A

i':}f, ZN:"= i . (4.4)

§=1 1€ j<pEN

The integral representation of B, takes the form

x fA d¥a exp [Bq (i a,(1-a)a,+ zz":” a,(1-a,)%,. Vk)]v((al)). o((ay). (4.5)

In Eq. (4.5) the variable (a,) is

(@)= (1-a)x+ ax.

(4.6)

The exponential of the Laplacian and gradient operators is defined by its series expansion. The notation
V, or A, means that these differential operators act only on the potential v with argument (a ,) in accord-

ance with the formula

Ap((a,)= 8,,(a0)(a,).

(4.7)

The right-hand side of (4.7) is to be interpreted as letting A act on v(x) then, after that putting x —(a,).
The formula (4.5) is rather complicated, but is valid for all d=>1 and all N>0. Note that the first portion
of the integral in B is the integrand for (8/82)¥(x|G,(2)|%*). Further, the d dependence is trivial. It only
appears in the factor (4mBg) %2 and the definition of x and V.. It is also evident that formula (4.5) requires
that v(X) be infinitely differentiable.
The second exponential in (4.5) should contain all the ¢ dependence of (x |G(z) |x’) that does not appear in
(8/82)¥(x|G,(2) |x’). Thus, let us define the mth-order term in g by

D,y (%50 = S W s )L f‘ o (i o,(1-a)a+23 a1 _a,)v,.v,)'"u((al)). Col(ey).  (4.8)

m!
Note that Dm.,,m()?, x’) has no B dependence. Employing Eq. (4.8) in Eq. (4.5), let us write the Nth Born
term as

By(®,%)= 2 (ﬁ% Dy pum x,i')(%)m'"(ilco(z) |z . (4.9)

m=0
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The last step is to construct (x|G(z) |x’) by the Born series (4.1) using expression (4.9) for By. The result-
ant series is summed over N= 0, © and then m = 0,%, Change the summation indices by letting N+ m = n.
Then one obtains

Gl6(2) |70y ~ 2‘ 1r <Z; gmD, (Ei))( )(x[Go(z)lx') (4.10)

£
Formula (4.10) has the identical structure as the original asymptotic expansion (2.4). For a given analytic
function of z, asymptotic expansions are unique; thus it is to be expected that the function within the square
brackets is P,(x,x’;q). This expectation is not a rigorous mathematical conclusion, since in deriving ex-
pression (4.5), we have assumed it is permissible to interchange the order of integration. Also, in writing
sum (4.10), we have changed the order of summation. Rather than making this formal proof rigorous, the
simplest approach is just to verify that D (x,x’) as defined by Eq. (4.8) satisfies the recursion relation
(2.22).

Before proceeding to the proof, we should note that the symmetry with respect to the x--x’ is implied by
representation (4.8). In order to prove this, let X--x’ and @,~1- a, in the integral for D, Note that
these two substitutions leave (a,) unchanged so that (4.8) now reads

. = (=1)m ! - = \m
(xr,x)= (——M-/o"a ---fdal"'daﬂ(;aj(l-a,)Al+2KEk(l-a!)akV,-Vk)

m!

myN +m

myNem*

D

mN +m
N ags

xv((a,)) - v((ay)). (4.11)

The restrictions in the domain of the @, suggest that we make the replacement a;~a,,,_ ,. Thus, the do-
main restriction is restored to the form it has in (4.8) Note the product of the potentials transforms into
itself under this relabeling. Finally, consider the ¥, ¥, term. Here, the effect of a;~a,,, _, is

Z (1- a,)akv, . V,, - E (1- an.1-,) aN.l—qu.x-j . le-h . (4.12)

<r N+l-DN+l-p

Setj’=N+1-k and k = N+ 1—j; then the right-hand part of (4.12) becomes

E (1 akl)a!l [V V!I . (4.13)

1<n
Except for the primes on the dummy summation indices, this sum is identical to that in Eq. (4.8). Thus
we have shown

Dm,lhm(;’;') = Dm,Nom(i' ’:) d

N
-t )M(N+ m)! fd”a( a,(1-a)a,+ 22" a,(1-a,)¥, .Vh)mv([al])' co(ay)), (4.14)

where [@] = ax+ (1 - a)x* according to the definition in Eq. (2.20).
To prove representation (4.8) satisfies the recursion relation (2.22) for D,,, we must show expression
(4.8) or (4.14) satisfies

D, yom (%, X7) = (N + m) [ ‘at EXmty([(E1)D,, p m-1 (€], X7) - (N + m) f “at ENmIAD . Nomr s X)) [5=rer. (4.15)
A (1]

Use expression (4.14) to compute the right-hand side of (4.15). In (4.14), we must make the substitution
Xx~[£]=tx+ (1- £)% and [@,]= ax+ (1- @)% ~ Eax+ (1- Ea)x’ =[£a,]. The two right-hand terms in
(4.15) are, respectively,

N=%

(2B ml [ ag v ] d""a(): ot -a)a ez Tat-a)¥, 9, ) o) oy,

(4.16)
and

—(=1)m" ot - > o (- A
( (Zn _(I]\")';'m) J; dE ENem lAvadNa (Za!(l _a’)A’+ 2 z:qd!(l —a.)V’ * V.)

xv(a, F+(1 —a, k') v(a,y+ (1 —aN)i’)[;=§;+(l_E);,, (4.17)

=1
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These two terms are simplified by several variable substitutions. In the integral (4.16), let £=a, and
ta,~a,. Then, (4.16) becomes

(W)t [ dﬂa[zN:’a,<1 —-:—;)A,+ 23" a, (1 -z—;)'v', -3,]mv([a1]) cevo(fay)). (4.18)

Note that we can extend the sums 33" and 2" from N —1 to N since the coefficient multiplying the Nth term
is zero. For the same reason, the term »([£]) may be moved to the right of all the differential operators
in ()™. In the second term (4.17), the Laplacian operator 4, and the d¥a integration may be interchanged
because the derivatives of v(x) are bounded. The effect of A, acting on the potentials is

N N
Ap(eF+(1 - )R v(ayf+(1 - ay&) =Zza,a,,'v7, V(T + (1 - )R e co(ayF+ (1 - ay)XN.
T (4.19)

Let a,£—a, for j=1, N and let £=a,,. Then (4.17) becomes
N N
(-1)"’(N+m)lf . 1 ( oy ( o \= = 1™
N e Ad amLNda,m z a, 1—am>A,+2 E X l—aN.1>V’ V,]

XZN:ZN:U’OIW Vwe,D:v((ay) (4.20)
=t o i L] 1 Ny - .

2
=1 N+1

¥
Observe that in v([a,])** *v([a,]), there is no a,,, dependence. Thus, with the help of the identity

ud y N N
d —a, _a s .= 1" - Aidp=> =
dam[z :a,(l -5 )A,+2 Z’a,<1 -a;ﬂ)v"v"] T DI =1 A 4.21)

2
N+l e Yy

the da,, integral can be evaluated exactly giving us two terms. The term from the lower limit a,,, =0a,
is the negative expression (4.18). Thus the entire right-hand side of (4.15) now reads '

m N ’ Ll n - m
DN+ m)l le+m)l Ld"a(z al- a,)A,+ZE a,(1-a)¥,- V,,) v([ay])- - -vl[ax]) . (4.22)

But, this is the formula for Dy yem (%,%’). So we have established that expression (4.14) satisfies recur-
sion relation (2.22).

Our exact representation (4.8) is a convenient starting point for the investigation of the general struc-
ture of the functions D, y,(%,%’). Recall that the value of m in Dy, vem(X, X) gives the order in g of the
contribution of Dy yom t0 Py,m. The index N is associated with the Nth Born term. The classical term
is m=0. Expression (4.8) is just the d" a integral over the product of potentials. Because of the sym-
metry of the integrand in @y, ..., @y the integral gives

1 N
Do &%) = ( [ da(@))” =D&, %" (4.23)
0
Another simple result is that for the first Born-term-generated parts of Dp, y,n. Setting N= 1 leads to
. ‘
Dy 1on®, %) =(=1)"(m +1) [ do[a(1= a)]"ams)(@) . (4.24)
0

The diagonal case reduces to

m!l(m+1)!

D, 1om®, %)= (=1 50 )

amy(x). (4.25)
Consider next the semiclassical term. This term is defined by representation (4.8) with m=1, viz.,
N , N
Dy &, %) =-(N+1)! fd"a(f. a(1-a)a,+ 22” a(1-a)v,- V.)v((ai)). < o((ay)) . (4.26)
A
Carrying out the integration over d"a in accordance with domain restriction (4.3) leads us to

1
Dy ya (&, %) ==-N(N+1) (fo daa(l- a)(Av)((oz)))Do.i(i, )Vt

2wv-ovae(f S dasdonen(1 - a)(F(e) - (Fo)(a)) Do, &X' (427
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The diagonal case reduces to
+ - - -
Dy ®, 0= T o 180 R)

S ONNED gy o)) .

(4.28)

In this manner the functions Dy, y+n and P, may be
systematically calculated. In Appendix B we
quote the values for the first four off-diagonal P,
and the first six values for the diagonal case.
From our experience so far, it would seem that
beyond n~10, the structure of the functions is
sufficiently complicated that one would have to
use a computer to determine them.

V. CONCLUSIONS

This paper has constructed the asymptotic ex-
pansion for the N-body Green’s functions, in the
case when the potential interactions are smooth
functions. The asymptotic expansion is shown
to be determined by the functions P,(X,%X’;¢). The
resultant semiclassical expansion is a consequence
of the Laplace transform of the matrix element
representation of e®¥, viz.,

(%|e® |%r) =(X|e®Ho|X) FX,%;8,9), (5.1)

— n
P&, 26,00 2 o P& F50). (5.2
n=

The factorization in Eq. (5.1) allows one to define
a smooth semiclassical limit. The essential sing-
ularity in the ¢ -0 limit is restricted to the factor
(X|e®%o|%X’). The configurational function, on the
other hand, is continuous in the limit ¢~0. The
semiclassical approximation that this factoriza-
tion in Eq. (5.1) makes possible is to keep g equal
to its quantum value in the function (X|e*#o|%’)
while at the same time letting F(%,¥’; 8, q) be ap-
proximated to any finite order in q. .

In the course of our analysis, we have solved
the recursion relations that define the P,(X,%’;q)
and we quote in Appendix B the specific forms of
’these functions. The apparent advantages of our
approach to semiclassical expansions are the fol-
lowing: It is valid for any space dimension (or
number of particles), it is defined for both on-

and off-diagonal matrix elements of the Green’s
functions, and [since the P,(%,¥’;¢) are computed]
it is explicit. The expansion obtained in (5.1) and
(5.2) has close links to the semiclassical expan-
sions derived from the Feynman path-integral
representation of quantum mechanics. %% For
example, the path-integral method has been used
to compute semiclassical expansion for Tre™.
A d¥ integration of Eq. (5.1) after X’ =X also con-
structs this same trace. The semiclassical ex-
pansion, which comes from using formulas
(B4)-(BS6), is in agreement with that given
by Yaglom.?* One extensive application of semi-
classical methods has been to determine the dis-
crete spectra of a system with Hamiltonian H. u
The usefulness of our Green’s-function expansion
(2.4) for this purpose is not clear and requires
further study. Since the expansion (2.4) is built
up from a high-energy asymptotic series for
(X]|G(2)|%"), it is not directly suitable for des-
cribing the bound-state poles in (X|G(z)|%’). Such
poles always involve potential effects to infinite
order and would not be described by any finite Mth
order k truncation of the type given in Eq. (3.51).
There are two groups of problems intimately re-
lated to the expansions described here. The first
is the semiclassical expansion of the few-body
virial coefficients.!® The direct part of the N-
body virial coefficient is just the x integral over
the diagonal matrix elements of the fully connected
cluster that is associated with e™#¥. Note that
since our expansion is valid off-diagonal, one can
compute semiclassical expressions for exchange
contributions to the higher virials. The second
set of problems wherein the method described
above is already in partial use is the statement
and derivation of sum rules (or trace identities)
in scattering theory. Using the theory of time
delay, it is understood that the classical expan-
sion Eq. (3.44) leads to sum rules in classical
scattering.? The quantum asymptotic expansion
(2.4) has been the basis for deriving trace iden-
tities in the 1D case.?® In the 3D case, one can
obtain the time-delay type of sum rules.>?’ Re-
cently, the diagonal form of Eq. (2.4) was used
as the starting point for deriving an infinite class
of sum rules that assume the form of the power-
moment problem. 28

APPENDIX A

In this appendix, we present a derivation of the integral form of the Nth Born term. The heat kernel Eq.
(2.8) provides, through the Laplace transform, a representation of the free Green’s function in d dimen-

sions, viz.,
X-% )2>

(%|Gol2) %) = fﬁ dBe™™(47pg)*"? exp (_ 20,
(]

(A1)
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In terms of (A1), the Nth Born term is defined as

B, (%, i;)__,f f 4B, +* By [(47q) 1B, +  * By [ 420" Brre+sB )
0o 0

RoLy Gotr_ . G-Tr)
48,9 48,9 4B ynq

% f jdxl...dxnv(ﬁl)...v(ﬁh,)exp(_
(A2)

Our derivation of Eq. (4.5) for B,(X,%’) proceeds by a succession of variable changes in (A2).
The first step is to define new variables by
B=31+Bz+ tt +BM1 ’ ﬁiZO,
. A3
a‘=(ﬁl+,32+---+/3‘)/,8, 12,20, i=1,N. (A3)

Note dB, ** * dBy, =B"dBda, * + - da,. Furthermore, the domain for the o integration satisfies the constraint
0<so,<a,<' ' <ay<1, The quantity in large parentheses in (A2) is proportional to

> = \2 (= = \2 > = \2 > =,\2
- X, —-X XN-1—-X, Xy - X
63 x1)+(1 2) +...+(N1 ) +(~ )

A4
a-a, a-a ay-ay, l-ay’ (4
where o,=0. Expression (A4) can also be written
N >
1-w,,) e (1-a)%,_,+(a,-a,_)%\?
X-%)+ ( k=1 ( - R/Rp=1 y k-1 . A5
k=21(ak— ak-l)(l_ ak) o 1- Qs ( )

In (A5), X,=X. Equality of (A4) and (A5) is established by induction. Assume the equality holds for N, then
use of the algebraic identity

). e

Xy —Xn,1)? + Ry —1?')2_,: 1 &y - %)%+ (1-ay (in - (1 — ay )%y + (ay,, — ay)X’
Oy, — Qy l-ay,, 1-oay (=@ )=y )\™ 1-ay

shows the equality of (A4), and (A5) holds for N+1. Thus the integral for B, takes the form

By(X, %)= f ) dp Y e**(4mpq)4/* exp (- 71%; (%- i')z) fA d¥a[(4nBg) Yo, (0, — )+ (ay= ap (1= a)]e?
(o]

x I,j f dx,v(X,) e"p[‘ : Ct (ik s a.-l)i,)z]’ (47

Zﬁ;(ak—ab_l)(l—ak) 1-a,,

where (A7) uses convention (4.3) for the da integrations. Here we see that the usefulness of expression
(A5) is that it allows us to display in the integrand of (A7) the kernel for the function (8/82)7(X|G,(2) |Z").

The second modification of (A2) is to shift the X, variables in (A7) so that the exponential on the right-
hand side is simplified. This variable shift is carried out by the successive substitutions

=% +(l-a)X+a%,

% -3 +(1+a2)1’cl+(a2—a1)§'
2

R RO )
- - - b3 - Q,. X’
Xy =X, ‘1 a.)x.i 1_+ g:.. 1 = ’

The net result of this successive change of variables is the replacement

-
X, —-X,+

1-o, » e l_ah" b
= Kot "+ e F+(l-a)r+aX. (A9)

Thus the dx, portion of B, now reads

l—ak-'l

N
-II (1-a,)) ..2) (.. l-a, . . . 1l-0 -
X—k-l fdi*exP( 4Bq(a,-a, )1 - a,,)x' Y\t T ak_lx*‘1+ 1o a1§1+(1—dk)§+akx'). (A10)
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Finally, let the variable y, be

R T R |
Yz (43‘1(‘1&_ ak-1)1(1 - ak)) Ze (A11)

With this substitution, (A10) becomes

X =(489) M a,(ay - @) -+ (@y=—a )1 - a2y, (A12)
. N
v= [ [ ageagyexl-Gree 13D 7,4 (@), (A13)
k=1
where
- 2 1 I \
‘Y,.=(4Bq)1/2(1 - ak) le.(l—_&:— 1= a,_l) Vs (A14)
(a)=(1-a)X+aX . (A15)

Here it is seen that the multiplicative factor before the Y integral will cancel the similar factor in (A7).
The last modification of the B, integral is to represent v by its Taylor series expansion and to execute
the y, integrations. The Taylor series in d dimensions for v is

AT +(a)) =2 nl!(ﬂ "V7,)"'v((ak)) =[exp(¥, * Vi) Jvg - (A16)

In (A16), the notation V,»((c,)) means that ¥, acts on v(X); then X is replaced by («,). For v((a,)) we often
write v,. Insert (A16) into (A13), thenthe product of all the potential terms is

N, o ul 1/2 N
exp(§ Ve ! V,z)v1 .. vk=exp[(4ﬁq)1/z Z(l _la‘ - _la,d) 7, '(;;i(l - ak)vk)]vl . (A17)

i=1

Consider now the integration over the variable '}", in Y. We see from (A17) that we have succeeded in fac-
toring all the 7, dependence. Thus, each ¥, integral may be carried out independently of the other § inte-
grals. The total exponential dependence in the ¥, variable is

- 1 1\ - =
E-{y?—(‘lﬁq)”z(l - O‘;_l_“"T) V,-(g;(l- “k)Vk)]

§=

Thus we have
1 1 N 27 .
[aviesv, - vp=atn exp[<ﬁq)(1_—a-1—:r)(2<1 - ak)v,.) ]v; vy (A19)
i =1 k=4

In obtaining (A19) we have used
fd? e /2 (A20)

for any constant vector 4. Multiplying all ¥, integrals gives us ¥. The resultant exponential operator is
given by

N 1 1 N e & ’ . ,
2(m;—m)<§(l— C!k)Vk) =,=21(1— a,)a,A,+2 Z aj(l— O‘k)V,: * V. (A21)

=1 1sj<S N

So the complete expression for ¥ becomes

N X
Y=77”"zexp[(ﬁq) (Z' a(l- aJ)A,+ZZ a(l-a)V,- —6&)]”1 Uy (A22)

This explicit formula for ¥ means that we have succeeded in doing all the dX,«++dX, integrals in (A2). The
result is just a differential operator on v, *** v, The function ¥ depends only on g,q and X%, IfYis
combined with (A12), (A10), and (A7), then Eq. (4.5) for B(X,%’) is obtained.
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APPENDIX B

In this appendix we list the results of our determination of the functions P,(%X,%’;q). These forms are
important because any application of the semiclassical expression described in Sec. III will depend on the
formulas quoted below. The off-diagonal results from n= 1 to 4 are given as well as the diagonal values
for n=1to 6. P,(%,%’;q) is given by Eq. (2.23):

P&, %;0)=[P.& %; OF -2¢ | doa(l-a)av)((@). (B1)
1]

The factor (@) is that stated in Eq. (4.6). In this formula the first term on the right is the classical term,
the last is the first Born-term contribution:

P,(X,%;9)=[P,(%X,%;9)]° -q <6P1(§,§:;q) f *daa(l - a)av)(@)
+ 12f0‘a1‘m2‘1f dada,a (1 -a,) (V) (). ('51))((012)))

+ 3q2f 1dOl[ct(l —a)]z(sz)((a)) . (B2)

The term proportional to g contains the cross term that is the product of the classical term and the first
Born factor, plus a scalar formed of the dot product of gradients:

P,X,%;q)=[P,(%,%";9)]* - 6q (2[P1(§, % q)F j;lda a(l - a)(av)((a))

+8P,&%, %) [ [ dadae, -a) @)@ F)@,)
osa €a sl
cuag{([ faman -axanwen)fsaf [ dadae-e)F@ S @ De)
0 0%a <0 p€1

+P,(%,%;9) f 1dc\z[Ot(l -a)P(a%)((a)

+ 4f f da,da,a (1 -a,)¥, -'ﬁz)(al(l - a, av)((a,)v((a,))+ a1 —az)v((al))(Av)((az))>]
0% €a <1
_‘4q3(f ldoz[ot(l —a)]3(A3v)((a))) . (B3)
1]

Formula (B3) starts to show the complexity that is characteristic of the higher P (%X,%’;q). Clearly there

-

is a rapidly increasing number of ways of forming scalars from the operators V and A.

The diagonal values of P,(X,X’;q) are obtained by setting %=%" in (B1)-(B3), etc. When the formulas
quoted below are reduced to the d=1 case, it is seen that upon comparison with the formula of Ref. 1 they
have substantially more terms. Since the invariant polynomials in the 1D case construct the constants of
motion of the KdV equation by an X integration over the real line, all the total derivative terms in P, are
omitted in the formulas given in Ref. 1. We keep all terms contributing to P,(X,%’;¢) since they are nec-
essary for the asymptotic series (2.4):

P,(%,%;9)=v(X), P,XX;q)=v&)’ —g3av(®), (B4)
P,%,%q)=v&°- dv®) a0 +3[VoX)]?} +9% L A%(%), (B5)

P,(%,%;q)=vX)* - q{2vX)?Av(X) + 20X)[Vo(®)]?}

+q¥20®) A% @)+ S A0 @N2+ AT, - T,)20,@)0, () + £ Vo®) - V20 @]} -¢°% 2%(R), (B6)
P,(%,%;q) =v® -q{¥v3Av+50%(Vv)*}

+q* v A%+ Fu(Av )+ 3 Av(Vo )2+ $0(V,- ¥V, 0,0, + 49V - V(Av)+ 2(V, R AICARATRIN

—q*{+vA% +5A0A% + 47,V )Pvw,+ A9,V 2A00,+ 20 -V(a)+ ¥[V(av)PH+ g ge A%, (BT)
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P,(%,%;q) =v® - q{5v*av +100°(Vv)?}

IR

+q¥42038% + 50%(&v 2+ 10080(Vv )*+ 402(V, * ¥, )0,0, + 1207V - ¥ (Av)

+120(V, +9,)(V, Vv w0+ 3[(V0 2P}

- g3 v2A% + 20808% + $(AV P+ A% (Vo )2+ $ Av(V, + V,) 0,0, + 4 Av[Vv - V(4v)]

-

+20(V, --52)3vlvz+ #:;(‘61 '-62)2Av‘v2+ 29[V - V(a%)]+ ¥ o[V(a0)P

- -

+ 3V, V)2V, V) 0,00, + 8 (V,* V,)(V,* V) Avw0,+ BT, - V)V, V), 80,0,

+ % (-61 * -62)(-61 ¢ -63)(V2 ¢ va)v1vzva}

+q' [Rvat+ 2avaty+ &8P+ (Y, V) 0,0+ KT, VP800, + (T, V,)3(A%, ),
+ BT, V,)0280,80,+ £ Vv - V(a%)+ BV (a0) - V(A%)] - g° A A% (B8)
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