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A scattering amplitude for particle-atom collisions is developed in the eikonal approximation, taking into
consideration the second-order term in the phase function of the S matrix. A finite value of the average excitation

energy of the atom in its intermediate states is retained in each order (except the first) of the perturbation series. For
zero excitation energy the second-order phase function reduces to twice the second-order Wentzel-Kramers-
Brillouin phase shift for a static potential. Our amplitude becomes the modified Glauber amplitude by putting the
second-order phase function equal to zero. The new amplitude satisfies the unitarity theorem to all orders of the

coupling constant. It is free of all the shortcomings of the conventional Glauber theory.

I. INTRODUCTION

A variety of eikonal approximations of the scat-
tering amplitude for particle-atom collisions at
intermediate energies have had certain achieve-
ments to their credit. The basic approach goes
back to Glauber' who designed his theory in order
to tackle the complex multiple-scattering proces-
ses involved in the high-energy collisions of par-
ticles from nuclei. It was introduced into the
realm of particle-atom scattering by Franco, '
and Birman and Rosendorff. For particle-atom
scattering the conventional Glauber theory suffers
from a number of shortcomings, the most im-
portant of which are the following. (i) The lo-
garithmic divergence of the imaginary part of
the elastic amplitude in the forward direction
because of the long-range electromagnetic
forces. (ii) The excitation cross sections for
states for which (L& -M&) —(L,. -M, )is an odd.
number are identically zero. Here L«, M&, and
L„M,. are the angular momentum quantum num-
bers of the final and initial states, respectively.
The calculation of the orientation parameter A. is,
therefore, meaningless in this theory. On the
other hand, the excitation cross sections for
which (L& -M&) —(L, -M, ) is an even. number turn
out to be enhanced in the Glauber theory. (iii) It
does not distinguish between scatter ing of positive
and negative particles.

The first two problems can be removed by in-
troducing an average excitation energy of finite
value of the atom in its intermediate states. This
has been worked out' recently in a. consistent way
by retaining only the leading term in inverse
powers of the momentum k of the scattered par-
ticle in each order term of the amplitude. In
spite of the finiteness of the excitation energy,
the perturbation series can be summed. After
making use of the usual eikonization process, the

amplitude obtained, (called the modified Glauber
amplitude MGA), resembles the conventional
Glauber amplitude in character but is without the
shortcomings of (i) and (ii). It has been proved'
that the MGA satisfies the unitarity theorem (to
all orders of the perturbation expansion). The
MGA has been examined' ' by analyzing elastic
e -H scattering for 50-200 eV. One interesting
result obtained is that the average excitation
energy is essentially independent of the incident
energy. As to the agreement with the experi-
mental data, it turns out to be very good, pro- .

vided one adds to the MGA the real part of the
second-order Born term Ref . This is a
rather unsatisfactory situation from the theo-
retical point of view, as the addition of one single
term to the MGA has no theoretical justification.
The only rea son given is to get a reasonable
agreement with the experimental data of a certain
kind (elastic scattering, for instance). That it is
theoretically unjustified and inconsistent follows
clearly from the fact that this amplitude (MGA
+ Ref ) violates the unitarity theorem.

It is the purpose of the present paper to derive
a scattering amplitude for particle-atom col-
lisions in the eikonal approximation which satisfies
the unitarity theorem and does not suffer from the
shortcomings (i) -(iii) mentioned above, with
which the conventional Glauber amplitude is bur-
dened. As has already been mentioned in Paper
I (Reference 4) the technique developed there
opens the way to the possibility of inclusion of
the second (and higher) order term-s in the phase
function of the S matrix. Here we are concerned
with the second-order phase function only. In
Sec. II; an amplitude of the second order with
fixed intermediate states is developed in the
eikonal approximation which corresponds to the
real part of the propagator in momentum repre-
sentation. For elastic scattering it coincides with
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the real part of the second-order amplitude. It
depends intimately on the second-order phase
function. The latter is discussed in Sec. III. In
Sec. 1V the complete (including all orders) scat-
tering amplitude is derived after summing over
all intermediate states, keeping the average ex-
citation energy at a finite value. This amplitude
is unitary and reduces to the MGA by putting the
second-order phase function equal to zero. A

simple expression of Clebsch-Gordan coefficients
for large angular momenta is derived in Appendix
C.

II. THE SECOND-ORDER AMPLITUDE

f."~„, f=& "&' '(al~ )'(i)(v)G(r„F)

Here Oi, af, and g denote the quantum numbers
of the initial, final, and intermediate states of the
atom, respectively. The vectors k- and k arei . f
the momenta of the scattered particle in the initial
and final states, and G is the free-particle Green's
function

e ia, lr2~1I
G(r„r, ) =

r2 —r1

We shall start with the evaluation of the scat-
tering amplitude of the second order. We follow
closely the first part of Sec. 4 of Paper I. We
take the initial state of the atom to be the ground
state. The axis of quantization z is taken along the
direction of the initial beam ki

The second-order amplitude is given by

with k, being the momentum of the particle in the
intermediate state o. The interaction V is the
Coulomb potential between the scattered particle
and the electrons and nucleus of the atom. p is
the reduced mass of the system.

Making use of the angular momentum expansion
of the matrix elements, the Green's function, and
the plane waves we obtain

f —(47))$2~k Q (2/ pi) / i)l 2lgoy;- /(6)/~ )
l2l1 10& L2L1

2
&& & '"""(kk k, ) i (2L'+l)' ' C(/ I, ';/ „00)C(/ L'/ „' -M M -M, ) (4)

since the angular integrals are easily worked out. The C's are the Clebsch-Gordan coefficients, Mp Mi,
M2=Mf, and M, =M, are the magnetic quantum numbers of the atom for the states O„of, and o, respec-
tively. L', and I 2 are the angular momenta exchanged between the scattered particle and the atom at the
two vertices. 8„y, denote the polar and azimuthal angles of the outgoing particle. The radial function
is given by the expression

t(), '„". "'"'()')kp;)=f j, I)&x)f', (r)g, (kx„kw)f'f" (r, )j, (kx, )r',r, drdr, ,
0 0

where the functions f,(~, ' are defined by the expansion

(6)

and j, is the lth spherical Bessel function. g, is the radial Green's function, defined by

j,(k,r, )hI"(k,r, ) for r, & r, ,
g, (k,r„k,r, ) = . (,)j,( rk, ) ,

'h(k, r, ) for r, & r2,
where

h',"(p) =j,( p) + in, ( p)

is the first spherical Hankel function, and n, is the spherical Neumann function.
Making use of the definition of g„E(/s. (7) and (7') the radial function becomes

, (7)

(7')
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00 ()0

dI, '„".' ' '(k ikk;) f=j, (krr~) j, ,"(r,)j, (k r, )r,'dr, j, (k,r, )f„' (r,lj, (k, r, )r', dr,
0 0

( ra
+i j, (k&r, )f, ,' (r, )n, (k,r, )r,'dr, j, (k,r,)f„'(r,)j. , (k,r, )r', dr,

jl kfr2 g g r2 j7 kgr2 r2dr2 nl kyar] y ~ rg jl (8)

The first term in this expression (the real part of (R) has been dealt with in detail in Paper I. It gives
rise to the second-order term of the modified Glauber amplitude. The contribution of the remaining two
terms (called the j,n, terms in Paper I) of Eq. (8) to the second-order amplitude will be discussed here.
We shall denote the corresponding amplitude by Rf,",', . The reason for this notation is the following: If
one writes the amplitude in momentum representation then the real part of the propagator (q' k'„—-ie) '
leads to the same amplitude. This is easily verified. Also, for elastic scattering this amplitude coincides
with the real part of the second-order amplitude.

Taking advantage of the function

J, ,
' (x) = g i'3C(/, /2/„00)C(/, /, /» mim2)j, (x)

lg

which was introduced in Paper I, we find from E(/s. (8) and (4)

Af"' = —(4w)' 'k Q (2/, +1)' ' "y' ~j(g y )(2L,'+1)' '(2L,'+1)' 'C(/, L'/ '00)C(/, L,'/„' -M+ -M )
l27y, L2Lg

OO (I,') 00

j, k&r2,' r, j, kr, r,'Cr, n, kr, „.' r, Z, ~F' k,r, r', dr,

OO

(z, ' r2 (z, 'r j, (k r)f, ,'(r)n, (k r)r'dr, j, (k r)f„'(r)d, ' '(kr)r'dr).

(10)

So far everything is exact. We shall now perform the eikonization of the above amplitude by introducing
the appropriate approximate expressions of the functions J', 77 2, j„and n, . First the function J

7 7
' lt

has been proved in the Appendix of Paper I that for /, » E2 and x» 1 J
7 7

2' behaves in the following way:

j„(x) for (/, —m, ) even,

2+
in, (x) for (/, -m, ) odd,

where g is defined by sing =(/| i-,')/x.
We thus get, for the amplitude, after summing over L,' according to E(I. (6),

Af, „=—(4&)'k,i" g (2/, +1)'i'i" "I',,"j'(g„p,)(2L,'+1)'kC(/, L,'/„. 00)C(/, L,'/„—MzMz M,)—
7271, L2

x j kr ' 'r, jl, kr2r&«2 n, k,r, r', dr, oe ' ~" Vb+k. z .f
0 r2

j, (k,r, ) for (L, -M, ) even
+ j „(kfr2}f, , (r, )n, , (k,r, )r,'dr,

in, k&r, ) for (L -M ) odd 0

~,,(k.r, )r;dr, (oe *""i V(b+k, z„.F) i&,)
0

j, (k,r, ) for (I-, -. M, ) even
X

in, ,(k,r, ) for (I-, -M. ,) odd (12)
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where b =(l, + z)/k, is the magnitude of the imPact Parameter and y is the corresPonding azimuthal a.ngle
of b.

Next, the large l, large k with l &kr expansion of j,(kr) and n, (kr) is given by'

j,(kr)

nr(kr) &

with

(=D(k, z, b) (

cosc i

a, =k(z —b cos 'b/r) —v/4
(13')

(r2 ba)z/a

The amplitude D is a smoothly decreasing function with a weak dependence on l. It is discussed in detail
in Sec. III. We are now ready to discuss the integrals in Eq. (12) in more detail. Let us initially concen-
trate on the first integral.

A. The contribution of the first integral in Eq. (12)

As is seen from Eq. (12) we have to distinguish between two cases, (1) (L, -M, ) even (even intermediate
state) and (2) (L, -M, ) odd (odd intermediate state).

1. (I. -N ) even

The product of the Bessel function and the Neumann function under the integral sign over x, is, according
to Eq. (13),

n, ,(k,r, )j, (k,r, ) =2 D'(sin[a, ,(k, ) +a, ,(k, )]+sin[n, ,(k,) —a, ,(k, )]). (14)

As Ba,/Bk =z for fixed l and r„we have that [a,, (k,) -n, ,(k, )] is equal to (k, -k, )z. Thus

J n, (k,r, )(oe '"~~
~

V~ p,)j, (k,r, )r,'dr,
r2

D ge '"" V 0] sin o,, k, +ca, k) +sin k, -k, z, ,z,dz, . &5

By Eq. (13') we definey, by a, =k» —v/4. Then

sin[a, (k,) +a,,(k, )]=- cos[k,y, ,(k,) +k, yg, (k,)].
As k„k& are large, and y, is a smooth, slowly varying function of the momentum, the first part of the
above integral is evaluated with the help of the stationary-phase method. ' The dominant contribution comes
from the lower limit as there are no other critical points in the region of integration. We get

with

~ ~

ob
u e-"~

IP(ve '"~'
~
V~o,) sin[a, (k,)+a, (k,)]r,z,dz, = Re exp[--l[k,y, (k,)+k, y, ,(k, )]}

g2 Pgf
(16)

a, =D'(z, ) (oe '"o'~ V(b+k, zm;g) ~o, )r,z, .
k is an average of k, and k, . As By, /Bz =z'/r' for fixed l and k, the integral, Eq. (15) becomes

(16 ')

r
40 r'3

n, (k, -rg)(oe '"~'~ V~a, )j, (k r, )r', dr, = ' D'(z, )((re '" '~ V(b+kp„L)((r) cos[a, (k,)+o, , (k, )]
r2 2

+2 xiziD'oe '"ff" V o, san ka k& zydzy.
C2
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At this point it is worthwhile to introduce the function

H„, (b, z) =(o,e ' &~
~

V(b+k z /;)
~

e '"2"o2)e "~' ~'". (16)

which was defined in Paper L By Eq. (6), 'the matrix element (o,e '"'"
~

V~ e '"~"o,) has definite parity with
respect to the transformation z - -z. It is even (odd) when [(L, -M, ) —(I., -M, )] is even (odd). We can
therefore express the second term of Eq. (1'7) by the above function

(19)y',z,D Oe " V 0~ sin k -k] z,dz, =2i y',z,D H ' b, z, dz, ,
+x g2

where H'" is the odd part of H.
Our next task is the evaluation of the sum over /, . Let us start with the first term of Eq. (17). For

j», (k,r, ) we again make use of Eq. (13). Furthermore, we notice that it is permissible to take the function
D and the matrix element of V outside the summation, because (i) both functions are smooth, slowly
varying functions of the impact parameter b, (ii) The triangular relation &( ,/Ll, ) and /, »L', assures
l, = l, . We are therefore, according to Eq. (12), in need of the sum

CI'~&i (z,) = Q i "C(l,L,'/„' 00)C(l,L2/„-M'I M~ -M, ) cosa», (k4) cos [»).„(k,) +»&. », (k»)].
lj

(20)

We show in Appendix A that for /, large the above function is given by

C' )&, (z ) = »i &, af &4 z»»»»jl »»4) ol

l2L2 2 2 2L'+1

x([Y'"&I "o(»& y)]4 [e «»& "»&+( 1) e »~»"-»']
Lt P

( 1)L2 [y'»»y-»»4(3g q)][8»»a» &&» N»2(k»&. & +( 1 )»& o»»N &2»k»)+2»M»2 k4) &]j,
7

2

(21)

where & =L,' —(M& -M, ) and cos/& =z,/r, . Hence, the sum over l, of the first term of Eq. (17) of the first
integral in Eq. (12), for even intermediate states becomes

00 (L'
cosa, (k&)f, ,' (r, )D'(z, )(oe '" '~ V(b+k»z„/;)Io»)C», '~&.(z,)r', dz, .

0

(22)

According to Eq. (21), this expression factorizes into eight different terms, six of which are negligibly

~mall because [n&(k)+n/4] is prop'ortional to k. The remaining two terms depend on the difference of two

»x»'s which is k independent because [o»»(k, ) -a»(km)]=(k, -k2)z. Therefore Eq. (22) becomes

n Af -N
l2+ Ny- JI/I e""» "&" r'D'(z )dz f'~2'(r )[F ~ (/) y)]*[e "»&-~»&*2+(-1)~e«»y-»»&42]

16k 2L ' +1 2 2 2 esty 2
2 0 2

x(oe '" '~ V(5+5,z„g)~,). (23)

Finally, the summation over L, in Eq. (12) is easily carried out. Remembering the expansion of the matrix
element of V of Eq. (6), the summation of Eq. (23) over L,' becomes

» +»» -»» A ~

i '2'"f & r42D dzm(oze ™t'
~
V(b+k»zm; g)

~

8 z44o)
0

x (oe '" "~ V(b+k, z, /;) ~o»)[e "'»-'»" +(-I)'e'"~-'»'"] (24)

Now this expression can be written in a more concise way by making use of the function H, , of Eq. (18).
It is easily verified that, for even as well as odd values of (M& -M,), we have

(o~e»"&'
~

V~e ' 'o)(oe '"
~

V~o»)(e"' &' »'*+(-1) e" » "»'*) =2(H Q )'" (25)

where the superscript (e) means the even part of the product with respect to z. This is due to the fact that

L,' is even (odd) when (L& L,) is even (od-d); thus & is even (odd) if (L& -M&) is even (odd) because

(I-, -M, ) is assumed to be even. Expression (24) therefore becomes

Mn
i »2 N~-»» r4D4(H H )» )d

8k 0
fy~fy ea»

(26)
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It follows that the contribution of this term to the second-order amplitude Eq. (12) is

z g(2(e,))'eY, z(eji, ) f r jj H, ,H„dz. (27)
-0 ~ OO

The summation over l, of the second term of Eq. (17) is easily performed. According to Eq. (12) and Eq.
(19) we are in need of the sum

2 i Q i "C(/,I,'/„00)C(/, L,'/) .j-M+~ M,-)
l

OO (Ld OO

j, (kfr, )f, ,2 (r,)j, (k,r, )r',dr, r,z,IP(z, )H;(, )(b, z, )dz, , (28)

which becomes, after making use of Eq. (9)

1. " . (L2) (-Mf Mf -Mg)
(28')

g2

as the r, integral is virtually independent of /, [for clarification, see the text after Eq. (19)]. Now, with the
help of the l large, k large approximation of the function J'...', 2' given by Eq. (11), and subsequent sum-
mation over L,' this expression becomes

i""z "'"&e f z,z,dzj, ()zzz)(eze ' "z'I (i(&eel,~; )(I
'e" 'e)

0

~j,,(k,r, ) for (I.
~ Mq) eve—n

2
)in, (k,r, ) for (I& -M&) odd

where we have made explicit use of the fact that (I., M,) is e-ven. Next, we make use of (i) Eq. (13) for
the Bessel functions, (ii) the definition of the function H. .. Eq. (18), (iii) the fact that under the integral
sign the dominant term of coso. „(k&)cosa„(k,) and cosa, ,(kz) sinn„(k, ) is —,

'
cos(kz -k, )s and ——,

'
sin(kz -k,)z,

respectively, in order to convert Eq. (29) into

(30)

In conclusion, the contribution of the first integral in Eq. (12) to the second-order amplitude I/f,"' for
algae»

even intermediate states is given by Eq. (27), and Eq. (30) summed over l„

—e'"i "zQ (2), e()'Zj', "z(i (e) if z'jj'(H. .jj,.)"'u ii fz ezzijj'Ht: 'az, f, r z jzjj'er.rz)
f2=0 0

2. (I. -N, ) odd

In this case, according to Eq. (12), we are in need of the product of n„(k,r, ) and n, ,(k,r, ). By Eq. (13),
we have

n„(k,r, )n, (k,r, ) = 2D'I( cos[c((—,(k,)-+c(, (k,.)]+cos[c(,,(k,) -a, (k, )])~ (32)

Putting this expression into the r, part of the first integral of Eq. (12) gives

k,r, oe ' ~' «» '"r k»r, rj.dr1
r2

OO

=2i D r,z,dz, Oe ' " V 0» —sin k y, , k +k»y, , k» +cos k, -k» z, , 33
g2

where y, was defined after Eq. (15), and again use has been made of sc(,/sk =z. As in the even case, the
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first term is evaluated by the stationary-phase method. We obtain

i n, k,x, Oe' &" V 0,. n, , k, x, x',&'1
r2

~ 3 OO

D'(z, )(oe ' &"
~

V(b+k, z„'g)~oi) sin[n„(k) +u„(k)]+ zi D'y, z, H,",,'(b, z, )dz, , (34)
2 g2

where again we have taken advantage of the definition of H„, , Eq. (18). As can be seen, the second term
is identical with the corresponding term of Eq. (19), for even intermediate states.

Our next task is the summation over /, of the above expression. The first term of Eq. (34) yields [see
the explanation after Eq. (19)], according to Eq. (12)

cosa, , k&, ,' ~2 D'z2 Oe ' " V b+k,.z»f 0, ,"~, z2 r'2d~»
0

where the function S", ~ ~ is defined by the sum

(35)

SI&~&;(z,) =i g i'&C(/, L,'/„00)C(/, . L', /„-M&M& -M, ) cosi&, ,(k,) sin[i&. i,(k, ) i&. i (k,.)]. (36)
ly

I

Next, we employ the large l2 and k„k, approximation of S", ~ . It is equal to the expression of C", ~
~ oflgL2'

Eq. (21) except that & = [L,' —(M& -M,)] is replaced by (4+1). The proof follows the same lines as for the
function Ci'~&; (see Appendix A). Obviously the contribution of the term proportional to [Yff "'(38,ip)]* of
Eq. (21) is negligibly small because of the rapid oscillations of the trigonometric functions. The contri-
bution of the first term of Eq. (21) to Eq. (35) with 4- &+ I is

1 ml2+ Afy-N~ i(N~-N+) y

16k 2L2 +1

OO
( t

x D f, , i,dz, (e' &«'«f'+e ' &«'«s')[Yz~f '(8, i/&)]~[e' &«'«i'+(-1)«"z '~l««i ]
0

ffy+ 2 2 12

x (oz '
~

V(b+k«id)
The dominant contribution of

(e ia&«(«~& + -iu&3(«~&)[ iu&«(«i & +( 1)4 1 -ja&2(«; &] (36)

is

(36')
i

again, because of the rapid oscillations of the other two terms. Hence, Eq. (37) summed over L,' becomes,
in consideration of Eqs. (6) and (12)

M» A

16k
i"'"f-"& D4~4dz(o 0 ™i'"~V(b+k z g)~e '"~"o)f f

&(oe ' 'I V(b+k,.z;g)~o, )[e '"s-" "+(-I) "e'"& ""]. (39)

Here also as in the case of even intermediate states, the product of the two-matrix element and the tri-
gonometric function is simply given by

2(H, ,H„,)"' .
Equation (39) therefore becomes

OO

j«uf Ng D4/4(H H )(«&dz
8k e~e ofay~

0
(40)

The summation over /, of the second term in Eq. (34) is identical with the corresponding case of even
intermediate states [see Eq. (30)].

It follows that the contribution of the first integral in Eq. (12) to the amplitude Rf~ „;for odd inter-gf OO ~ P
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mediate states is of the form

(41)—w'"('i Q (2(+&)' '2,;"&(dd) 2f D'v' (H .H,.,
)'"dz+Bidf ~ zD'H,".'d, f, ,D H:', 'd,),

l2 0

which is identical with Eq. (31). In other words, the above expression is equally valid for even and odd
intermediate states. This concludes the calculation of the contribution to the amplitude of the first in-
tegral in Eq. (12).

B. The contribution of the second integral in Eq. (12)

1. (L,-M,) even

We are in need of the product j,,(k,r, )j, (k,r, ) w. hich by Eq. (13) becomes

j, (k.r, )j„(k;r,) =HD'(cos[n, ,(k,) +n, ,(k, )]+co. s(k, —k,.)z].
The r, integral of the second integral in Eq. (12) thus assumes the form

g2

r,z)D'(ge ' '~ V~ cr,.)fcos[n, ,(k,) +n, ,(k, )]+cos(k, —k, )z}dz. ,
0

g2 42

rz, D'((Te ™DH~V~(i, ) sin[k, y, (k,)+k;y, (k;)]dz, +z r,z,D'H,",'dz, . (43)
0

As in the former case, here also the first term is evaluated by the stationary-phase method. The signi-
ficant contribution comes, from the upper limit of the integral. Equation (43) thus becomes

r3 1
2D'(, )( ™"~ V(b+k, „g)~,.)

' [,,(k,)+,, (k;)]+—,', ,D'H;', 'd, .
2 0

Therefore, the summation over /, of the second integral in Eq. (12) is given by

r ',D'(z, ) cosn, (k~)f ', 2'(r, ) ((ye ' "
~

V(b +k,.z„g)
~
(i,.) C',".dz,~

4
~

~

~
~
2

4
2 I ~ ~

(~f~
~I ~

~

2
I~ ~ ~

~ h

~

i! 2 ?I

~
~I

(i

2
~

~
~

~I 2
0

g2

fyf/y 2 2 0

where

CI2z. (",) pi "C(/,L2/„00)C(/, L,'/» M&d)d& —M-, ) sinn, (k,) sin[n„(k, )+n, (k, )],
lg

(46)

/)/', ,'"'(x) = P i "C(/, /, /„00)C(/, /, /„. m, in, )n, (z);
l3

the last expression was first introduced in Paper I. It is easily shown that the large-l, large-k approxi-
mation of C", ~ ~ is equal to the approximation of C, '~. , Eq. (21) except for the sign of the second term, i.e. ,
(—l)~2 is replaced by (-1) 2" (see also Appendix A). As previously explained, this term is completely
negligible in the calculation of the amplitude, therefore the two functions C', ,'~; and C",,~; are identical from
this point of view. The eikonal approximation of N'„,', ' has been given in Paper I; it is derived from the
corresponding approximation of &', ,

' ", Eq. (11), by replacing j„by n, for (/, —m, ) even, and replacing
n, by-j, for (/, -m, ) odd.

Equation (45) therefore becomes, after summing over I.,'

&2 )d~ dd r4Dd-coen (k )(& e-'id~(2
~@~

-' e)d)(&e-idd ~y~& )[e' t (H )+( 1) e-i 2
()) )]dz

0

+ ====—- j' ' '" r2Z2j, k~s2 O~e
' &" V ' "0 + -1, AP2 - j 1 —-1

0

g2
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As before, we neglect the strongly oscillatory expressions in the first term of above expression. Thus,
making use of the definition of H. .. Eq. (18), and Eq. (25) this term assumes the form

M« . ,&&2+%~-)B(H r4D4(H H )(e)dz
8k afa aalu0

which is identical with the corresponding term, Eq. (26) of the first integral.
As to the second term of Eq. (48), it becomes, in consideration of the eikonal approximation of the Bes-

sel functions, Eq. (13)

+&&&z-&& - D ( )( &&z"i Vi
-

) (k )
0

x[eB~&2"H) —(-1) e' &2"H']dz, r,z,D'(z, )H'"dz,
aa~ (50)

the dominant term of which, for the same reason as above, is given by

vw g2
g, ~2 +f +a" y'g g)2Q 0 dg y'g D Q @ dg

2 2 2 afa 2 aa~
0 0

(50')

Hence, i follows that the contribution of the second integral in Eq. (12) to the amplitude Rf,(2,), for even
intermediate states is, according to Eqs. (49) and (50'), of the form

af aalu

—z' 'Bzg (21r()' 'F, "z(B B ) 2f r'D (H, H„)"'dz —
8,(B r z O'H"'dz, rzH'H "'dz

)12 0

2. (L,-N, ) odd

Here we are in need of

(51)

(52)j &( kr, )n &(k r&, ) =zD'(sin[a&, (k,)+«. , (k&)] —sin(k, -k&)z}.

The derivation of the amplitude in this case is very similar to the (L, M, )-even -case. It is easily veri-
fied that the second term of Eq. (52) gives rise to exactly the same term as in the even case, namely, the
term given by (50'}. As to the first term, after applying the stationary-phase method and summing over
E, it becomes

where

z,'D'cosa, k " oe-'"a" «; &'r', i ~2«»
0

gtH), (z) =&z g &'2C(E,LB1„00)C(I,L2I„-M&M& -M,) sinn, ,(k,) cos[n, , (k,)+n, , ( )k]&.

(I )
The eikonal approximation of this function is identical with the corresponding approximation ofC&&i&, Eq. (21),
with the following modifications: (i) instead of & appears (&+1), (ii} the positive sign of the first term is
replaced by a negative sign. The proof follows the same lines as for the function CI&~), (see Appendix A).
Therefore Eq. (53)becomes after summing over L2', and taking into consideration only the nonoscillatory terms

Vm. ,-- i"""& "H r'D'(g e &'"&H
~

V~e '"H"o)(ae zHH
~

V~o.)[e "~I "2"+(-1) "e "~)' "& "]dz
16k f

i B&d -2&i I H r D (H,H„) 'dz, (55)
0

which is identical with Eq. (49), the corresponding term for even intermediate states It follow. s that the
contributions of the second integral to the amplitude are the same, irrespective of the "parity" of the
intermediate states.

To summarize, we have evaluated in the eikonal approximation the second-order scattering amplitude
Rf (2,', . (which corresponds to the contribution of the real part of the propagator). According to Eq. (12),af aa~

Eqs. (31) and (41), Eq. (51), and the conclusion after Eq. (55), it is
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determined by the expression
2

( Rf,'2.', . =-I—,
~

v2wi"~ g(l+-')' 'I' "~(e y )

0

g2

(56)

where H, , is defined by Eq. (18), and D is the "amplitude" of the Bessel functions, Eg. (13).

III. THE MODIFIED SECOND-ORDER PHASE FUNCTION

Let us write the complete second-order scattering amplitude. It is given by the sum of Eq. (56) and the
second-order modified Glauber amplitude of Paper I, Eq. (4.18) [which can be derived from the first term
of Eg. (8)]. We find

(
2
f&2) &eyed g (I+X)1/2y Aff(e y-)2@i' ~ ~f~~& 2 s s

(57)

where A~~' =-A~~ is the modified Giauber phase function introduced in Paper I, Eq. (5.19},and

2 00

0

(58)

2l
m cosp

h"'(l/cosP)= —,e""~ tanP[e " 'J (x )+e" 'J (x )]1/3 I 1/3

where

cosP = I/kr, x~ = —,
' I tan'P,

40 +2

Obviously, P,",', . is the second-order phase function for given initial, intermediate, and final states. It
will be shown below that in case of a static potential it becomes twice the second-order %KB phase shift.

To continue with Eq. (58), we have to find the explicit expression of D, the "amplitude" of the Bessel
functions, Eq. (13}. The large-/, large-k expression of the spherical Hankel function, h,"'=j,+in, , valid
for the entA e range l- kr has been given by Watson'

(59')

(60)

where the amplitudes are of the form

y, = tanp —~ tan'p —p .
Now the phases y, and n, of Eg. (13') are related to each other by ly, = o'. , + w/4-x~. We therefore obtain

k" '(I/cosP) = (D iD,) e' -',

1 2ncosP 'I' w . mlD= tanP—[J,&,(x~) cos x~+ —+J,»(x~}sin x~ ——I,12] '

1 2vcosP }'" ' . w&
D, =

I
t—anp J'

„&,(x~) sin x~+ 12 ~

—J,&,(x~) cosl x~ ——
) 12)

(61)

For xz& 1 we get, making use of the Hankel approximation of the Bessel functions

J„(x)= (2/mx)'i' cos(x —vx/2 —w/4),

cosP 1
I(sinP)'. ' k~zz ' (62)
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D,=O. (62 ')

According to Eq. (59'), xi= 1 corresponds to z =z„where z, = b(3/I)'~', thus we have z,«b. Equation (62)
means that for z&z„D, is negligibly small and D simply becomes the Debye amplitude. Now for z +z, it
is still justified to neglect D, in comparison to D. As to D itself, whereas the Debye amplitude diverges
when z - 0, the Watson amplitude of Eq. (61) remains finite. Because J„=(x/2)"/I'(1+ v) for small x, we
get, as is easily verified, at z = 0

(63)

with

2'~'n'(1+ 43 )'a=, ,
)

1.07= 1.81. (63')

The factor 1.07 has been added to account for the small contribution of D,. It is a simple matter to show
that the derivative of D'(z) for small z is negative.

We are in need of a simple interpolation formula for D (z), valid for all z ~ 0 which will enable us to
continue with the evaluation of the phase function, Eq. (58). From the above analysis of D we infer that a
very reasonable and simple expression of D' should be of the form

1D'z}=
b2/ [z 2 / (z /s )2]1/ 2 (64)

Obviously, for z& z, this expression rapidly approaches the Debye amplitude, and for z - 0 it coincides
with the Watson value at z =0.

The results of the present paper are probably very insensitive to the exact form of the interpolation for-
mula. In any case, it is easy to derive a more exact expression for D(z), if necessary.

We shall now make use of Eq. (64) to simplify the expression of the phase function, Eq. (58). Let us
first deal with the last two integrals: for them it is sufficient to use the Debye amplitude [putting z, =0
in Eq. (64)]. On the other hand, in the first integral the above amplitude with z, W 0 is used. This integral
is converted by integration by parts into the double integral

—[r'(H H .)"']"d zdz r'D'(z') dz'
fyf 0 ofy

0 0

the free term vanishes because (H, ,H„.) decreases sufficiently fast at infinity. It follows that the phase
function, Eq. (58) becomes

P,"',
,

= -k(—,
/

/

—j —[r'(H, ,H„, ) "] f x'D'(e')rh.

ooj

with D' given by Eq. (64). Now we have

(65)

(66)a, 2b, xz (z „/a)

where b, = [b'-(z, /a)']'~'. The tan ' function varies from v to tan [2b,(z,/a)/[b', -(z,/a)']} when z changes
from 0 to . In the course of the derivation of the eikonal approximation of the second-order phase func-
tion from the two integrals in Eq. (12) we neglected several terms. One term originates from the integral
from 0 to b [the expressions of the Bessel functions, Eq. (13) are valid only for r& b]. Two other terms
arise from those integrands in which appear functions proportional to cos2n, and coen, cos3o.', [see Eqs.
(21) and (22)]. Now a detailed analysis shows'0 that these additional terms cancel the first term on the
right-hand side of Eq. (66). In conclusion, we are left with the following expression for the second-order
phase function:

~of(to g 2 I 2k'b z, , dr [& (,z, «, ) ] ~ b'r' —b' -z "z /a)'
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In Sec. IV 'we shall see that we cannot neglect the finiteness of z, in spite of the fact that (z, /a)«b .Be-
fore concluding this section, let us apply the above expression to a spherical symmetric, static potential
V(t). In this case H, ,=II„=V., and V is an even function of z. Thus the last two terms in Eq. (6V) are
identically zero. The second-order phase function thus becomes

(68)

In the particular case of a static potential it is permissable to take advantage of the fact that (z,/a) « I&

by taking the limit z,—o. We then obtain

(2)
~

(+3y2) dzI') k'b', dr (69)

which is exactly" " the second-order WEB phase function ( twice the phase shift) for a potential function
v(~)

IV. THE SCATTERING AMPLITUDE

Our next task is to calculate the scattering amplitude as a function of the, first- and second-order phase
functions. I.et us first concentrate on the pth-order partial-wave (fixed f&) amplitude. It is composed of
many terms, all of which are products of n, first-order and n, second-order phase functions. Obviously,
we have n, + 2n, =p. Generally, these terms are of tQe form

z-i&&&y ~~&&) ~& z~&&& &&&}~&2& z~&&~e
) g(&) ( c zw&& &o). . . y(2)f

~
0~-4

& ~
p-). cp-glop ~op-3 m ~m ~m-$[ m-1 c~e~ j.fy~ 2

(o z s&&g &g&&(&) [ o z &&&j &&&). . . &t&(2& (70)~i ~)-...ti ~-. fy20gO]

where Q,
&2&

~ is the second-order phase function with fixed states given by Eq. (6V), and A~&&'~ is the first-
order phase function introduced in Paper I (called the modified Glauber phase function)

y(b+y z g)z" o&-»&~dz
kg-k2 I' 2y (Vl)

'The fact that each term of the amplitude reduces to a product of one- and two-dimensional integrals fol-
lows from a simple approximation which enables us to reduce multiple integrals of (2n+ 1) dimensions
into products of one-dimensional integrals. For further details the reader is referred to Paper I.

The above product, Eq. (70) has to be summed over all intermediate states. To do this, we introduce
the average momentum k of the scattered particle by

ga. , (b,z.„)ff....,(b,z. )

= (c,&z" ""
~

I'(b+ ~; z „;F)V(b+5; z; L)
~

v~,e""~-&~)e ''a&+& ~&~$+lz"' o ~0-I)+c (72)

This equation was first introduced in Paper I in the course of the derivation of the modified Glauber
amplitude. Summed over all intermediate states, Eq. (70) thus becomes, making use of the closure rela-
tion

p(2&~2 "&g (1}p-8~2-&g&2} ) g g
x f I y~Q 0 0 0 0$&&[ 5/&

where the second-order phase function is, according to Eq. (67), defined by
" d, „, 2b,rz(z, /a) & zdz

» k, k k& 2(@-Ry)-2 2$b z d ( 2 &) I g 2 54 2( / )2 ~

OO g &O g

+i 8 ~dr 8",dz' -i W2dz W,*dr'
~ OO g w QP W g

with the function 5" given by

W =V(b+ 0; z; f)e" '~&~".

(73)

(74}

(75)

Note that because of the exponential function in W, z, has to be kept finite in Eq. (74}.
In addition to the term of Eq. (73) there are three other terms which contribute to the partial-wave amp-

litude of order p. They are
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fg e~&f4' IQ(2) Q(2)~2 lp (1)P-2&2 lp(1) I 0af-k, o 0, 0 0 $-y; (
~it ~

Pg g++f& tg(1) A {2)n2+(1)P 2n2 2A(1) t O. N
~ f '

I Af & 0&0 0 j~ )+ilS

(o t«((t(yttt !A(2) A(2)no-2A(1)(t-2noA(2)f af-a, o 0, 0 0 O, y~; (
ii ~

Now the pth-order partial-wave amplitude is equal to the sum of these four terms,
appropriate statistical weight factor.

'The partial-wave amplitude of order p & 2 with fixed n, thus will be of the form

2'i
g (P) i+f+ Q P 2

~ P (1) A (2)&2P (1)ii'-2&2. 2P (1)
fl2 (t, oz ) ay-(t o, o o

(76)

(76~ )

(76«)

each multiplied by the

n2

p-n -2 ((,2 ) (g (1) g {2)n2"1$(1)P-2n2-1A(2) ~ P (2) g {2)n2 lg (1)P 2n2-lg (1)
(tyt (t ot 0 0 0, (t.-tt(+ (tg k, o 0, 0 0 K-(t(j

n2-1

2 g(2) Q(2)~2 2+(1)P 2&2
Nf "kyO OyO 0 Ogg Q'

n —22-

(77)

&o&
" ' " (iA"')' "' (iA"')"'

ei (~ +g )
~

~

~ ~~

~

~

~~

(p —an). n, !

Putting k; = kz = k, the expression inside the matrix element of Eq. (77) becomes a partial-wave, potential

scattering amplitude of order p and fixed n, . Comparison with E(l. (78) thus yields the factor A~ „.As

(78)

where A~ „ is an as yet undetermined numerical factor. 'To find it, let us make use of the pth-order par-
tial-wave amplitude of a spherical symmetric potential in which only the first- and second-order phase

functions are kept. We have

(79)

we get

Z
~P- ng

A
(p -n, )i

(80)

Next, let us perform the summation over all orders p, and all possible values of n, . According to Eq.
(77) we are in need of the three series 8(~~, j= 1,2, 3, for n, & j -1,

, ,„... (p-n, )! . 1 (n, -j+1) ~. op'!(p'+n, j+2)(p-'+n, j+3) '-

Defining the function, for n ~ 0
I &P +n

tt( ) $ (P t2) j (82)

we get
X2n2-~ 3 dn2-). 1

(83)

Thus the partial-wave amplitude, summed over all orders p ~ 2, with fixed n, becomes

T = g g +f" fA' '-jA ' —jA
1 d a2 d) n2-1

n2 f af-a & ~. n ~ 0,0~ n2 af-a 0~$-yi . le-a~o g & iin 1&i~ 0, 0
2' n2 1

f12 2

~p (2)
'(« -2)t "'dt: %' ')' (84)
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where the derivatives are evaluated at x =iAO"' .Now by Eq. (82), the function E„ is given by

x'F (x)=—~e"-x'( ., f!
and therefore, the nth derivative is

(85)

(86)

with

1
f(x)= —,(e" -x - 1) . (86')

From this it follows that the expression of Eq. (84) can be summed formally over all values of n, . We ob-
tain for the partial-wave amplitude

~My(!!' g (1) .p (2) p (1) g (2) p (2) d&
~f~ "f ~' ~"&. o~~ &i ( ' dx ji

(87)

exp~ iA") ~f(x) =f(iA"'+iA"')
Oeo dx ) 0 oeo

T' becomes, making use of the explicit expression of f(x), E(l. (86')

T (g e- y I(y &2) [ei &Ao r&o, o) i(A&»+ A ) l]
~

g. )
(x) (2)

1

with

(2)(.) (Aa.'-'&+A",-'a,.)(A~-~ +A",~,-a )
k2 A) (A(g) A(2))2O+ Oo

(88)

(89)

(89')

(90)

As can be seen from Eq. (77) the above expression includes neither the first-order amplitude, nor the
second-order amplitude of Eq. (56). As we have seen the latter is directly related to the second-order
phase function A~"'~ „- ~. , These two terms have therefore to be added to the above expression. Hence the
complete partiaL-wave amplitude is of the form

T, ,, [(l+ ~) k/]= (&r&e""~"
~

(A"', . +A"'-; .)+()("',. [e''~' "~o o' i(A,"'-+A"') —l]~o;).kf -hg 0 Op0

(9i)

This matrix element replaces the matrix element which appears in the expression of the modified Glau-
ber amplitude. Our new amplitude thus becomes (see Appendix of Ref. 5)

f. ..$„%,) = -i"~" „g(t+.') i' F-,")(e„q.-) T. ..[(f+-,')/5].

This expression can be converted into an integral over the impact parameter b =(&+ 2)/&, making use «
the connection between the Bessel function and spherical harmonics

F) "(O, q)=
I( 2,

' e '"'~e(&Q, ),

valid for large l, and small scattering angles (for more details see Paper O. Hence

f... (k„%,)= -i "s**(()k)~*e 'r~ f

~&dbms„,

(b().)T.-. (5),

Q being the component of the momentum transfer
perpendicular to the direction of the initial beam

gr

The above amplitude is a generalization of the
modified Glauber amplitude'" in which the second-
order phase function has been included consis-
tently to all orders of the interaction. Indeed,

r

putting the second-order phase function equal to
zero, the above amplitude reduces to the modi-
fied Glauber amplitude which in turn reduces to
the conventional Glauber amplitude'4 by putting

4& = k, = A. Other amplitudes discussed in the
literature are also special cases of our amplitude.
For instance, putting u~" ~

= 0 we get the amplitude
Ay
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discussed in Ref. 3, or, expanding the exponential
function and keeping only four terms proportional
to A'"~, j=1,2, 3, and A"' in the matrix element
reproduces essentially the eikonal-Born-series
method. "

Like the Glauber theory the present theory is
valid for short wave-Iengths and small scattering
angles. The range of validity is expected to be
about ka & I, and (1-cos 8) &1/ka, where a is of
the order of the dimension of the atom (for more
details, see Paper I).

It is of some advantage to replace Q, by Q in
Eq. (92). There are two reasons for this.

(i) It is expected that the angular range as well
as the accuracy of the amplitude will be increased
somewhat, though the above inequalities will still
apply. For inelastic scattering, however, a small
lower limit 8 . on the angle is introduced be-
cause Q~-0 when 8-0, whereas Q remains finite.
~e fjnd that g & 0~ j where

(94)

V(&& -E.) (92)~mj

E0 and Ef being the energies of the ground state
and final state of the atom. For 82& 8', Q,
should be used in the expression of the amplitude,
Eq. (92). It is quite possible that for elastic and
certain inelastic scattering the angular range of
validity goes beyond the theoretical limit mentioned
above. Only comparison with experimental data
will tell how good the theory is at large angles.

(ii) The amplitude becomes symmetric under
the interchange of the initial and final states. It
is an easy matter to prove that the theorem of
reversibility

f, , (k2, k()=e&(f( ), ( &, (-k, , -kg)

is satisfied. Here (-) means that the signs of the
magnetic quantum numbers have been reversed;
the phase ef; turns out to be equal + 1, according
to whether (L& -Q) is even or odd. In other
words, the direct and the time-reversed cross
sections are equal.

It should be emphasized that our amplitude sat-
isfies the unitarity theorem. This follows im-
mediately from the proof given in the Appendix of

Ref. 5, together with the relations

(2& (A(&&„+ A(2&, ) = (A(l&-.- + A (2)~..) ~(2)
~ ~ f 2

&(2) (A(1) + A(2) )0 0, 0 (95)
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~ (2) ~$2) ~ (2) (95'}kf-% k-k] kf-k) &

which are -a direct consequence of the definition of
a2(2'„, . The proof applies whether one puts Q1 or
Q ~in Eq. (92). But in the latter case, Q is also
used for 8 & 8~

There is room for improvement of the present
theory. One point is that in introducing the aver-
age momentum k [see Eq. (72)] the summation was
performed over all intermediate states. A more
accurate result should be obtained by separating
out the elastic intermediate state. This is, in
principle, feasible, but the final expression will be
less elegant. Another point is that it is not diffi-
cult to generalize the derivation of the scattering
amplitude by adding phase functions of the third,
fourth, etc. , order. For instance, the third-order
phase function A"' ean be derived from the third-
order amplitude, in the same way as &"' is de-
rived from f(2' in Sec. II.

To summarize, we have found an amplitude in
the eikonal approximation which is unitary to all
orders of the interaction. It is free of all the
short-comings of the conventional Glauber theory
discussed in the Introduction.

Our amplitude. is expected to be better than
(f™G&+Ref(s2&),which was examined in Ref. 5
for the special case of elastic e-H scattering.

Application of the present theory to the calcula-
tion of differential cross sections and elements
of the alignment tensor and orientation vector for
electron-atom collisions will be reported in a
forthcoming communication.

APPENDIX A

In this appendix we derive the explicit expression of C&(1+ (z) for large l, defined by Eq. (20). The result
is given by Eq. (21). As 12»L„we have l, -l, ; we therefore expand the phases (&(, (k) about l,. As S(2&/(&I=- p with cos p =1/k2, we have a& = n& —(l, -l,)p. Now because of the triangular relation we have l, =l, + &1'1 '2
with &1 = -L2, . . . , L2, and n&1 =2, the latter because of parity conservation. The functionof Eq. (20) thus be-
comes

2
C&(1~& =i'2 i" C(i+212+ &u0 0C}(l 2Ll22+&1; M~M~ M,-) cos[a& (k, ) —&up] cos[(2& (k, )+ (2& (k,.) —2&(p],

(Al)
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vrhich by simple algebra assumes the form

C',"~,=-,'i'ag i"C(/, L, /, + p, ; 00) C(/, L, l, + p, ; M-rMr -M, )

&&{cosa, (0,)eos pP+cos[2a, (k,)+a, (k, )]cosSgP

+sina, (k, ) sin pP+sin[2a, (0,)+a,,(k, )) sinSpPj. (A1')

In Appendix C it is shown that for l2» I ~ the Clebsch-Gordan coefficients C {l2L2/I +p;m ~M2) are even (odd)
functions of p if (L, -M,) is even (odd). Call &=L,—(M&-M, ),.then we distinguish between two cases,
remembering that i"C(l, L, /, + p; 00) is always an even function of p.

i. & even. The function C(~~ is given by the first two terms of Eq. (A1'). In Appendix 8 it is shown
that the two sums over p are proportional to the spherical harmonics [I'gr "~(8,p)]* and [Ff& "~(38,y)J*,
where 8 = —,'v —p. We thus end up with the expression

C (lj lf gtsf sg . .

~
e g (gg ug ) (cos a (y )[y Nf Ng (8 q7)] gv

'2~a 2L +I) s~ g I2

+ (- 1)~2 cos [2a,,(k,) + a, ,(k, )][&r& "'(38,p)]~J. (A2)

ii 4o. dd. The function C,'"~ is given by the last two terms of Eq. (A1'). Again the two sums over p
are proportional to [F~"r "o{8,y)] * and [I'g& "&(38,y)]*, and Cp'~, is accordingly

( i 1/2
r-N +

~

. I. ggr-N was a (y )[y(Nr-hf (8 p)]g
(21,,+1] l2 3 I 2

+ (-1)' sin[2a, ,(&,')+ a,,(&, )1 [FIr, "'(38 e)1*] . (AS)

The two Egs. (A2) and (AS) complete the proof of Eq. (21). The derivation of the other three»«i»s
$~u, Ca~, and $+~& defined by Egs. (36), (46), and (54), respectively, follows exactly the same lines as

APPENDIX 8

In this appendix we derive an exact expression for the spherical harmonics in terms of Clebsch-Gordan

(CG) coefficients. We start with the coupling rule of the spherical harmonies'{"){ " ) r'C(///. 00)C(// I m)I'"." .
g g, 4 (2/ 1)

' 1 2 r 1 3 ~ 1 2 r
(81

We assume that l, »l, and l, »m, +m, . The functions ~, in terms of the associate Legendre polynomials

are given by

2/+I /-m ~I.(8, q)
'"-"

~

e»- ~;(cos 8),
4v (l+ rn) i ]

and the asymptotic expansion of I', for /» 1 and l»m is"

P"(cos 8) =l" .
~

cos
~

(I +-,') 8 ———m-
v/sin8] ( 4 2

Hence Eq. (81) becomes

+-' 8-4 ~r,' ~~

e'"2' lim C(l, l, l, + p; oo)C(/g/, /g+ V' mxm2)
I'2l, + i '~', ,„.

(83)

l~

eos (/ +-, )8 —cos ]@8—m, — +sm](/, +-)8-—
(
s» p8 —m, -[ . (84)

t', v} v}f
4) 2)

We show in Appendix C that for /, » /, the CG coefficients C(l, /, l, + p, ; m, m, ) are even (odd) functions of
p, if g=/, -m, is even (odd). Therefore, for even values of m, the product of the two CG coefficients in

the above expression is an even function of p, , and for odd, values of m, the product is an odd function of p,.
From this it follows that the product of the two CG coefficients multiplied by sin(p8 -m2vj2) is odd in lL,

irrespective of the parity of m, . The second term in Eq. (84) is, therefore, identically zero In conclu-.
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sion, the spherical harmonics in terms of CG coefficients are given by the expression

1')2 (8, p) =
4 i

e'"2" lim g C(l, l, l, + /(; 00) C(l, l, l, + t(; Om, ) cos[p8-m, (&w)j.4~ l - e~-1 2

(B5)

APPENDIX C

/n this appendix we derive the explicit expression of the CG coefficients C(l, l, l; Om, ) for /, »/, . Accord-
ing to Eq. (B5) the dependence of the spherical harmonics on the angle 8 is through cos[/)8 —m, (sv)l »
find an expansion of this kind with known coefficients we start with the definition" of the Gegenbauer func-
tions C„"()()

(1-2nx+ n') ~ = g C',()()n".
n=o

I'ut 2x=e' +e ', then

(1 —2'+ n') )'~'= (1- ne'e) ~~'(1 —ne ' )~ '= "' (- ne")"p/2 p 2)
l

v=0 v'=() ~ )
Comparison with the rhs of Eq. (C1) gives

C())'(cos 8) = ( 1)"
i

p
i

p ie ""2(./2l — /2 l
k j n —k)

(C1)

(C2)

(cs)

e now make use of the relation" between the Gegenbauer functions and the associate Legendre functions

P, (cos 8),m~ 0:

2 mfC"+'~'(cos 8) = — sin 8P" (cos 8) .l-tn (2 m)(

The functions P, are thus given by

2mt ~0 ( k I —m —k)

By some simple algebra this expression becomes

(C5)

P((cos8)=(-1)' " „, C((, (",)(, „)cos
i

/(8 —m —i,
where

C ""= (- I}™(n I, p-n ) (l -m -p+n~

For m =0, this gives the well known' expansion of the Legendre function

P (cos 8) = (-1)'
i

icos (/-2p)8.
—1/2& -1/2&

(c6 )

Now comparison of Eq. (C6} with Eq. (B4) reveals that the second term of Eq. (B4}must be identically

zero, i.e.,

(cv)

(C8)

C (/, l,/, +p,; 00) C (l,l,l, + p; Oma) sin()) 8 —m2w/2) = 0 .
~

~

~

~ ~ ~

=-g2

From this we conclude that the product of the two CG coefficients is an even (odd) function of )(, if m, is
even (odd). Furthermore, in conjunction with Eq. (B2}we obtain an explicit expression for the product of

the two CG coefficients in the limit of /ange /(..

C(l,ll, +g; 00) C(l,ll, +g;Om) =(-1)™i,','
C(, g~&() „) .

For m=0, we find

(c9)
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To exhibit the symmetry property of the CG coefficients mentioned above we write C~&, ~~&, » of Eq. (C6') in
two different ways:

(i) Put n =n'- ~2(/+p), then

C& s
( 1)(,g.)(. ) ( 1).

~

( .)~~
( .)

(1/2) Q p) n- ', (l +-g) k l-n ) i n-m

(ii) Put n =m+ —,'(l -p.) -n", then

(C10')

Consequently, the product of the two CG coefficients of Eq. (C8) for large l, and m ~0 is of the form

(2m)! i(/-m)! & "(-1)&'"!&'-»-"
C (l ll + p, ; 00)C (l,ll, +p; Om) =

2 "mt I, jl+ mj~ &

(C11)

For m& 0, one gets identical results with m replaced by -m. This expression shows very clearly that the
product of the two CG coefficients is an even (odd) function of p, if m is even (odd). The above analysis
does not reveal whether C(/, l/, +g; Om) is even or odd under the transformation g-- p. . A more thorough
investigation shows that (for large l,) it is even (odd) if (l -m) is even (odd). This, of course, is in compli-
ance with the results of Eqs. (C11) and (C9). The analysis presented here is adequate for the purpose of
the present paper as we deal here only with products of two CG coefficients.
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