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We report cross-section measurements for collisions of multicharged iron ions with a molecular-hydrogen target:
(a) electron capture and electron loss of the multicharged ions, and (b) impact ionization of the hydrogen target. Iron
ions, Fe*?, were used with charge states ¢ = 3-13 at 103 keV/amu, ¢ = 9-16 at 294 keV/amu, ¢ = 11-22 at 1160
keV/amu, and ¢ = 20-25 at 3400 keV/amu. We find that an empirically determined expression for the electron-
capture cross section, o = (1.2X 107%) g**E(keV/amu)~*** cm?/molecule, describes all the data at and above 275
keV/amu. These measurements are compared with recent theoretical calculations. ’

I. INTRODUCTION

A collision of a multicharged heavy ion X*? with
a target atom Y can result in a change of the
charge state of the projectile, the target, or both.!
Cross sections for electron capture,

O, o i X4 Y= X em) Y (1)

aQan*

and electron loss by the ion,

0, o (XY =X @) LY e, (2)

Q,

can be determined experimentally by observing the
change of the charge state of the projectile.

Cross sections for charge changes of the target
Y can be obtained by extracting and analyzing slow
collision products.? A simpler technique, yielding
less information, is to measure total or effective
cross sections, o, and o_, for producing positive
and negative charge in the target. From these,
one can deduce a cross section o, for the produc-
tion of charge in the target in excess of that pro-
duced by electron capture or loss. This cross
section for “impact ionization,” which includes
contributions from single and multiple ionization
of a multielectron target and dissociative ioniza-
tion of a molecular target, is obtained by subtract-
ing the contribution of electron-capture or elec-
tron-loss collisions from the charge production in
the target:

o;(q)=0,(q) - Znoq,,,_,, ®3)

or
o,(q)=0_(q) - Znoq' am @
In this paper we report experimental cross sec-
tions 0, 4.1, 0 ¢s1, and 0y (and in some cases O, ¢-2

and o, _,,) for collisions of multicharged iron ions,

a, a+

Fe*?, with a molecular-hydrogen target, with ¢
=3-13 at 103 keV/amu, ¢ =9-16 at 294 ke V/amu,
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g=11-22 at 1160 keV/amu, and g =20-25 at 3400
keV/amu. A few of these results have been re-
ported previously.35

There are extensive review papers on heavy-ion
electron capture and loss by Nikolaev® and Betz.”
Published cross-section measurements for elec-
tron capture, electron loss, and impact ionization
for projectiles heavier than He in H and H, targets
are listed in Table I.>%%3% Electron-capture and
electron-loss cross sections for iron ions in H and
H, have been reported by Meyer et al.?* and Gard-
ner et al.?® at lower energies and charge states
than we report here. We are not aware of any pre-
vious measurements for impact ionization by iron
ions.

Many theoretical techniques have been used to
calculate electron-capture, electron-loss, and
impact-ionization cross sections for heavy pro-
jectiles colliding with atomic hydrogen.

For calculations of electron-capture cross sec-
tions the choice of the applicable theoretical model
generally depends on how the projectile velocity
compares with the orbital velocity of the electron
to be captured. In the present paper the projectile
velocity is greater than the velocity of the orbiting
electron; hence a classical approach can be used
in the calculation of electron-capture cross sec-
tions.. Olson and Salop® have used a three-body
classical approach, a classical-trajectory Monte
Carlo technique, in which all the forces between
the three bodies—the projectile, the target, and
the captured electron—are included. Molecular
effects limit the validity of this approach to ener-
gies greater than about 25 keV/amu.*® At high en-
ergies, e.g., 5000 keV/amu, the transition prob-
abilities become so small that the technique is

" limited by the difficulty in obtaining good statistics

for the cross-section determination.
Electron-capture cross sections relevant to the
present experiment also have been calculated using

" quantum-mechanical methods: (1) Rule and Omid-
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23 ELECTRON-CAPTURE, ELECTRON-LOSS, AND... 2893

var® have used the Oppenheimer-Brinkman-Kram-
ers (OBK) approximation. This technique is known
to overestimate the cross sections, but when modi-
fied by an empirical factor®»*! yields cross sec-
tions that are consistent with experiments.

(2) Chan and Eichler*? have used the Fock density-
matrix expression in momentum space of the tar-
get electron to calculate cross sections for elec-
tron capture into arbitrary principal shells of en-
ergetic bare projectiles. From these results they
‘have derived a scaling factor for cross sectiors
calculated with the OBK method. (3) A unitarized
distorted-wave-approximation method, based on
traveling atomic orbitals, has been used by Ryufu-
ku and Watanabe.*® At high energies, their cross
sections tend to be twice as large as measured
values, but they exhibit the correct charge state
and energy dependence.

Electron-loss cross sections for Fe*? in H have
been calculated in the first Born approximation,
for energies between 0.1 and 100 MeV/amu, by
Rule and Omidvar.?® Calculations of the first Born
approximation for the loss of 1s, 2s, and 2p elec-
trons from hydrogenlike ions in hydrogen have also
been reported by Dmitriev et al.** and Nikolaev et
al.®

Impact-ionization cross sections have been cal-
culated with the three-body classical-trajectory
Monte Carlo technique by Olson and Salop® and by
Olson.* %7 At high energies the plane-wave Born
approximation may be more appropriate.®

Electron-capture and impact-ionization colli-
sions of multicharged ions with atomic hydrogen
(or deuterium) are important for the fusion pro-
gram. Highly ionized heavy impurity ions, such
as Fe*®, Mo**®, and W**®, have been identified in

Charge - selection
magnet

et
/Fuil

magnetically confined hydrogen plasmas in toka-
maks.**® Many of these plasmas are heated by
injection of 20 to 120 keV hydrogen or deuterium
atoms, and the ionization (trapping) profile of the
injected atoms can be altered by the presence of
the multicharged impurities.* In order to esti-
mate how large an effect the impurity ions could
have on the trapping profile, it is necessary to
know the cross sections for electron capture,

HO 4 A%~ F* A D) (5)
and for impact ionization,
H A%~ H* 1A% o™, (6)

where A is an impurity ion in charge state ¢q. The
sum of these two cross sections is the total cross
section for electron loss from the hydrogen atom.

The results presented here are for molecular-
hydrogen targets; we compare these cross sec-
tions with twice the theoretical cross sections cal-
culated for an atomic-hydrogen target.

II. EXPERIMENTAL APPROACH
A. General description

The apparatus is shown in Fig. 1. Iron ions of
the desired charge state from the SuperHILAC
heavy-ion linear accelerator were selected by
momentum analysis and passed through the target
cell described below.

Two types of measurements were made: (1) im-
pact ionization, in which slow-electron and slow-
ion currents in the target were collected with a
parallel-plate capacitor, while the fast incident
ion beam was measured with a Faraday cup; and
(2) charge-transfer measurements, in which the

Spectrometer

Zero-degree
magnet

detector
(Faraday
cup)

--Slitted
detector

5-detector
array

(Double Faraday cup)

Target

FIG. 1. Schematic diagram of the apparatus. Dimensions of apertures G—Cj; are discussed in text.
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fast ions exiting the target were analyzed by the
spectrometer magnet and detected by an array of
diffused-junction solid-state detectors.

B. Preparation of projectile beam

The iron ions from the SuperHILAC were either
used directly or stripped further in a carbon foil,
which was located upbeam of the charge-state-
selection magnet. The foil thickness chosen in
each case was a compromise between a thick foil
which, at equilibrium thickness, would yield high-
er charge-state ions, and a thin foil to minimize
energy loss in the f0il.>° Since little information
exists for charge-state distributions of iron ions
in carbon foils, the desired thickness had to be
estimated. We used 10 p.g/ cm? foils for most of
the measurements; 100 pg/cm? were used at 3400
keV/amu and for some measurements at 1160 keV/

amu. We made no systematic study of the charge-

state distribution as a function of beam energy or
foil thickness; however, the mean charge state de-
creased with decreasing beam energy.

Preparation of a fast partially stripped ion beam
in a foil can create metastable ions with lifetimes
sufficiently long to reach the target. These meta-
stable ions could have different cross sections
than ground-state ions, especially for electron
loss, since they are less tightly bound than ground-
state ions. As we prepared our projectile beams
by stripping in a foil, they could contain an un-
known admixture of metastable ions.

We used the charge-selection magnet to select
ions in a particular charge state from the variety
of charge states in the beam emerging from the
carbon foil. Charge-state identification and ener-
gy measurements are discussed below. In order
to ensure a unique path through the charge-selec-
tion magnet, a 12-mm-diam aperture was inserted
in front of the foil.

Beyond the charge-selection magnet, the beam
passed through a 3.2-mm-diam collimator C,.
This collimator and the entrance aperture in the
gas-target chamber 178 cm downbeam limited the
primary-beam size so that no beam was lost at the
target entrance and exit or at the Faraday cup or
detectors. Since the exit collimation allowed the
scattered beams to be larger than the detectors,
the equal widths of the charge-transferred and the
primary beams showed that there was negligible
beam broadening from scattering. We estimate
collimator losses of the charge-transferred beams
to be less than 5%; this introduces a possible 5%
error in the charge-transfer cross sections. The
same loss of primary beam by scattering causes
only an estimated 2% error in ionization measure-
ments, since only a small fraction of the primary
beam causing the ionization changes charge.

C. Charge-state identification and energy measurement

Considerable care was required to determine the
charge state of the primary beam, especially for
high charge states, where magnetic separation of
adjacent charge states was small.

The spectrometer magnet was calibrated for
charge-state identification by a wire-orbit tech-
nique, in which a current-carrying wire assumes
the path taken by an ion beam of fixed momentum
p and charge state ¢.®* The wire orbit, defined by
collimators C,, C,, and a 1.25-mm-wide slit lo-
cated at the exit of the magnet, was used to obtain
the integral of the magnetic field over the path
length as a function of the magnetic field measured
with a fixed-position Hall probe. A surface barri-
er detector, mounted behind the slit, was used to
determine the p/g ratio of the beam of interest.
The beam energy could be determined to within
1% by a reference spectrometer maintained at the
superHILAC; we used this measurement to norm-
alize the energy scale for our spectrometer. When
this spectrometer was not available, we relied on
pulse-height measurements with solid-state de-
tectors.

A complication in the energy determination was
the use of a carbon foil to strip ions to higher
charge states. The approximate energy loss to be
expected in a given foil was obtained from energy-
loss tables,*® and was occasionally checked by
measuring the decrease in pulse height on a solid-
state detector. We used identical foils in pairs in
most of our experiments: one located upbeam of
the charge-selection magnet and another foil that
could be inserted downbeam of collimator C,. The
latter was used to measure energy loss in the inci-
dent beam without the necessity of retuning the
charge-~selection magnet, thus eliminating the
possibility of error in charge-state or energy-loss
determination. Once the energy loss in the second
foil was determined, we verified that the energy
loss in the original foil was comparable; subse-
quently, only the foil upbeam of the charge-selec-
tion magnet was used during the experiment. Cor-
rections for Hall-probe drift and offsets, uncer-
tainties in the wire-orbit calibration, and resolu-
tion of the slitted detector lead to a relative stand-
ard uncertainty of 1% for measurements taken near
a given nominal value. Uncertainties in the rela-
tive calibration over a large energy range and in
the absolute calibration of the reference spectrom-
eter yield an absolute uncertainty of 3% to 5%.
Since the charge-state determination depends on
the square root of the energy Aq/q=AE/2E, we
are able to unambiguously determine the charge
states of the iron beams.



D. Beam analysis and detection

After passage through the target the beam trav-
erseda33x 61-cm spectrometer magnet (maximum
central field 2 T). At zero magnetic field the fast-
ion beam could be detected by a 25-mm-diam Far-
aday cup located on the axis of collimation; sec-
ondary electrons were suppressed by a permanent
magnet. This Faraday cup was used for tune-up of
high-intensity beams; it was replaced by a 25-mm-
diam solid-state detector for tune-up of low-in-
tensity beams.

The charge-analyzed beam was detected by eith-
er of two methods: a double Faraday cup or an
array of solid-state detectors. The double Fara-
day cup [Fig. 2(a)] consisted of a long rectangular
open-ended box (103 X 35 X 25 mm) which collected
all ions that had changed their charge in a collision
in the gas target. The primary beam was collected
in a small Faraday cup located behind an adjustable
slit, typically 7 mm wide, in the rectangular cup.
This double Faraday cup was located at the same
position as the five-detector array indicated in
Fig. 1. Secondary-electron emissions were sup-
pressed in both Faraday cups by the magnetic field
of the spectrometer magnet. The currents from
the Faraday cups were amplified by electrometers,
the outputs of which were integrated.

For measurements of charge-changing cross

FIG. 2. (a) Schematic diagram of Faraday-cup as-
sembly. (b) Schematic diagram of solid-state-detector
array.
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sections with low-intensity beams, or when simul-
taneous measurements of single and double elec-
tron-capture and electron-loss cross sections
were made, the double Faraday cup was replaced
with an array of five diffused-junction solid-state
detectors [Fig. 2(b)]. Each detector had a sensi-
tive area of 16 X10 mm; the detectors were so
arranged that each had an exposed area larger than
the scattered beam, yet the spacing was such that
five beams could be detected simultaneously: the
primary beam of charge ¢, and secondary beams
of charges q+1, ¢ +2, ¢ -1, and ¢ — 2. The entire
array was mounted on a sliding shaft so that the
position of the array could be changed within the
magnet to match the spatial separation of the
beams to the detector spacing. For very low val-
ues of g, only beams with charges ¢, ¢ +1, and

q - 1 were detected, using the central and the two
outer detectors. For each value of ¢ we deter-
mined that the detected signals for the various
charge states were independent of small changes
in the spectrometer magnetic-field settings; this
assured that there was no overlapping of adjacent
charge-state beams onto neighboring detectors.
The signal from each detector was amplified, dis-
criminated, and recorded with a scaler.

The maximum primary-beam intensity was
maintained at an average of 10* particles/sec; in-
stantaneous count rates were approximately a fac-
tor of 100 higher because of the low duty factor of
the accelerator. For the primary beam a 100 MHz
counting system was used; for the secondary-beam
channels 1 MHz counting systems were used.
Periodic checks were made to verify that cross
sections were independent of counting rate up to
the maximum rate used for each measurement.

E. Target

The gas cell was a differentially pumped cham-
ber with an inner diameter of 7.5 cm, and with
entrance and exit apertures (C, and C,) of 3.3 mm
diameter (Fig. 1). Apertures C, and C, had diam-
eters of 2.5 and 3.8 mm and served to isolate the
differentially pumped section from the beam line.
Apertures C, and C, limited the beam incident on
the target to a half-angle divergence of 0.093° and
a beam diameter at the detectors of 6.6 mm. Some
measurements were made with a slightly different
geometery described in Ref. 4.

A set of parallel plates (Fig. 1 inset) inside the
gas cell was used for measuring impact-ionization
cross sections by collecting slow ions and slow
electrons. The plates were 3.00 cm long, 1 cm
apart, and had guard plates on each end to pro-
vide a uniform transverse electric field. Slow
ions and electrons produced by impact-ionization
or charge-changing collisions were swept from a
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well-defined length of the target chamber by the
electric field and collected on one of the plates.
The electric field was increased until the collected
currents were insensitive to further changes; the
typical field was 120 V/cm. The measurements
required incident beams of sufficient intensity that
current-measuring techniques could be used. Cur-
rents collected at the plates were detected with
electrometers, the outputs of which were inte-
grated. Secondary-electron emission from the
collecting plates is discussed in Sec. II'F.

' The pressure in the gas cell was measured with
a differential capacitance manometer whose cali-
bration was checked, at high pressures, with an
oil manometer. The uncertainty in this measure-
ment is +4%; the uncertainty in the gas-cell length
and variations in ambient temperature are less

than 2%, leading to an overall target-thickness un-

certainty of 4%. One gas sample was analyzed for
impurities and was found to. contain 0.06% N;,.
'From limited measurements with N, and Ar tar-
gets, we estimated the effect of this N, admixture
to be 10% for ionization cross sections and 3% for
electron-capture cross sections. It is included as
a source of uncertainty in Sec. II H.

Charge-transfer collisions in background gas re-
duce the charge-state purity of the primary beam,
especially at low energies. It was therefore found
necessary to maintain the pressure in the beam-
line between the charge-selection magnet and the
gas-target cell below 10™® Torr at maximum gas-
cell thickness, while the pressure in the spectrom-
eter magnet was kept below 2 X10"® Torr. The
spectrometer magnet permitted us to verify that
the incident-beam charge-state purity was better
than 99%.

F. Electron emission from ion collector
The condenser-plate method of collecting slow-

ion and slow-electron current in the target is po-
tentially inaccurate due to the possibility that the

slow ions will produce emission of electrons from

the ion-collector surface; these secondary elec-
trons will be swept by the electric field in the tar-
get and will be collected at the electron collector.
This effect increases the apparent current at each
electrode and, if not accounted for, produces a
corresponding error in the cross section being
measured. We determined the magnitude of this
effect in a separate experiment on a small accel-
erator, using the same target chamber, but with
the addition of a solenoidal magnetic field coaxial
with the beam to suppress secondary electrons.

A 120-150-keV D* beam was passed through the
target chamber to produce the slow ions, and the .
beam-normalized ion-collector current was moni-
tored while varying the transverse electric field,

the axial magnetic field, and the target pressure.
The secondary electrons were considered to be
suppressed when a change in the magnetic field
produced no change in the normalized ion-collect-
or current. At 100 V/cm a field of about 200 G
was required to suppress electrons. With H, as
the target gas, electron emission represents less
than 2% of the pressure-dependent slow-ion cur-
rent.

~ G: Data acquisition and analysis: electron-capture
and electron-loss cross sections

The slow-ion and slow-electron collection plates
were grounded for charge-transfer cross-section
measurements. A beam in charge state ¢ was se-
lected by the charge-selection magnet and its
charge state was verified by deflecting it onto the
slitted detector in the spectrometer magnet. The
primary beam was then centered on the middle de-
tector of the five-detector array. The correct
spacing of the detectors was confirmed by observ-
ing that, with gas in the cell to produce charge-
changed ions, the detector signals were indepen-
dent of small variations in the analyzer field.

A measurement consisted of counting pulses
from the five detectors for a time sufficient to
achieve reasonable statistics; typical counting
times were one minute. Each cross-section mea-
surement consisted of at least ten such measure-
ments at various pressures. Typical data are
shown in Fig. 3. Because of the long integration
times we had to consider possible variations in the
target pressure. Therefore, either the pressure
was read during the middle of the counting period
or the output from the manometer was integrated
throughout the counting period and then divided by
the integration time, to average small pressure
drifts. We were not always able to determine all
four charge-transfer cross sections, either be-
cause some were too small to measure in a rea-
sonable integration time, or because of background
effects. Background was important for two-elec-
tron-transfer cross-section measurements: the
primary beam was prepared in charge state ¢, but
collisions with background gas before reaching the
target could contaminate this beam with an admix-
ture of ions in charge states g +1. A single colli-
sion of an ion in charge state ¢ £ 1 in the target
then could give an ion in charge state ¢ +2, which
could mask the single-step, two-electron-transfer
cross section that was to be measured.

We also measured a few charge-transfer cross
sections with the Faraday-cup array: The primary
beam was collected on the small cup, secondary
beams (electron capture or loss) on the large cup.
This technique required higher intensity beams
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FIG. 3. Charge-state fractions Fy5(a) and Fy;(v) as a
function of target thickness, for 1160 keV/amu Fetl6 jn
H,. Lines are solutions of a least-squares fit to the data
(including corrections for second-order effects) from
which the cross sections were obtained[Eq. (9)]. The
Fy5 and Fy; fractions were used to determine, respec-
tively, the single-electron-capture and single-electron-
loss cross sections.

and could be used only when one of the cross sec-
tions (either single-electron capture or loss) dom-
inated. The dominant reaction could be determined
by sweeping the secondary beams across the small
cup. Several cross sections were measured with
the solid-state detectors and with the Faraday-cup
array. The results agreed within the estimated
uncertainties.

The population of a charge state 2, expressed as
a fraction of the total beam F, is related to the
target thickness 7 (the target density times path
length through target) by coupled equations

d—‘p‘—k =

2 ?;; (F,0, = Fy0n ) @)

where o, , is the cross section for changing the .
beam ion from charge state j to charge state &.
Complete solutions to these equations for a three-
level system are listed in articles by Allison and
Garcia-Munoz.*

An initial approximation for the single-electron-
capture and single-electron-loss cross sections is
obtained using the thin-target approximation or
first-order expansion of Eq. (7). For anincident
beam in charge state j, we have

AF
0y, 501 ’:—Z;T“—l- (8)

We have used this expression for those results for

which the beam attenuation was less than 10%, so
that errors in ¢ due to attenuation were less than
5%.

These first-order solutions were used in a sec-
ond-order expansion of Eq. (7), which can be writ-
ten as

IS >
0.~ Fo,-3 Fkno'ku,k

F+1 2 (rs1y2
T
+3 Z Fi0 e+ )
(Rtl)A§

The factor applied to F, is the “attenuation” cor-
rection and the other terms are the “two-step”
corrections. The effect of this approximation is
to linearize the data within the region of the thin-
target definition. - The final cross-section results
were obtained from the slope of a least-squares
fit of the expression on the right-hand side of Eq.
©).

H. Data acquisition and analysis: impact-ionization
cross sections

An ion beam in charge state ¢ was selected by
the charge-selection magnet and its charge state
was verified by deflecting it onto the slitted de-
tector in the spectrometer magnet. The small
cup of the double Faraday-cup assembly was used
to measure the primary beam, while beam attenu-
ation was monitored by measuring the fraction of
the beam in the large cup. The voltage on the col-
lector plates was varied until the slow-ion and
slow-electron currents, I* and I, did not change
with further increases of voltage. Figure 4 shows
a typical collector voltage sweep. (At this energy,
charge transfer is much smaller than ionization,

e T T T T T T T
[
=
c [ ] @
S ok . ® ] e @ i
> o
5 o
°
= o0s8f ) .
o
et
o
. 06 .
c
(0]
bt
et
3 04t B
o o Electrons
‘8 o lons
@ 0.2 . —
g o
Fo) 1 1 1 1 1 1 1

20 a0 60 80 100 120 140
Collector bias (volts)

FIG. 4. Slow-ion and slow-electron current (arbitrary
units) to collector plates in target, as a function of bias
voltage applied to the plates, for 1160 keV/amu Fetl®
incident on H,.



2898 BERKNER, GRAHAM, PYLE, SCHLACHTER, AND STEARNS 23

hence 0,~0_~0,.) Operating voltages were about
120 V. Once this operating voltage was deter-
mined, simultaneous measurements were made of
collected slow-ion or slow-electron current, pri-
mary-beam current (small cup), and charge-trans-
ferred beam current (large cup). The electromet-
er outputs were integrated for 30 to 60 sec, a time
long compared to the time constant of the elec-
trometers. Primary-beam currents of 107 A to
107'® A were used to make these measurements.

A measurement consisted of the integrated output
of the three electrometers and the average pres-
sure. We made measurements at more than ten
different pressures to obtain a cross section.
Typical data are shown in Fig. 5.

Secondary electrons from the double Faraday
cup were suppressed by the spectrometer-magnet
field. Secondary-electron emission from the ion-
collection plates has been discussed in Sec. IIF.
The electrometers were calibrated against a sec-
ondary current standard.

Over a pressure range in which primary-beam
attenuation and ionization (by electrons produced
in the target) were both small (thin target), our
initial approximation for the cross section for
electron production by Fe*? was

AF_(q)

AT (10)

o.(q)=

T T T T T T T

6= Fet'®+H, / .

ionization .

T
™~
|

F (1e)
°

2l-5 .

°
Py N N EN SO BN N
o] 05 10 15 20 25 30 35

Target thickness (10" molecules/cm? )

FIG.5. Fraction F.(16) of slow electrons produced in tar-
get as a function of target thickness for 1160 keV/amu
Fe*® in H,. Line is solution of a least-squares fit to the
data (including corrections for second-order effects)
from which the ionization cross section was obtained
[Eq. (12)].

where F_ is the number of electrons produced in
the target per primary particle, and I, is the pri-
mary-beam current

F-“’”éq‘)' A1)

Equation (10) was used to obtain an initial ap-
proximation of electron-production cross sections
for beams of different charge states. Second-ord-

"~ er corrections were made to linearize the data

2
F(q) =0 [04,10.( = 1) +04,410.(a +1)]

1+F)/2 ’
(12)

where ¢ is the incident charge state, F, is the
fraction of the beam remaining in that charge state
(either measured or estimated from the cross sec-
tions), and a is the ratio of the total gas-cell
length to the length of the collector region. The
two subtractive terms in the numerator remove,
to first order, the charge produced by the incident
beam admixture in adjacent charge states, while
the divisor corrects for attenuation of the primary
beam. The slope of a least-squares fit to the
right-hand expression was used to determine
o_(q).

Similarly, the cross section for the production
of slow ions is, to first order,

_AF+(q)
...(CI)—“ A-’n'- ’

n0.(q) =

(13)

where the definition of F, is analogous to Eq. (11).
The second-order corrections were made with an
equation analogous to Eq. (12).

Since electron capture and loss by the primary
beam can also create charge in the target, the im-
pact-ionization cross section o,(g) is

ol(q) =U+(q) =0q,q-1
=0.(q) =0y qu - (14)

Values of o; obtained from either o, or o_ agreed
within 2%.

1. Uncertainties

The relative standard uncertainty in our single-
electron-capture and single-electron-loss cross
sections is estimated to be 4%. This is obtained
from uncertainties in the least-squares fit (3%)
(which averages contributions from counting sta-
tistics, zero drift in the capacitance manometer,
and corrections for second-order processes),
from counting errors due to intensity fluctuations
in the beam (%), and from possible beam-energy
drift during a sequence of measurements (2%).
The cross sections for two-electron capture and



loss are less certain because of corrections for
two-step processes and poor counting statistics,
and the estimated relative standard uncertainties
are 10%. For possible systematic errors we esti-
mate 4% for the determination of the target thick-
ness (calibration of the capacitance manometer
and determination of the length of the gas cell),
5% for possible beam loss on collimators, and 3%
due to gas impurities; the systematic error is
thus estimated to be 7%. Combining the relative
and systematic uncertainties, we obtain an abso-
lute standard uncertainty of 8% for the single-elec-
tron-capture and single-electron-loss cross sec-
tions and 12% for the two-electron-capture and
two-electron-loss cross sections.

The ionization cross sections have the following
sources of relative uncertainty: zero drift and
fluctuations in electrometers and in the capaci-
tance manometer (3%), corrections for second-
order processes (2%), scale-to-scale variations
in the electrometer-integrator system (3%), cor-
rection for secondary-electron emission from
the collector plates (2%), and uncertainty in the
slow ion/electron collection efficiency (5%). The
total standard relative uncertainty is 7%. The
estimates of systematic errors are as follows:
target thickness (4%), beam loss on collimators
(2%), gas impurity (1%), and differences in using .
o, or o_for the determination of o; (2%); the sys-
tematic error is thus estimated to be 5%. Com-
bining the relative and systematic uncertainties,
we estimate an absolute standard uncertainty of
8% for the ionization cross sections.

III. RESULTS AND DISCUSSION

A. Projectile electron capture

Our electron-capture cross-section results for
Fe'? projectiles in an H, target are given in Table
II. The two-electron double-capture cross sec-
tions were often masked by competing two-step
processes or poor counting statistics.

The single-electron-capture cross sections o, .,
vs charge state ¢ are shown in Fig. 6. From the
figure it is clear that the cross sections have a
strong energy dependence, and, at a given energy,
the cross sections exhibit a power-law dependence
with ¢. In an attempt to find a general expression
for the energy and charge-state dependence of the
single-electron-capture cross sections, we chose
a power-law expression of the form

04 14, E)=0,g°E®, (15)

where o,, @, and B are constants. There are no
values for 0,, @, and 8 for which Eq. (15) de-
scribes all our results; however, our results at
275 keV/amu and above are in excellent agreement

where o
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with the expression -
o, 1(@, E)= (1.2 X107%) g> 13 E~443 (16)

o -1 18 the cross section in cm? and E is
the projectile energy in keV/amu. To demonstrate
the range over which Eq. (16) describes the data,
we have plotted ¢"*** ¢, ., vs E in Fig. 7(a) and
E*® g, ., Vsq in Fig. 7(b). We also show the
scaled cross sections for Fe*? in H, from Gardner
et al.?® and Meyer et al.**

At energies greater than 275 keV/amu, o, ., fit
Eq. (16), while cross sections at lower energies
deviate increasingly with decreasing energy. Our
results for o, ., for Fe'? in H, are also in good
agreement with previously reported values.?% 2

Other authors have observed a discontinuity in
the electron-capture g scaling at values of ¢ cor-
responding to closed shells.?3%3%%5% Gardner et
al.?® observed such a discontinuity for electron
capture by Fe* in H, H,, and Ar targets for Fe',
which is argonlike. We see no discontinuity in our
cross sections at g =8 (argonlike), ¢ =16 (neon-
like), or g =24 (heliumlike).

We compare our experimental results for elec-
tron capture by Fe'™ in H, with theoretical calcu-
lations for Fe'? in H in Fig. 8, where we have
doubled the theoretical results for comparison
with molecular hydrogen. The modified OBK cal-
culations by Rule and Omidvar® and by Chan and
Eichler* are in very good agreement with our re-
sults above 1000 keV/amu. Chan and Eichler have
also calculated cross sections at lower energies,
but the agreement gets progressively worse as the
energy decreases. The results of Ryufuku and
Watanabe®® are about twice as large as our mea-
sured values over the entire energy range. The
classical-trajectory Monte Carlo results of Olson*
are within +50% of our measurements at 102 and
294 keV/amu. All of the calculations predict a
charge-state variation consistent with our results.

B. Projectile electron loss

Our electron-loss cross sections are given in
Table II. Two-electron-loss cross sections were
masked by competing two-step processes or poor
counting statistics except at 3400 keV/amu. We
are not aware of any previous electron-loss cross-
section measurements for Fe*? projectiles.

‘The single-electron-loss cross sections o, .., VS
charge state ¢ are shown in Fig. 9. The cross
sections have a weak energy dependence over the
range reported here and decrease rapidly with in-
creasing gq. It is clear from the figure that there
is no simple power-law scaling to describe the ¢
dependence. Previous measurements®” with other
projectiles with lower ¢’s and lower energies have
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TABLE II. Electron-capture, electron-loss, and impact-ionization cross sections. Fe*?in H,. All units in 10716
cm?/molecule. Random standard uncertainties are +5% unless otherwise indicated. Systematic uncertainties add an
additional +7% to absolute magnitudes (see Sec. IIH).

Energy Charge
(MeV) keV/amu state Oga-1 Og,q-2 Ogyq+1 O, q+2 or
190 +9 3400 25 0.00039 0.000 003 44
24 0.000 36 0.00001°
23 0.000 302 0.000 29
22 0.000 28" 0.000 642 0.000 004 3¢
21 0.000 252 0.0010 0.000018P
20 0.000 232 0.0017
65.0=1.9 1160 22 0.0430 0.000 392 0.000 342 95.0
20 0.0315 0.000 14" 0.001 22 74.0
18 0.0250 0.000 252 0.0038 63.0
16 0.014 2 0.000 069 0.009 0 0.000 064 51.0
14 0.0108 0.022 0.0023 2 43.5
13 38.5
12 0.006 4 0.040 35.5
. 11 33.0
60.0+£1.8 1070 21 0.051 0.0052 0.000 7°
20 0.045 0.000859
16.5+0.7 294 16 5.6
15 832
14 4.4 81
13 76
12 2.8 71
11 65
10 1.3 59
15.8+0.5 282 9 1.21 0.10 48.5
/ 15.4%0.5 275 14 5.70 0.30°
12 3.3 0.16° ‘
6.16+0.29 110 3 0.65 1.13 14.9
5.77+0.28 103 13 43.6 )
11 31.6 502
9 18.9 442
7 11.3 362

2 £10% uncertainty.
b +]159% uncertainty.
¢ +20% uncertainty.
d £30% uncertainty.

been consistent with cross sections that scale as

7

q™%, where @ ranges between 2 and 3; we find that

for ¢ = 10, @ ranges between 9 and 12.

A notable feature in the single-electron-loss
cross sections is the pronounced discontinuity be-
tween projectiles with ¢ =23 (lithiumlike) and g = 24
(heliumlike). This can be attributed to the shell
structure of the iron ion: The energy necessary to
ionize Fe*® (1s) or Fe** (1s?) is 9.0 and 8.5 keV,

respectively. The energy required to ionize Fe

+23

(1s%2s), Fe*® (1s%2s%), Fe*® (1s%2s%2p), etc., is

2.0 keV or less.’* Thus the large discontinuity in
electron loss is a clear manifestation of the shell
structure of Fe. We might also expect that oy, 5

would be approximately twice 0,5 56, Since there
are two 1s electrons to be removed from Fe*?,
while only one from Fe**; we observe cross sec-
tions with approximately this behavior.

Also shown in Fig. 9 are the first-Born-approxi-
mation results of Rule and Omidvar?®; the agree-
ment is within the experimental uncertainties.
There is also good agreement with the calculations
of Dmitriev et al.** for Fe*®. For g =20-23 our
cross sections are only 5-20% higher than those
calculated by Nikolaev et al.,*® but for Fe** our
results are 30% larger than calculated. Nikolaev®
suggests that this could be attributed to a meta-
stable contamination of about 1%.
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FIG. 6. Single-electron-capture cross sections o, , _y
vs g, for Fe*?in H,: results of present experiment.
Projectile energies are identified by symbols.

C. Target impact ionization

Impact-ionization cross sections for Fe™ in H,
are shown in Fig. 10. The impact-ionization cross
sections are not monotonic with energy; there is a
maximum in the ionization cross section at a few
hundred keV/amu. Olson? has used the classical-
trajectory Monte Carlo method to calculate im-
pact-ionization cross sections for Fe* in atomic
hydrogen. Calculated cross sections have been
multiplied by a factor of 2 for comparison with
our experimental results for H,. There is very
good agreement at 1160 and 294 keV/amu. At 103
keV/amu the agreement in magnitude between the-
ory and experiment is poor, which may mean that
the description of the H, molecule as two H atoms
becomes increasingly invalid as the collision ve-
locities decrease and approach those of the molec-
ular regime.

At high velocities, calculations based upon the
Born-binary encounter,® or semiclassical approx-
imation, predict a g2 dependence for the impact-
ionization cross section. At our highest energy the
ionization cross section has a g!+**°% dependence.
These methods are of use in the present energy
range only for collisions of light projectiles and
so are not applicable to the present results.
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FIG. 7. Single-electron-capture cross sections o, ,_;
scaled empirically to the form o =(1.2x 10~8)g3 15g-4. 48
(solid line), for Fe*? in Hy,. (a) Energy dependence of
Oq,q-1, Scaled byq'3 5 Symbols: =, present experi-
ment;qp, Meyer et al. (Ref. 24); « , Gardner et al. (Ref.
25). (b) Charge-state dependence of Oq,q¢-1» Scaled by
E*® The present experimental results are shown using
the same symbols as in Figs. 6 and 7(a).

D. Target electron loss

The total cross section for loss of an electron
from a hydrogen target is the sum of the electron-
capture cross section and the impact-ionization
cross section. From the measurements shown in
Figs. 6 and 10 we can compute the H,-target elec-
tron-loss cross section for Fe*? projectiles with
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FIG. 8. Single-electron-capture cross sections 0,
for Fe*?+ H, (experiment, left ordinate) and Fe*?+H
(theory, right ordinate). Short-dashed line is the clas-
sical-trajectory calculation of Olson (Ref. 5); solid line,
the modified OBK calculation of Chan and Eichler (Ref.
42); long-dashed line, the UDWA calculation of Ryufuku
and Watanabe (Ref. 43); and the dot-dashed line, the
modified OBK calculation of Rule and Omidvar (Ref. 39).
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FIG. 9. Single-electron-loss cross sections g, , .4 for
Fe'™ +H, (experiment, left ordinate) and Fe*? +H (theo-
ry, right ordinate). Present results: e, 110 keV/amu;
A, 282 keV/amu; a, 1070 keV/amu; o, 1160 keV/amu;
m, 3400 keV/amu. Solid lines are calculations by Rule
and Omidvar (Ref. 39); dashed line is only to guide the
eye.
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FIG. 10. Impact-ionization cross sections o, for Fe*?
+H, (experiment, left ordinate) and Fe*? + H (theory,
right ordinate). Symbols are same as in Figs. 6 and 9.
Numbers indicate energy in keV/amu. Solid lines are
classical-trajectory calculations of Olson (Ref. 5).
Dashed line visually connects experimental point g =3
with the 103 keV/amu experimental points at higher ¢
values.

g=11-22 at 1160 keV/amu, ¢ =9-16 at 294 keV/
amu, and ¢ =3-13 at 103 keV/amu. These mea-
surements are found to be in excellent agreement
with the classical-trajectory calculations of Ol-
son.® We have previously reported that the elec-
tron-loss cross sections can be combined into a
universal scaling rule, applicable for a very wide
range of projectile energies and charge states®;
we found that these results could be fitted to an
analytic expression of the form :

Oross= 4.6 X g X 10715(324/E)
X[1-exp(-E/329)], amn

where 0, is the H-atom electron-loss cross sec-
tion in em?, ¢ is the ion charge state, and E is the
energy in keV/amu. This equation is valid for
1<¢g <50 and for energies in the range 50-5000
keV/amu. The present cross sections are com-
pared with Eq. (17) and with the plane-wave Born-
approximation cross section for ionization only®™ %
in Fig. 11.

IV. CONCLUSION

We have measured electron-capture, electron-
loss, and impact-ionization cross sections for
highly stripped iron ions in an H, target. Electron-
capture cross sections are found to obey an empir-
ical scaling rule in energy/nucleon, E, and charge
state ¢, for energies greater than 275 keV/amu;
the cross sections are proportional to E 448 4315
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FIG. 11, Hydrogen electron-loss cross section. Solid
line: calculated cross section 0y, for electron loss by
atomic H in collision with an ion in charge state ¢; valid
for 1<q <50 and for energies in range 50—5000 keV/
amu (Ref. 5). Range of E/q values for which curve is
valid is indicated by bars below curves. Uncertainty in
the calculated cross sections is + 25%. Dashed line:
plane-wave Born-approximation cross section for ioni-
zation only (Refs. 57 and 58). Symbols: Presentexperi-
mental results for Fe*? + H, divided by a number be-
tween 1.5 and 2.0 to allow comparison with the calcula-
tions (see discussion in Ref. 5). Uncertainty is + 30%
w, 103 keV/amu, ¢ =7-11; a, 110 keéV/amu, g =3; ¢,
282 keV/amu, q =9; *, 294 keV/amu, ¢ =10-15; e,
1160 keV/amu, g =11-22.

We have compared our cross sections measured
-in H, with twice the theoretical cross sections cal-
culated for an H target, and found good agreement
with modified OBK calculations at high energies.
We have found electron-loss cross sections in
H, to be a slow function of -energy, but to decrease

rapidly with projectile charge state. We also have
found a pronounced discontinuity in electron loss,
attributable to the shell structure of the Fe pro-
jectile. There is good agreement with calculations
by Rule and Omidvar, by Dimitriev et al., and by
Nikolaev et al. for an H target, multiplied by 2.

Impact-ionization cross sections are in excellent
agreement with classical-trajectory Monte Carlo
calculations of Olson, except at the lowest energy,
where molecular effects make comparison of cross
sections for H and H, questionable. It would be
very desirable to measure ionization cross sec-
tions for heavy multiply charged ions colliding
with atomic hydrogen.

Our results are consistent with a scaling rule
based on CTMC calculations for electron loss
from H in collision with a highly stripped ion,
valid for a wide range of energies and charge
states. We have recently found® a scaling rule of
similar form for ionization of rare-gas targets.
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