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Evidence for the roughening and wetting transitions in the lattice-gas model of adsorption from
Monte Carlo simulations

C. Ebner
Department ofPhysics, The Ohio State University, Columbus, Ohio 43210

(Received 23 October 19803

The formation of a dense adsorbed-film on a smooth substrate is studied via Monte Carlo simulations of a lattice
gas with nearest-'neighbor interactions. The existence of the wetting transition which is predicted by a simple mean-

field approximation is verified. We also find the sequence of first-order transitions which appear in the mean-field

approximation. In contrast to the predictioris of the mean-field approximation, the critical temperatures of these
transitions appear to approach a limiting value well below the critical temperature of the bulk three-dimensional

lattice gas as the thickness of the adsorbed film increases. This behavior, which was first predicted on physical

grounds by de Oliveira and Griffiths, is presumably closely related to the roughening transition of the interface
between the dense and tenuous bulk phases.

I. INTRODUCTION

The lattice-gas model of adsorption has been ex-
plored in a simple mean-field approximation by
de Oliveira and Griffiths and more recently by
Ebner. ' One interesting conclusion of these in-
vestigations is that for appropriately chosen inter-
actions in the gas and between the gas and sub-
strate, one may obtain no wetting, partial wetting,
or complete wetting of the substrate, depending o'n
the value of the temperature T. In this context we
mean by "wetting" the appearance of a dense ad-
sorbate or film on the substrate at chemical po-
tentials and temperatures such that the stable
bulk phase is a dilute one, i.e. , a gas. By "com-
plete wetting" we mean that the adsorbed film
grows either continuously or in one-layer steps
as the chemical potential p, is increased from -~
to that value at which the dense bulk phase forms',
"partial wetting" means that the coverage first
jumps from a fraction of a layer to several or
many layers (depending on T) and then grows
either continuously or in one-layer steps as p
increases, ' and "no wetting" means that the cover-
age remains a fraction of a layer until p. reaches
that value at which the dense bulk phase forms.
As T rises from zero, the system passes through
the nowetting, partial-wetting, and complete-wet-
ting regimes in that order. This phase transition
is an example of the wetting transition predicted
from general arguments by Cahn' and from a den-
sity-functional theory of classical liquids by Ebner
and Saam. Other recent papers presenting4

thermodynamic arguments which give qualitatively
some of the possible behaviors of adsorption iso-
therms are those by Dash' and Peierls. To the
best of the author's knowledge, the paper of
Dzyaloshinskii et al. ' was the first in the modern
literature to present a complete catalog of possi-

ble adsorption isotherms for a fluid on a solid
substrate.

A second product of the mean-field calculations
is the prediction of the first-order phase transi-
tions, mentioned in the preceding paragraph, in
each of which the coverage or adsorbate thickness
changes by approximately one layer. According
to these calculations and for suitable potentials
there seem to be an infinite number of transitions.
Each has its own critical temperature T,&, j
=1,2, . . . ; it is convenient, although not complete-
ly precise, to think of the jth transition, as the ad-
dition of the jth layer to the adsorbed film. Within
the mean-field approximation the T„. appear to ap-
proach T3, the critical temperature of the three-
dimensional lattice gas as j becomes large, and
T2, the critical temperature of the two-dimension-
al net formed by a single layer of the lattice, for
j=1. de Oliveira and Griffiths have pointed out,
however, that the first of these predictions is
likely to be a spurious consequence of the mean-
field approximation and that the T,&'s will probably
remain below and perhaps approach as j-~ the
temperature T& of the roughening transition ori-
ginally suggested by Burton and Cabrera to exist
in surfaces such as that between the bulk phases
of the lattice gas. The existence of such transi-
tions has been confirmed both theoretically and
experimentally. '

The present work was undertaken in an attempt
to determine whether the wetting transition aris-
ing from mean-field calculations is indeed a prop-
erty of the lattice-gas model of adsorption and al-
so to determine the correct behavior of T,&

as j
becomes large. In brief, the results of our simu-
lations are, first, that the wetting transition does
indeed appear and has qualitatively the same prop-
erties as found from the mean-field calculation
and, second, that T,&

at large j appears to ap-
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proach a constant value 1',„well below T3 and only
slightly above 1'q in agreement with the expectation
expressed by de Oliveira and Griffiths. It seems
likely that T, is the same as the roughening tem-
perature T&. The remainder of this paper is or-
ganized as follows: The lattice gas model is pre-
sented in Sec. II along with a description of the
procedures used in performing the simulations,
while See. III contains the results and a discus-
sion.

II. MODEL AND NUMERICAL PROCEDURES

Our lattice gas is equivalent to that used in Hefs.
1 and 2. The particles of the gas are allowed to
occupy the atomic sites of a face-centered-cubic
(fcc) structure whose c axis is normal to the
surface of the substrate. Any site may be oc-
cupied by at most one particle. The substrate is
approximated as a continuous distribution of par-
ticles occupying the half-space z &0; the coordin-
ate z axis is parallel to a(ill) direction of the fcc
structure. The interparticle interactions are ta-
ken here to be nearest-neighbor only as in Ref. 1
and in some of the work described in Ref. 2. The
corresponding Hamiltonian is

'Jn«n' ~' ~ (l)
&nS, n'& &

where g„, is 0 or 1 according to whether the site
(ni) is empty or occupied, and the sum is over all
nearest-neighbor pairs of atomic sites. The
nearest-neighbor interaction energy -e(e & 0) is
negative. The indices (ni) are such that n=l, 2, ...
specifies a layer at fixed z or distance from the
substrate and i locates a site within that layer;
the n =1 layer is closest to the substrate.

There is also an external potential, arising from
the substrate, acting on each particle of the lat-
tice gas. This approximation of a smooth poten-
tial is invariant under translations in the g and y
directions and so provides an external Hamilton-
ian of the form

H, QV„o„, , (2)

V„ is the interaction energy of a particle in the
nth layer with the substrate. Two different sets
of Vn's have been used in the simulations reported

. here. The first of these, which we shall call po-
tentialA, is

V, = -7.85&, V„=-4 2e/n', n.& l .
This is the substrate potential used by de Oliveira
and Griffiths; when we employ it our model is
identical to theirs in the mean-field approxima-
tion. The second substrate potential that we use,
potential B, is one that was employed in Ref. 2;
specifically, it is

H=H +H == SP ~,g c g n n' k'
4&nisn 4'&

V„-Zg~

ni
(5)

where Z =12 is the coordination number of the fcc
structure. The grand partition function of the
system is, aside from a trivial multiplieative fac-
tor,

where the brackets ( ~ ~ ) denote a sum over all
possible sets of S„,'-s and p,

' =—p, +go is equivalent
to the chemical potential; p' is such that when T
&T„ the dense phase of the bulk lattice gas is
stable for p'p 0 and the dilute phase is stable for
P '«.

This grand partition function is formally identi-
cal to the partition function of an Ising model
whose spins are in a nonuniform external field
given by (p, ' —V„)/2 at site (ni). We have chosen
to simulate the Ising model, which is a canonical
ensemble problem, and interpret our results in
the context of the lattice-gas model. %e use the
standard Monte Carlo method of Metropolis et al."
Periodic boundary conditions are employed in di-
rections parallel to the plane of the substrate sur-
face. In most simulations the size of the lattice
in these directions was 30 ~ 30; sometimes 40 x 40
was also used to check the size dependence of
critical temperatures. Lattices of considerably

1 3
0.027+0.973n ' 0.027+0.973n

(4)

This is the potential specified by Eq. (4) of Ref. 2
when ~ =0.85. Given this external potential our
model is identical to the one which gives in the
mean-field approximation the phase diagram
shown in Fig. 5 of Ref. 2.

Our reason for using these ~o different sub-
strate potentials is that potentialA is so attrac-
tive as to produce complete wetting at all T; we
may examine the T,&

in this case without the add-
ed complication of a wetting transition. Potential
8, on the other hand, is sufficiently weakly. at-
tractive to give a wetting transition at a conven-
ient temperature. In addition both potentials have
the virtue that the results of the simulations may
be conveniently compared with extant published
mean-field calculations.

It is useful to transform the Hamiltonian by in-
troducing S„,=2o„& -1. Then S„,-=+1 and, aside
from an additive constant,
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lesser size were occasionally explored; these ex-
ceptional cases will be noted in the discussion of
Sec. III. In the z direction, the substrate provides
the necessary boundary condition at the bottom of
the lattice. At the top we used one of two devices
to close the system. The first was to put a second
substrate identical to the first above the top layer
of the lattice which was given a sufficient number
of layers (anywhere from twelve to thirty) that
there were a half-dozen or more layers of uniform
dilute gas between the bvo adsorbed films. The
other procedure used to close the system was to
apply to the top layer of the lattice an external
potential equal to the average interaction energy
that a particle in this layer would have with a bulk
equilibrium dilute gas lying above. The number of
active layers used with this boundary condition
varied between six and fifteen. For the simulation
of very thick films, the same stratagem was used
to discard the first few layers of the lattice. In
this case, these layers were essentially filled and
their effect on higher layers is faithfully repre-
sented by an appropriate mean field.

For a given chemical potential and temperature,
we first made runs of some 600 passes through
the lattice, attempting to flip each spin once on the
average in each pass. The spins were picked
either at random or sequentially and the random
number generator seeds were usually, but not al-
ways, scrambled after each pass. Results using
different combinations of these procedures were
compared and no discrepancies found. Runs were
made using at least two starting configurations"
at each p and T. The coverage in each layer and
the energy were computed and stored after each
pass. At the completion of each run, these quan-
tities and their fluctuations were averaged back-
wards from the final configuration and the results
for the final 30, 60, 90, etc. , passes printed as
well as the averages from each set of 30 passes.
By studying these averages we could usually de-
termine easily whether and when equilibrium had
been achieved. If it had, we also could determine,
in particular, the coverage 8 defined as

8= g —o
n

where (og is the probability in, equilibrium that a
site in layer n is occupied and (o„) is the proba-
bility that a site far from the substrate is occu-
.pied.

For many sets of parameters p, T not too close
to a critical point these relatively short runs
proved sufficient to determine the equilibrium
thermodynamic properties with acceptable accu-
racy. When they were not sufficient, runs of
2000, 4000, 6000, or in a few special cases,
20 000 passes through the lattice were per. formed.

The averaging procedures used in each case were
the same as described above except that results
from groups of 100, 200, 300, or 1000 passes
were averaged and printed.

III. RESULTS AND DISCUSSION

1.0-

0.8 3 4 8

FIG. 1. The critical temperatures T
&

using substrate
potential A. The histogram is simply the 7'-8 phase
diagram with the phase equilibrium curves represented
by rectangles.

We shall discuss separately the work using each
of the substrate potentials.

Potential A

This potential, given by Eq. (3), is such that
there is complete wetting at all temperatures.
The interesting feature of the film's phase dia-
gram is the existence of an apparently infinite
numbex' of first-order phase transitions in which
the coverage 8 changes by an amount of order one
corresponding to the addition of a single layer of
particles to the absorbed film. In the mean-field
approximation, the critical temperatures T,&

of
these transitions appear to approach the bulk
three-dimensional critical temperature as j be-
comes large. " In Fig. 1 we. show as a histogram
the critical temperatures T,&

found for the first
nine phase transitions. Qualitatively, this figure
resembles the T-e phase diagram which we did
not show because the rather coarse temperature
mesh used does not allow us to determine with any
accuracy the shapes of the two-phase coexistence
curves in the vicinity of each T,&. It would be
misleading, therefore, to present such a phase
diagram. From the figure, one sees that the crit-
ical temperature of the first layer, T„, is very
close to that of the triangular net of 0.911 e/k; T,

&

rises with j, approaching a value close to 1.025&4.
We have examined T,

&
s for j- 14 and this limiting

value appears to be well established. The critical
temperatures were found by executing runs at in-
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tervals of 0.025m/k in temperature around each T,
&

using lattices measuring both 30' 30 and 40 x 40
in constant s planes. These were done as nearly
as possible at the critical value of p ', p,'&, which
was found from some preliminary runs slightly
below T,&. In general, p,'& is just a bit more nega-
tive than V& [see Eq. (3)] and was easy to locate to
within 0.001'/k for j beyond about 3. The follow-
ing procedures were used in order to determine
T,&. 600-pass runs were initiated at coverages of
j-1 and j layers. If in both cases the coverage did
not change appreciable, i.e. , by an amount of or-
der one layer, for. the full 600 passes then it was
deemed that T &T,

&
and there are two distinct

phases in equilibrium. If the coverage changed
from j 1to j-and/or j to j-1 (roughly speaking),
then longer runs were executed and particular at-
tention paid to both the number of passes on the
average that the system remained around j or j-1
layer of absorbate and also the number of passes
required for it to cross between these coverages.
In addition, the distribution of coverages was ex-
amined as well as fluctuations in the coverage of
each layer. No single quantitative criterion was.
used to decide whether T was above or below T,&.

Roughly speaking, if 8 showed small fluctuations
around j or j-1 layers for some hundreds of pas-
ses and crossed from one coverage to the other
fairly quickly —in a hundred passes or so—T was
considered to be below T,&. If, on the other hand,
large fluctuations &n the coverage of the jth layer
occurred more or less continually with a rather
slow drift of the coverage of this layer between
mostly empty and mostly filled, then. T was pre-
sumed to be at or somewhat above T,&. When ap-
parently contradictory conclusions could be drawn
from different runs, additional ones were per-
formed. We believe the critical temperatures to
be accurate to %.025m/k within the context of a
system whose extent is 40 x 40 in each layer. The
difference between the T,&'s given by the two lat-
tices of different size is generally less than the
uncertainty, 0.025m/k, in the critical temperature.
As a check on our method of identifying the T,&'s

we simulated a single layer in the absence of an
external field, i.e., the Ising model on a triangu-
lar net; the critical temperature of this system is
T, =0.9lls/k. Using. a 30x 30 net we find 0.95'/k
to be clearly above T, and 0.90'/k to be clearly
below while 0.92K/k was judged to be slightly be-
low. For the 40 && 40 net, on the other hand,
0.925s/k was judged slightly above, the conclu-
sions for the other temperatures being the same
as for the 30&& 30 net. Consequently, we feel it is
reasonable to estimate the error in the T,&'s of
Fig. 1 at 0.025@/k and to say that they are, if any-
thing, probably too high as a consequence of the

finite size of the system.
The limiting value of T,&

for large j, T,„, is
probably closely related to thy roughening transi-
tion for a [111]surface of the fcc lattice gas',
It is certainly tempting to speculate that T,„is
identical to T„. We tried to investigate this point
further by also performing simulations using a
simple cubic lattice with a (100) direction normal
to the substrate. For this structure, our conclu-
sion from simulations using a lattice measuring
40 && 40 in planes parallel to the substrate is that
0.600& kT,„/s y 0.575. Simulations on a square net
give clearly 0.600s/k& T„0.5 50e/k& T„and
0.575'/k can be judged neither above nor below
T„we would be inclined to identify the latter num-
ber as T,. In fact, T, =0.567 for the square net. '4

Hence we feel that our accuracy in this instance is
at least as good as for the hcp structure.

There exists a number of other simulations de-
signed to locate the roughening temperature of a
simple cubic structure. Leamy and Gilmer"
started from a lattice gas or isotropic Ising model
such as ours but placed constraints on the possible
configurations in such a way as to wind up treating
the solid-on-solid, or SOS, model for which they
found Ts =0.64&/k. Perhaps the best simulation of
this model is that of Swendsen" who finds T„
= 0.575+0.025. We are unfortunately unaware of
any simulations of roughening in the isotropic Is-
ing model with which our T,„may be compared.
The most we can say is that T,„appears to be
about what one would expect for T~.

POTENTIAL B

The second substrate potential, Eq. (4), is suf-
ficiently less attractive than the first that the
mean-field approximation predicts' no wetting for
kT/s & 1.35, partial wetting for 1.35 & kT/s & 2.46,
and complete wetting for 2.46& kT/s. For this po-
tential we performed simulations at numerous val-
ues of p' and at temperature steps of O. Is/k; near
the critical temperature T,

&
for the partial-wetting

to complete-wetting transition the temperature
steps were 0.025'/k. In these simulations it
proved to be very easy to establish the existence
of the phase transition but difficult to determine
accurately the coexistence curve for the two ad-
sorbed phases. The reason for this difficulty is
that at temperatures appreciably below T,&, the
two phases are sufficiently different in charac-
ter —one consisting of a partial adsorbed layer
only and the other of several or more layers —and
thermal emergies are sufficiently small that many
thousands of passes through the lattice are re-
quired to observe a transition from one phase to
the other. Because our technique for deciding
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FIG. 2. The T-p' phase diagram using substrate po-
tential B. The numbers in parentheses specify the size
in the x-y plane of the system used in the simulations.

FIG. 3. The T-0 phase diagram using substrate po-
tential B for equilibrium chemical potentials from the
curve in Fig. 2.

when the two phases are in equilibrium requires
observing this transition and being able to judge
in which of the two phases the system prefers to
spend most of its time, we are not able to deter-
mine accurately the chemical potential at which
the phases coexist in equilibrium and hence the
phase coexistence curve. Further, as T decreas-
es, we have to use lattices of increasingly re-
stricted size in planes parallel to the substrate
surface in order to see the phase transitions at
all, and our results probably differ significantly
from what would be obtained for an infinite system.

In Fig. 2 we present the T-p' phase diagram for
partial wetting including error bars showing the
uncertainty in the equilibrium value of p '. In pa-
rentheses are given the sizes in the x-y plane of
the lattices used. Figure 3, which may be com-
pared with Fig. 5 of Ref. 2, is the T-8 phase dia-
gram assuming phase equilibrium occurs at those
values of p' specified by the curve in Fig. 2. Ac-
cording to the latter figure, the two phases are in
equilibrium at T =1.25m/k for p' =0; this is thus
the temperature T„~ of the no-wetting to partial-
wetting transition. In view of the uncertainties in
the equilibrium value of p ', this temperature must
be regarded as very approximate. It does, how-
ever, seem clear that T~~ is significantly higher
than T~. There seems to be no reason why T„~
should in general bear any particular relation to
T„since the onset of wetting appears when the
free energies of a film of essentially infinite thick-
ness and of a partial adsorbed layer become equal;

the roughening transition is accompanied by a low-
ering in the free energy of the thick film but is un-
related to the properties of the adsorbed partial
layer. Hence we may expect that the presence of
roughening will result in a somewhat lower value
of T» than would be found in the absence of rough-
ening, but that it mill not otherwise affect the wet-
ting transition. The critical temperature for the
partial-wetting to complete-wetting transition is
1.85 +0.0R/k according to the simulations using a
40 x 40 lattice;. this value is, as expected, signifi-
cantly lower than that found in the mean-field ap-
proximation, or 2.46@/k.

In summary we find that Monte Carlo simulations
of the lattice-gas model of adsorption verify the
existence of the wetting transition in this model
and also give strong evidence of the existence of
a roughening transition in the interface between the
condensed and gaseous phases of the system at a
temperature not much higher than the two-dimen-
sional critical temperature of a single layer of the
lattice gas.
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