PHYSICAL REVIEW A

VOLUME 22, NUMBER 2

AUGUST 1980

Statistical mechanics of stationary states. VI. Hydrodynamic fluctuation theory
far from equilibrium

David Ronis*
Department of Chemistry, University of California, Berkeley, California 94720

Itamar Procaccia
Department of Chemical Physics, The Weizmann Institute of Science, Rehovot, Israel

Jonathan Machta
Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139
(Received 19 October 1979)

Fluctuating hydrodynamics is extended to the nonequilibrium regime. Two modifications to the
equilibrium theory are made: (i) The dynamics of the fluctuations are linearized about a nonequilibrium
steady state (NESS). (i) The stochastic behavior of the random forces (noise) is equilibriumlike, satisfying a
local fluctuation-dissipation theorem. Thus, the noise correlations depend on position through their
dependence on the NESS temperature, chemical potential, and velocity. It is shown that this is sufficient to
give the results of our earlier microscopic analysis and sheds new light on their interpretation. A
microscopic justification of the fluctuating hydrodynamic procedure is offered.

I. INTRODUCTION

The construction of a theory of fluctuating hydro-
dynamics in equilibrium® is fairly straightforward,
since the macroscopic equations for the dynamics
of the spontaneous fluctuations can be linearized
in the deviation from equilibrium. The addition
of “fluctuating forces” generates linear stochastic
equations, which can be treated unambiguously.
When a fluid is maintained out of equilibrium, the
equations of motion are nonlinear, and it is not
evident what is the self-consistent method of con-
structing stochastic equations. The purpose of
this article is to derive such a fluctuating hydro-
dynamic theory for nonequilibrium stationary
states (NESS), as well as to offer a phenomeno-
logical recipe for the calculation of correlation
functions which rests only on the knowledge of
the macroscopic equations.

The hydrodynamic theory of fluctuations close to
equilibrium has been presented very elegantly by
Fox and Uhlenbeck.? These authors have matched
the theory of Onsager and Machlup® with the ap-
proach of Landau and Liftshitz.! A short summary
of this theory will be useful in order to expose
the objectives of this paper and the important
differences that might arise when we consider
far-from-equilibrium situations.

The basic equations are the linearized hydrody -
namic equations to which random forces are
added:

—aéa(f Dy FIF) AF, 0+ F 1) (1.1)
In this equation A (T, ¢) represents the set of den-
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sities of conserved variables, which in a simple
fluid are the number, energy, and momentum.
M (; |;') is the matrix representation of the linear-
ized equations, and Fis the set of “random for-
ces.” The symbol * stands for integration over
the space variable ;', as well as a dot product,
and ~ denotes the deviation from the mean value.
The random forces are assumed to have zero
mean value and are § correlated in time, that is,

F(r,t) F'(',t")=2Q(r, T)5(t - ) . (1.2)

The matrix @ can be easily found by solving Eq.
(1.1): -

A, H)=etM A (T, 0)
t -t ( ~
+ f dr MEIF 4 xp (T 1) | (1.3)
o F

Multiplying by é'(;l, t), where the superscript
1 denotes a Hermitian conjugate, taking the
limit £ -, and using Eq. (1.2) gives

L(F,T,)=lim A (T, DA (F,, 1))

tew
N HEIR 2 %00 (! | 20y 5, MG 17 2
J; dz e 2Q(r |T")*e €1 .
(1.4)
In deriving Eq, (1 .4) use has been made of the
fact that%(r ’rilhas negative definite eigenvalues
and thus exp[M(r [r")t]~ 0 when # = . Clearly,

I(r,r,) is nothing but the matrix of static corre-
lation functions. Equation (1.4) can be rewritten
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in the equivalent form

-,

g(?[?)*r(r T )+I‘(r| )*1__|(I'(;1|;’)=—29(;|;1) .
(1.5)

In equilibriwm, equilibrium statistical mech-

anics can be used to compute I' (especially for long

wavelengths). Thus Eq. (1.5) and a knowledge of
the linearized macroscopic equations gives

The stochastic process, Eq. (1.1), is completely
specified by taking the random forces to be Gaus-
sian and Markovian, Equation (1.5) is analogous
to the Onsager-Machlup fluctuation-dissipation
theorem.® Following Lax,* we will refer to Eq.
(1.5) and similar relations as genervalized Einstein
relations.

The connection to the Landau-Lifshitz theory
is accomplished by identifying the random forces
with the divergence of a random stress tensor
and a random heat flux., Fox and Uhlenbeck have
shown that Eq. (1.5) agrees with the correlations
of these variables as suggested by Landau and
Lifshitz,!+?

The picture changes completely when we are
interested in nonequilibrium situations.* Firstly,
we cannot linearize the hydrodynamic equations
around equilibrium. Thus the equation for

a(r, )= AF, 1) - Ay, (1.6)

where the symbol ( )yg denotes a nonequlhbrlum
ensemble average, is at least quadratic in a(r t):

da(r, 1)
dt

=M(F[F)*a(, 1)

~, -, ~ >y

+N(|T’ F")*a(r DaE",H+ee . (L)

The addition of random forces to such an equation
produces nonlinear stochastic differential equa-
tions which can be interpreted in an infinite var-
iety of ways, none of which enjoys preferable
physical basis. However, if we are interested
in the behavior around nonequilibrium stationary
states (NESS), where the fluctuations are expected
to be small, then it is reasonable to linearize the
stochastic version of Eq. (1.7) about the NESS.
Finally, even if an equation analogous to Eq. (1.5)
holds, we still are not much better off, since
phenomenologically both I" and @ are unknown.

The generalization of the fluctuating-hydrody-
namics method to far-from-equilibrium situations
raises the following questions:

(1) What is the linear stochastic process for a
given NESS?

(2) Can we establish a relation between fluctua-

tions and dissipation analogous to Eq. (1.5)?

(3) Can we calculate @ from another point of
view (since I is not known)?

(4) Can we then compute I by solving the analog
of Eq. (1.5)? -

Similar questions have been raised previously
by other authors. Keizer® has suggested that the
analog of Eq. (1.5) can be obtained for NESS by
substituting for M the equations linearized around
the NESS. The form of Q is obtained from a phe-
nomenological assumptlon that rests on the know-
ledge of the quasimicroscopic process that occurs
in the system. Keizerdid not addresshimself, how-
ever, to the solution of the analog of Eq. (1.5) in
the case of fluids. The solution of such an equa-
tion is not trivial, but is interesting as we shall
show below.

A discussion of Eq. (1.5) out of equilibrium has
also been given by van Vliet® using a Hilbert-space
formalism resting primarily on a phenomenolog-
ical Langevin description. [It is interesting to
note that in equilibrium, as van Vliet has shown,®
the two terms on the left-hand side of Eq. (1.5)
are equal. This is not generally true out of equil-
ibrium,]

One of the main objectives of this paper is to
show that one can derive a linear stochastic pro-
cess that provides a correct description of the
fluctuating properties of a stable NESS. The crux
of the method is an expansion in gradients around
a homogeneous (not the equilibrium) state and
working to linear order in the gradients. In this
way the deviation from equilibrium is immaterial.
This philosophy is similar to that in the € expan-
sion of Chapman and Enskog for the solution of
the Boltzmann equation.” Unlike some earlier
workers,® we do not use a fluctuating Boltzmann
equation approach and thus should not be limited
to low density.

The linear stochastic process is obtained in
T space and 1s completely analogous to Eq. (1.1).
However, in K space the equation is complicated
by the presence of mode-mode coupling terms
that mix different 2 modes. We will show that the
most important of these terms are those arising
from the nonlinear reversible (or Euler) terms
in the hydrodynamic equations. In this sense our
findings are similar to the mode-mode coupling
that is introduced near equilibrium critical points.®

The theory presented below predicts NESS sta-
tic (and dynamic) correlation functions which can
be compared with the results of the statistical-
mechanical theory that was developed in this
series.!® In that theory we considered NESS static
correlation functions like (A (F)A(F,))yg, Where the
symbol ( )y denotes an average over the true
nonequilibrium distribution function. We Fourier
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transformed this quantity inT - T, keeping T fixed:

Ok |7) = (4zAp) ()

= f AT - T)e® D AOAF g . (1.8)

The result of our statistical-mechanical theory
for this quantity is that!0®.10(

ArAindT) =(4; 4 3), ()

f Az A 21 (= 2)),(F) - Tp2,(E) .
(1.9)

Here the symbol ( ), stands for an average over
a local-equilibrium distribution function. The
local distribution function is defined in a steady
state (NESS quantities are subscribed by “ss”)
by .

fc;c(X)exP[ﬁi’ss(;) *A (;u X] (1.10)

fr,sX)= %decheXp[B_‘?ss(F) *A(r,X)]

where X is the phase point, f;. is the grand can-
onical equilibrium distribution function, and the
set Bd,, is chosen such that

AE)) = A@)xe 1.11)

for variables A that belong to the set of conserved
variables. It turns out that B2 is the set of ther-
modynamic conjugate variables. The result, Eq.
(1.8), is valid to first order in the gradients of
B®, but to all orders in the deviation from equil-
ibrium.?0®»11® It was shown that V@ is identical
with the gradients of inverse temperature, chem-
ical potential, and velomty fields.!o?®

Finally, the variable IT in Eq. (L.9) is the total
dissipative flux defined by

AGD=-V.IF,1, (1.12a)

16,0230

- (J (DA (F)z * A A T,)E *A(T,, 1),

(1.12b)
and

jT(t)sf ar1(r,1) .

One of the main results of the statistical-mechan-
ical theory is that

AzA

(1.12¢)
Dne® - @A e (D)

- f T dz e (A Agdy)om(D): Tp,(F) el
° (1.13)
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[cf. Eq. (6.5) of Ref. 10(d)]. The new average

{ )*m(F) appearing in Eq. (1.13) is an equilibrium
average in a homogeneous system whose (uniform)
conjugate variables equal those of the NESS at the
point . The distribution function for this average
is found by replacing

BA (T, X) * &, (r,)
by
A (X)+ & ()

in Eq. (1.10) For the quantities of interest in this
work, we may interchange local equilibrium and
“hom” averages without introducing any significant
errors [cf. Ref. 10(c)-10(d)].

The most important consequence of Eq. (1.13)
is the fact that some of the static correlations in
NESS are O(k72) for small wave vectors k. As
we have previously discussed,'° this has interest-
ing implications for the light scattering from
NESS. For example, in a simple fluid in which
a temperature gradient is present, Eq. (1.13)
shows that

VE,T * v1InT

g Bi)ye= —fk#rs% AL (1.14)

Here, N; and P} represent the number and long-
itudinal momentum densities, respectively, p,
is the equilibrium number deunsity, I, is the
sound attenuation constant and V is the system’s
volume, Thus the density-momentum correlation
is long ranged in space,

As we shall show below, Eq. (1.13) [and hence
(1.14)] can be obtained completely from a pheno-
menological description of fluctuations in NESS.
Moreover, such a description is derivable from
microscopic considerations.

In Sec. II, a phenomenological derivation of Eq.
(1.13) is presented. The discussion rests on
three basic assumptions. First, the equations
of motion must be linearized about the steady
state. Second, the random forces appearing in
the fluctuating hydrodynamic equations have the
same properties as in local equilibrium. Third,
the macroscopic dissipative (Onsager) coefficients
are related to the random-force correlations in
the usual fashion,’ 1112

Linearization around the steady state should be
valid since the amplitude of the thermal fluctua-
tions in NESS is expected to be small (away from
hydrodynamic instabilities or critical points).
The second assumption is made reasonable if we
recall that the random forces (noise) have very
short correlation times. The random-force cor-
relations have a chance to probe only a small re-
gion of the system. The last assumption merely
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states our belief that the usual Green-Kubo ex-
pressions for the macroscopic dissipative coef-
ficients'? still hold. This is an assumption about
the macroscopic equations of motion for the NESS.
Said another way, we expect that, independent of
any anomalies found in the NESS static correlation
functions, the nonequilibrium-statistical-mechan-
ical results for the transport coefficients should
be unchanged.

Section III offers a microscopic justification of
the main assumptions made in Sec. II. Using the
results of the projection operator theory given
in Ref, 10(e), we show that a generalized Einstein
relation analogous to Eq. (1.5) holds. The deriva-
tion clarifies the assumption made above.

In Sec. IV we show how equations similar to Eq.
(1.5) can be solved when the NESS has small grad-
ients. A functional expansion to first order in
gradients is used. As expected, Eq. (1.13) is
again obtained. Section V contains a discussion
of the theory and conclusions.

II. PHENOMENOLOGICAL SOLUTION TO THE
PROBLEM

In this section we give a phenomenological der-
ivation of the nonequilibrium steady-state contri-
butions to the spontaneous fluctuations in fluid
systems. Just as in the case of equilibrium we
assume that these fluctuations obey the macro-
scopic hydrodynamic equations and that they are
small enough that the equations may be linearized.
Now, however, we must linearize around the
steady state. The kernel of the linearized
phenomenological hydrodynamic equations takes
the form

M, (F[T) ==V, {BE @)oF -

-L(D)-Y,[L®6GE -1}
- (2.1)

where __Z(;) is the matrix of Onsager (transport)
coefficients,!®

- hom o A -
5= (22) ™ it (22)

and

hom
Zhd= (_@) (F) =(TrApyren(T)- T31(T) . (2.3)

Here, g(?) is the vector of the local values of the
hydrodynamic variables: number, energy, and
momentum. B_?(;), for the purpose of this sec-
tion, can be thought of as the vector of the local
values of the conjugate thermodynamic variables:
(1), B(T)u(T), and BEN(F)..

Thus we see that m5(T) is associated with the

reversible parts of the hydrodynamic fluxes, and
;‘0'1(?) plays the role of the susceptibility, convert-
ing the mechanical densities into their conjugate
variables. The correlatmn function expressions
for I 1( r) and mss( T) follow from thermodynamlc
fluctuation theory.!* The quantities m?, L(r),

and Io(r) are the same functions of temperature,
chemical potential, and velocity as are found in
equilibrium. They are position dependent since
the conjugate thermodynamic variables are nonun-
iform in the NESS. Note that if the system is
convecting, then a moving equilibrium system
must be considered in computmg the various
parameters appearing in Mss(rl r’).

Having linearized the hydrodynamic equations
around the steady state we are now in a position
to write the steady-state analogs of Egs. (1.1)-
(1.5) (once we specify the random-force correl-
ations). As was discussed in the Introduction,
we make the assumption that the appropriate
random forces are equilibriumlike. What is us-
ually done in the fluctuating hydrodynamics is to
express the matrix of random-force correlations
in terms of the matrix of random -flux! correla-
tions. Consistent with the local form for the hy-
drodynamic equations implied by Eq. (2.1), we
write

st(r )=V, {q(r L6 -1}, (2.4)
where
24 (%)= f _ T o(nI ") (2.5)

is the random-flux correlation matrix.

In equilibrium the random-flux correlations and
the Onsager coefficients are related by the gener-
alized Einstein relation or, equivalently, by the
Green-Kubo expressions for the transport coef-
ficients."”'* We have assumed that these forms
hold pointwise in nonequilibrium systems. Thus,

LE)+L'(F) =2g(). (2.6)

The steps leading to Eq. (1.5) now can be applied
to the steady-state, linearized stochastic equation,
yielding:

MSs |r)*l"ss(r1, )+1" JfF, T« M (F|T)
==2Q,(F, 7). (2.7)

T'.(F, ') is the steady-state correlation matrix
for the hydrodynamic variables. We wish to find
the nonequilibrium contribution to this matrix. It
is advantageous to split T into the part determined
by local (hom) equilibrium and a remainder:

L, (%)= ABATF )
= 1" o(F)O(F = 7) +1" JE ) (2.8)
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Since the equilibrium correlation length is for long-wavelength phenomena and is analogous to
small, we have approximated the short-range the implicit assumption made in writing Eq. (2.4).
spatial decay of the equilibrium static correla- Using Egs. (2.1), (2.4), (2.6), and (2.8) in Eq.
tion functions by a d-function decay. This is valid (2.7), we obtain

1

_M_ ’rl)*l“ (F,, ¥)+ L, ) « M, (F |F)) = +9, - [m, mE () I‘o(r)é(r_r)]+'€r,,[go(;).@i(ﬂb(.f_?’)]
VL@ 0~ TN -, - [E1) -5, 00 - )]

+2V, [ - V,6(F - )] (2.9a)
=8(F - 7)Y, - [mE) - To(F)]. (2.9p)
‘ I
In order to show the last equality, we first note Our ultimate objective is to find the behavior of
that
i e \ &9 = [ aG- e - r, 6, 7),
Trhn=drdn (2.100) Lk|D= ) a@ 5

- (a consequence of the “dot-switching” and trans-
lational invariance properties of equilibrium aver-
ages), which implies that [cf. Eq. (2.3)]

where T is held fixed in the integration. We thus
change variables in Eq. (2.12) to

p=r-7
154 (F)» Do) =To(F) - m_{;j @. (2.10b) ’
The second equahty in Eq. (2.9) is now demon- r=r,
strated by multiplying the right-hand side of Eq. for which the gradients become
(2.9a) by ¥, (¥)),(F) [where 9, (F) and #,(F') are any L
two test functions®®], integrating over all ¥ and ¥/, vV, =V, +V,
integrating by parts, and using Eq. (2.10b). The o N
resulting integral simplifies to Vo = =V,.
J‘ A A7, (B, ()6 (F f,)—,ér '[_;Zfs(f) T,@)]. Since, in the absence of gradients, I'; must van-

1sh the leading term m T is proportlonal to

VB<I>(r) Assumlng that VBQ is much larger than

262, VBib_),z and higher-order terms, we can
write the equation for the leading contribution to

V,  [mE(F) To(®)] =T A A yom(F) - VB, (F) T, by dropping all gradients acting upon the hy-
- - ) drodynamic coefficients mf, L, and T',. For the
@.11a same reason we can drop V,T',(, ¥). Finally, we
A 2J O™(F)- 33255("17) , make the assumption that the range of I', (5, T) is
(2.11b) much smaller than the length over which the hy-

drodynamic coefficients vary so that, for exam-
where the second equality is shown in the same

ple
manner as in Eq. (2.10a). Combining Eqs. (2.10b) ’
and (2.9b), we find that mE(F) = m E (7).

7}7
M (F|F)+T,(F,, )+ T, (F, 7,)+ML, (F | F) N

Since %, and 7, are arbitrary, this proves Eq.
(2.9b). From Eq. (2.3), it can easily be shown that

|ﬁ§,

L . What remains in Eq. (2.12) after these approxi-
=0(F - F)A LA, T p™m(F) -V,60(F). (2.12)  mations is

J

—

- @V, -L@®-L'@: Y,V AN D+, 0 BEH T [gf)-ral(;)]f:vpvp
- - - I HP(F) - VR (P)O(P).  (2.13)

L}
=3
l D>>
IQJ

Fourier transforming the variable p we obtain
Mpn() - L, & | ) + D& ) - o= (A A T )n () - VB2 @), (2.14)

where M;°™(¥) is the Fourier-transformed, hydrodynamic matrix linearized around the equilibrium at
point ¥. The solution to Eq. (2.14) is
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21(-1’( |¥)= -f T ar exp(Mj°mr) - (A ATy . T6s () - exp(ﬁ{;‘“"r) , (2.15)

where all hom quantities are referenced to the
point T.

Equation (2.14) is similar in form to the correc-
tion to the static averages found in our microscop-
ic appraoch [cf. Eq. (1.13)]. The difference be-
tweenJ and I, is [cf. Eq. (1.12b)] E(r) A,
Written in terms of the conjugate varlables, the
steady-state conditions are

0=y (F) =715 (F) - Lo (F) - VBB, (F)
~mE T)- l"o(r) VBiI)ss(r)
z!‘_o('r) -_ﬁ_::(r) . Vﬁgss @), (2.16)

where = means “to lowest order in VB(I)SS ” Since

T',(f) is nonsingular, mZ () - VB&(¥) must vanish
o lowest order. Thu§ we have recovered the sta-
tistical-mechanical result from hydrodynamic
considerations.

It must be stressed that the stochastic proper-
ties of the random forces and their connection to
the macroscopic dissipative coefficients were not
modified in order to obtain our results. In the re-
mainder of this work we justify the procedure giv-
en above.

III. A MICROSCOPIC APPROACH

A. Summary of previous results

Before examining the microscopic justification of the method given in the last section, some key results
of Ref. 10(e) must be given. In that work we assumed the existence of a set of slow variables A(X(?), T),
where X is the phase point. By “slow” we mean that averages containing A are small. Typically, it is
assumed that A contains the densities of the conserved variables in a simple fluid. If the set A spans the
space of slow variables, then we have shown that [cf. Eq. (3.20) of Ref. 10(e)]

AF, 1) =4, (F, 1) + M, (F|F)+AF,, 1), (3.1)
where to second order in é :

M (F[F) = ADAF) o+ A FIAF )L,

I dr[A p(F, TYAp (F)) 1, s + Ao TIA A H(ED) 1, 00488 0s ) A FDAF N7 a5 (3.22)
ApE D =AF 0 - AE),, - ADAG)), - AFIAG)E ARG, 1), (3.2b)
I

and <B>NE = (B>L +88

AFD=AF 1) - AF),, g (3.2¢)

The reader is referred to Sec. III of Ref. 10(e)
for a detailed discussion of Eq. (3.1). It suf-
fices to say that Eq. (3.1) describes the evolution
of a fluctuation of a slow variable in a NESS. We
remark that (A(r)A (¥7))1.¢s is not an algebraic in-
verse but corresponds to a matrix of inverse func-
tional derivatives. The random force A A, is or-
thogonal (to second order in A) to the slow vari-
ables in the sense that

(Ap(FDAF); 0=0, Ap(F tN1,0=0, (3.3)

and is therefore a fast variable.

In order to use Eq. (3.1) as a stochastic equa-
tion, the NESS correlation properties of A,(¥,?)
must be known. In order to extract this informa-
tion, recall [cf. Eq. (2.22) of Ref. 10(e)]that in
NESS,

S RECEY N W WA

which is valid to first order in é for ‘any variable
B. Letting

B=A,(F,0)A,(F,t+0)
gives

(Ap(F, 1A, (F, 4+ 0y = (Ap(PIA, (F',0)y 55+ O(43) .
(3.4)
Since é,, is orthogonal to the slow variables in
the local-equilibrium sense [cf. Eq. (3.3)], we may
conclude that the true correlation between the
random forces becomes negligible on the f‘ast time
scale. Furthermore, to leading order in 4, the
averages in Eq. (3.4) are stationary in time.
These, as we shall now show, are the only prop-
erties needed for deriving a fluctuation-dissipa-
tion relation analogous to that given in Eq. (1.5).
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As a final remark, we note that the last term on
the right-hand side of Eq. (3.2a) was omitted from
the phenomenological discussion presented in Sec.
II. It arises from the response induced by a fluc-
tuation modifying the Onsager (transport) coef-
ficients. In addition to this reason, the last term

on the right-hand side of Eq. (3.2a) appears in or-
der to make the macroscopic equations of motion
(linearized about NESS) Galilean invariant. As is
shown in the next section, this apparent difference
yields a term of higher order in the gradients of
B®. ’

B. Derivation of a generalized Einstein relation

The formal solution to Eq. (3.1) is

~ P t .
A(T,t)= exp[M,,(F|F)t] *é(?')+f dr exp[M o (F| F')(t = 7)) *Ap (¥, 7). (3.5)
ot o =
Consider a stable NESS. In this case, the eigenvalues of M, have negative real parts. Hence, Eq. (3.5)
shows that o
-~ t t P . . -, -
Lm(A(T, )AN(F, ))yg = lim d-rf ds e¥ss ™ TV (AL (Tt ~T)AY(F,, b = Dy xetls 15205 (3.6)
t>wo t>w J0 0

where only terms which survive for long times are written. The left-hand side of Eq. (3.6) is the static
correlation function E(r,'r’). In addition, using Eq. (3.4) we find that

F(RF'FI d'rf ds ebasFITT 4 (4, (F, s _T)‘é{)(Fz»L,ss x Ul G 1T)s ©(3.T)
- 0 0 .

The time correlation function in the integrand of
Eq. (3.7) is sharply peaked at s —7=0, quickly
decaying to zero otherwise. This implies that s
can be replaced by 7 in the second exponential
in the integrand. If this is done, we obtain

w

.. . R,
I(%, F’)=f dr e¥ssTITVT oy (T | T,) x e¥os M1 ma)T
= . Y

(3.8)
where

L(fxlfz)ff_w ds (Ap (F,, )AL F g s - (3.9)

An equivalent representation of Eq. (3.8) is
M, (F|F) «D(F,, )+ L, F,) «ML(F'|F) = 2 (F|F),
(3.10)

which is precisely of the form given in Eq. (1.5).
The form of the generalized Einstein relation
given above differs from the equilibrium form in

two respects. First, the macroscopic equations
of motion involve M,,, which describes the evolu-
tion of a macroscopic system “near” the steady
state. That is, the equations of motion are lin-
earized about the NESS. The second, and more
important difference, lies in the fact that the
correlations of the random forces are given in
terms of local-equilibrium averages. As we will
show below, this means that they can be expressed
in terms of equilibrium like quantities. Hence the
only “unknowns” in Eq. (3.10) are the static cor-

relation functions. This is contrary to the situa-
tion encountered in equilibrium; there the static
correlations can be directly computed, but the
random-force correlations cannot.

The fact that the random-force correlations are
given in terms of local-equilibrium average is
quite physical. Recall that the random forces
evolve on the fast time scale, and averages con-
taining them decay quickly in time. On this time
scale, a random-force fluctuation does not have
a chance to propagate very far. Therefore, the
random-force fluctuations probe only their local
environment, and this is adequately characterized
by a local-equilibrium average.

Equation (3.10) is a statement of the NESS gen-
eralized Einstein relation. In general it is non-
local in space. In order to solve the relation we
consider a system where the macroscopic NESS
properties vary slowly in space.

IV. SOLUTION OF THE GENERALIZED EINSTEIN
RELATION

In a system where the macroscopic properties
vary on a long length scale, we expect that the
static correlations for short-wavelength pheno-
mena should resemble those in a uniform system
whose macroscopic properties coincide with those
of the actual system at the point of interest. This
is essentially a local-equilibrium hypothesis.
Note that the fluctuation length scale must be
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small, but need not be microscopic.

Equation (3.10) can be used to find the correc-
tions to the local-equilibrium static correlation
function. To show this, we expand Eq. (3.10) in a
functional Taylor series about a state whose ther-
modynamic properties equal those of the NESS

|

=5

at T, the point of interest. That is, Eq. (3.10) is
expanded about a state where &, (T,)=B%,,(F) in
the local-equilibrium averages, and & is treated
as a constant vis-a-vis spatial integrations (cf.
the hom averages discussed earlier). Writing
terms up to linear order in the series, we find

[thm(;l Fx) *Ehom(Fl - f,)+£hom (F - Fl) *gzshom(F;’ Fl)+£(0)(;[ F;)]

vy [OT(F, I F7)\rom /8T (FIF,)\P™
+[M§§"‘(r|rl) (63'(;( r))) (—————-r—) M“‘°"‘(r']r +S‘” r| r'|r )]*AB@ (4] F)
=" T,

+0((ag2)*)=0,

where
AB®,(Fy| T)=B[&,(F,) -
SOF| )=y (F ),

6 (FIT/)\nom (57 (F]F,)\pom
SWE|F T, )E(-———s——= ‘> +(____ss__._1_)
SeV @ |F[ % 5B%,(T,) 6B®,(T,)

2,(F) s,

and where the repeated Greek subscript (o) is
summed. In Eqs. (4.1)-(4.4) the superscript hom
implies that the superscripted quantity is evaluated
in the homogeneous reference state as was des-
cribed above. This means that the hom quantities
have an implicit T dependence through the B2, ( )
[or equivalently through a.(¥)]. We stress the
fact that this dependence is local in space. Since
the hom state is translationally invariant, the
various hom quantities appearing in Eq. (4.1) de-
pend explicitly on position only through differ-
ences in the various positions.

The coefficient of each power of AB® in Eq. (4.1)
is set to zero separately. The xnth equation which
thereby results in an inhomogeneous equation for
the nth functional derivative of I (evaluated in
hom). Moreover, the inhomogeneous parts of the
equations are expressible solely in terms of the
solutions of the lower-order equations or of other
known quantities.

Consider the zeroth-order equation, written
symbolically as

M*I‘+I‘*M'

+8©@=0. (4.5)

(We do not write out the hom and “ss” symbols

for the remainder of this work.) From Egs. (4.3)
J

(61_\/1_”(1’ P ))hom
=

ey " (A@AEIAE) «AEAE)

564",\1'3) =5
(4.1)
(4.2)
(4.3)
. - bMY*rl’)hom
AThon(F, | 1)+ ToR(F| 7,) (37-;:'—(;)—) , (4.4)

r
and (3.9) it follows that S is simply the same
correlation matrix on the random-force fluctua-
tions [cf. Eq. (1.2)] as encountered in an equili-
brium system. Thus, reversing the usual argu-
ment implies that I'"™(F — ') is nothing but the
matrix of static correlations found in an equili-
brium system (possibly in uniform motion). The
properties of the equilibrium system are linked
to those of the NESS in the hom sense. For long-
wavelength phenomena, these static quantities
are readily expressible in terms of thermodynamic
quantities (e.g., compressibility heat capactities,
ete.).

The equation for the first functional derivative
of I has the formal solution:

o =f dr exp(MT) xSV xexp(M'7) . (4.6)
c Yo - - -

In order to proceed, the various functional deri-
vatives contained in S’ [cf. Eq. (4.4)] are needed.
It follows from Eq. (3.9) that

7 ar kA 1A, FALED) + Ao F DA, ()

A (F, DA E) HAEAEN T W AF)AF)A,F)] *(é(?»é(f'»'l)m.

&y(F| F7)\om
(tm £ )) f ds (Ap(F, s A1 F A, (F )" ,
and from Eq. (3.2), (4.7)

A (4.8)
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In obtaining Eqs. (4.7) and (4.8), we used the definition of the local-equilibrium average [cf. Eq. (1.19)] and
the orthogonality relation, Eq. (3.3). Furthermore, only terms to second terms to second order in A have
been retained.

Noting that the hom averages are stationary allows Eq. (4.7) to be rewritten as

5y (] )\ hom ° et e e ~ L N — hom
(SETE,_(F:)) —]; ds(([ép(r,s)ép(r'Hép(r)x_@D(r',s)]éo(ra))+j; dT(éD(r)ép(r',s)éq(ra,T))> } (4.9)

The most important change in the static correlation functions in NESS was the appearance of terms
proportional to £ [cf. Eq. (6.6) of Ref. 10(d) or Eq. (1.14) here] when the Fourier transform indicated by
Eq. (1.8) was performed. As is easily shown, the last term on the right-hand side of Eq. (4.9) yields a
term at most of order unity when used in Eq. (4.6) to compute the correction to I'™™, In order to see how
this comes about, recall that the variables A(T,t) are densities of conserved qua?ltities. Using Eq. (1.12a)
and the fact that the integrand of Eq. (4.6) decays on the k™ time scale verifies our claim. We thus ne-
glect this term.

Next, using Eq. (3.2) (in the hom sense), we rewrite Eq. (4.8) as

5%8(f|fl)hom— s N A AT NA (TN hom(% _ ¥ ATFVA(EVA (2 A
8B8%,(r,) _(<_é(r)§_(r1)Ao(ra)> HAFDAF )™ = MM"(F - T,) «(A(F,)A(F,)A,(F,)) *(A( FPAGE )
—f” dT(éu(;’T)[‘ép(;y.)Ao(;a)'*é(a)“iu.o(ﬁ)b *<é(fl)é(i:’)>_l)hom . (4.10)
0

Repeating the argument used in neglecting the last term on the right-hand side of Eq. (4.9) shows that the
last term on the right-hand side of Eq. (4.10) (i.e., the term containing Ao.D) is at most O(£™) and may
thus be neglected.

Combining Egs. (4.10), (4.9), and (4.4) shows that

SONF| 1| )= ADAF A (F, ) + (AFAF A, (F, o
= MR (F - F) w(AF AT )AL F )™ —(ADAF)A, F O +M o (F - F,). (4.11)

Only terms which possibly give a k™2 correction to I'"™ have been kept in Eq. (4.11). In addition, we have
used the fact that

Dhon(F = F,) (AFAF )" = 16(F - F) (4.12)

in obtaining Eq. (4.11). Finally using the dot-switching property of equilibrium averages (i.e., station-
arity) and inserting Eq. (4.11) into (4.6), we find :

SL(FIFNwm .
(—"’53@‘ a<*r3)) = (AFAF A, ()"

—fﬂo dr exp[xl"”‘(? -7,)7] *(1_3_(?1)14:(?2))10(?3))“"“‘ *exp[ﬁ' hom (Fr _F)7]. (4.13)

Since this result is valid only to O(k72), the first term on the right-hand side is negligible. Reconstructing
the functional Taylor expansion of I‘ thus gives

L(¥|¥) -I""(F-1)
= ..f‘ dar exp[ﬂ““‘(F -7,)7] *(é(?l)é*(;z)‘/.l,(x"g'))‘mm * AB®, (T, | T) * exp[gﬂmm(? -F)r]. (4.14)

This expression is equivalent to what our microscopic theory gave, but with one slight difference: the
variable A which appears on the right-hand side is not Au p- However, noting that in a stationary state,

(I4) «VB2,,= 0(VB3,,) (4.15)
allows us to replace A, by AD.U to order 'V'/'Bg”. Lastly, writing
AB®,(F,| F)= (F, = F) - VBE,(F) (4.16)

using Egs. (1.12), and integrating by parts in Eq. (4.14) yields

I‘(r]r) = [hom(F - F)= f ¥t *@éfo.r)h"m'_V—'B‘PU( )*e’-ﬁllo Tdr, (4.17)
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which, when Fourier transformed as indicated in
Eq. (1.8), results in Eq. (1.9). Thus, to first or-
der in the gradients of 8&_, and to O(£™), a fluc-
tuating hydrodynamics description is completely
equivalent to the statistical-mechanics treatment
of NESS fluctuations. We refer the reader to Ref.
10 for specific examples.

We should stress that the separate Einstein
relation [cf. Eq. (2.6)] assumed in Sec. II and the
correlations it implied occurred naturally in the
microscopic treatment [cf. Eqs. (4.9)~(4.11)].
This was no accident, since Eq. (2.6) merely re-
states the Green-Kubo forms for the transport
coefficients. As was shown in Ref. 11(b), the
Green-Kubo form is valid (in the hom sense) to
first order in _eﬁg for the flux appearing in the
hydrodynamic equations (i.e., to Navier-Stokes
order).

V. DISCUSSION AND CONCLUSIONS

In this work we have shown how to extend fluc-
tuating hydrodynamic equations to nonequilibrium
steady states. Three modifications were made.
In the first place macroscopic equations of motion
linearized around NESS and not equilibrium were
used, which introduced explicitly position-depen-
dent parameters into the equations. Second, we
allowed the noise-correlation properties to vary
in space through their dependence on the NESS
temperature, chemical potential, and velocity.
Finally, we required that the usual connection be-
tween the Onsager coefficients and the noise cor-
relations (i.e., Green-Kubo relations) still hold
in NESS. These three ingredients were sufficient
to obtain the results of our earlier work.°

Moreover, we have shown via a microscopic
approach that these three assumptions are correct
to leading order in 33_(13 . It is interesting to note .
that to first order in V3@, our result would be ob-
tained if we assumed that both the Onsager coef-
ficients and the noise correlations were equal to
their equilibrium values, since the effects arising
from their position dependence cancel each other.
In addition, if we had assumed a spatial depen-
dence, inconsistent with Eq. (2.6), then the can-
cellation would not occur, and terms involving
derivatives of transport coefficients would appear
in the static averages and ultimately in the light-
scattering spectrum.

Recall that the main result of the microscopic
calculations is that certain static correlations in
NESS are long range and, as we have shown, this
leads to measurable changes in the light-scatter-

ing spectrum. The phenomenological discussion
of Sec. II shows that the origin of this long-range
correlation is twofold, arising from changing both
the noise correlation properties, as well as the
form of the hydrodynamic equations. In equili-
brium, the effects of the noise are “balanced”
with the form of the hydrodynamic equations such
that the static correlation functions are short
range. If this “balance” is disturbed (e.g., in
NESS), it is not surprising that a static correla-
tion on the hydrodynamic length scale (i.e., long
range) can arise.

Perhaps phenomenological theory is most clearly
summarized in Eq. (2.12). It has the form of the
generalized Einstein relation, except that on the
right-hand side of Eq. (2.12) the random-force
correlation matrix is replaced by 5(F = T)

X(4, A, Tpvm(F)- V8&(F). This same quantity ap-

pears in the reversible noniinear parts of the hy-
drodynamic equations, when they are linearized
about NESS, and causes mode coupling. It is this
mode coupling which plays the role of the “noise”
which “excites” the new parts of the static av-
erages, and it is completely reversible in origin.
Of course, one need not make use of Eq. (2.12)
and could, in any specific application, start di-
rectly from the generalized Einstein relation.
This might be more convenient if a higher-order
theory is desired.

We have seen that the modifications to the phe-
nomenological, fluctuating hydrodynamic equations
are plausible and can be justified by microscopic
considerations. There are some limitations to
the present theory. These are the following.

(i) The theory is valid only to first order in
_562. If the gradients in the NESS are too large,
then we cannot work to first order in A, and the
functional expansion used in Sec. IV probably di-
verges. Moreover, the assumed form of the
phenomenological equations [cf. Eq. (2.1)] is valid
only to this order. In particular, Eq. (2.11) would
need modification in a higher-order theory. An-
alogous limitations are inherent in a first-order
Chapman-Enskog solution to the Boltzmann equa-
tion.” Note, however, that higher-order correc-
tions can be found using the results of Ref. 11(b).

(ii) The theory is valid only for small k if the
hydrodynamic equations are to be used. If k is
not small generalized hydrodynamics must be
used. Also, some of the terms which we have
neglected may become important.

(iii) k cannot be too small. The reason for this
is twofold. Boundary effects are neglected and a
first-order solution of the fluctuating hydrodyna-
mic equations is used. Specifically, K must be
much larger than the inverse macroscopic length
scale.
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