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The 3 'S„;3'D„, interval in atomic hydrogen. III.Separated-oscillatory-field measurement
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(Received 9 October 1979)

This paper reports the use of oscillatory fields in two spatially separated interaction regions to make a two-
quantum radio-frequency measurement of the 3 Sip 3 D»2 fine-structure interval in atomic hydrogen. The
measurement was carried out in zero magnetic field with a fast hydrogen beam. Radio-frequency fields from two
separate oscillators were applied in both interaction regions and used to drive the two-quantum transition. The
relative phase in the two interaction regions of one of the radio=frequency fields was alternated between 0 and 180'-
so as to isolate the separated-oscillatory-field interference signal; the frequency of the other radio-frequency field was
varied so as to sweep over the resonance. An adaptation of the earlier reported theory was used to calculate the line
shape and power dependence of the separated-oscillatory-field interference signal. The measured value for the 3 'S„,-
3 D», interval is 4013.106(57) MHz. This value agrees satisfactorily with both the previously reported single-radio-
frequency-field measurement and the theoretical value for this interval. The value for the 3 $~(2 3 D»2 interval
obtained by combining the results from this measurement with the single-field measurements reported earlier is
4013.155(53)MHz.

I. INTRODUCTION

In two earlier papers' we reported a theoreti-
cal calculationof the line shape for the two-phonon
O'S, /, -3'D, /3 transition in atomic hydrogen and a
measurement of this fine-structure interval.
These papers dealt only with the situation in which
a fast atomic beam passes through a single inter-
action region in which a radio-frequency field is
present. In this paper we report a measurement
in which two spatially separated oscillatory-field
regions were used to measure the O'S», -3'D, /,
fine-structure interval. The theoretical methods
developed earlier are used to calculate the line
shape and power shift for the configuration with
two radio-frequency fields.

In the measurements with a single oscillatory
field, the linewidth is limited by both the transit
time and the natural linewidth. In the earlier
measurements the linewidth was roughly 25 MHz
compared to the fine-structure interval of 4040
MHz, and the 10-MHz natural linewidth due to the
lifetime of the states. In the separated-oscilla-
tory-field measurement reported here we were
able to obtain linewidths of 6 to 8 MHz.

The combination of Ramsey's method of sepa-
rated oscillatory fields and fast-beam spectro-
scopy has been used by Fabjan and Pipkin to mea-
sure the Lamb shift in the n=3 state of hydrogen' .

and by Lundeen and Pipkin to measure the Lamb
shift in the n = 2 state of hydrogen. The first-
fast-beam observation of the 3'S, /2-3 D, /, two-
photon transition was reported by Kramer et al. ,'
who also used two separated oscillatory fields to
observe the interference pattern by switching the
relative phase of the two fields between 0' and 90'.

The measurement reported here uses two radio-

frequency fields oscillating at angular frequencies
~, and co, in each of the two separated-field re-
gions. Frequency component &, is applied with 0'
ghase difference in each of the two interaction re-
gions and is scanned to trace out the two-photon
resonance. Frequency component co, is kept fixed
in frequency, but is applied to the two interaction
regions with 0' or 180' relative phase. The dif-
ference between the signals obtained with 0 and
180 'relative phase shows an interference signal
centered at &u, + v2 = ur PS,&,

—D, &2), corresponding
to a two-photon transition involving one w, and one
co, photon. This technique avoids the difficult
problem of generating a 90' phase shift which is
independent of frequency. This technique was
first demonstrated by Clark et al.' for the hydro-
gen 3 Si/2 3 D5/2 transition.

This paper reports in succession the description
of the technique, the theory for the two-photon-
two-frequency line shape, the apparatus, the data-
taking procedure, the results, and the conclusions.

II. DESCRIPTION OF THE TECHNIQUE

In undertaking this measurement, we were
strongly motivated by two observations. First,
multiple-quantum measurements provide high-Q
resonances which can be used to determine the
fine structure of hydrogenlike atoms. The conven-
tional methods for measuring the fine structure of
hydrogenic atoms use radio-frequency transitions
between the long-lived n S,/, states and the short-
er-lived n'Pz/2 3/2 states. The ultimate accuracy
of the measurements is limited by the linewidth,
which is determined primarily by the short line-
times of the n Px/g 3/2 states. The O'Si/2 3 D5/2
double-quantum transition has one-third the na-
tural linewidth of the O'S&/2-3 P&/2 3/2 transitions
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because the lifetime of the O'D», state is three
times that of the O'P, &, state. The increase in Q
is even more spectacular. if .one considers multi-
ple-quantum transitions in high-n manifolds from
the & S,&, state to the highest angular-momentum
state in that manifold. This improved linewidth
is partly offset by the large power shifts encoun-
tered with multiple -quantum transitions.

The second observation is that the combination
of a fast atomic beam and two separated-oscilla-
tory-field regions makes it possible to work with
short-lived states and to reduce significantly the
power shift. The feasibility of working with short-
lived states makes it feasible to carry out experi-
ments on the higher excited states of helium where
the increase in Q is particularly attractive. The
existence of a field-free region between the two
separated oscillatory fields reduces the rf Stark
shift and makes the power correction less serious.

Since the multiple-quantum measurements are
an extens ion of the single-quantum separated- osc il-
latory-field measurements, it is instructive to re-
view briefly the single-quantum separated- osc illa-
tory-f ield technique. In the s ingle- quantum separa-
ted-oscillatory-field experiments, a fastbeam of hy-
drogen atoms in the n S,&, state with a well-de-
fined velocity is produced by charge-exchange col-
lisions between an incident proton beam and a
gaseous target. The beam of atoms then passes
sequentially through rf field A, a field-free re-
gion, and rf field B. The number of atoms that
emerge from B in the n'S,

&~ state is monitored so
that the relevant quantity is the transmission prob-
ability for atoms in the n'S, &, state to pass through
the two rf fields. There are two "paths" through
which atoms initially in the n'S, &, state can be
transmitted through the spectroscopy region. One
path (the 8 path) is via the n'8, &, state in the field-
free region; the other path (the P path) is via the
n'P, &, state in the field-free region. When.
summed and squared, the amplitudes for these two
paths give the total transmission probability. The
various contributions to the amplitudes are illus-
trated by the diagrams in Fig. 1.

The amplitudes can be calculated using time-
dependent perturbation theory, and it is convenient
to use the language of time-depepdent perturbation
theory to describe the transitions. For each ab-
sorption (emission) of an rf photon, the corre-
sponding amplitude acquires a phase factor of8" (e") and a multiplication factor E, where 8 is
the phase of the rf electric field and E is the
strength of the rf electric field. If o„denotes the
phase in field region 4 and 8~ that in B, the S path
has a net phase factor of unity, and the I' path has
a net phase factor of exp[i(8„- 8~)]. In summing
and squaring the S and I' amplitudes, a cross
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FIG. 1. A schematic representation of contributions
to the amplitude for a hydrogen atom to enter and emerge
from the separ ated-oscillatory-field interaction region
in an n 28&~2 state vrhen there is present an rf field of
sufficient strength and arith the required frequency to
drive the n S&~2 —n P&~2 sixgle-photon transition.

term emerges with a phase of (8„—8e). This
cross term can be isolated froxn the total signal if
data taken with (8„—8e) set at 180' are subtracted
from data taken with (8„—8e) set at 0 . The
squares of the P-path amplitude and the S-path
amplitude do not contain this phase factor and thus
cancel in the subtraction. The interference term
describes atoms which pass without radiative de-
cay through the entire spectroscopy region. Thus
the linewidth for the interference term is deter-
mined by the transit time between the two rf fields,
and not by the lifetimes of the states.

The signal obtained by averaging the data taken
with (8„-8e) set at 180 and the data taken with
(8„—8e) set at 0' is called the quenching signal.
It is the separated-oscillatory-field analog of the
single-oscillatory-field signal.

The simplest scheme for extending the separated-
oscillatory-field method to the two-quantum
3 Sg /2 O Ds (2 transition is to use the same proce-
dure as with the single-quantum transition but with
a different choice for 8„—8~. In this case, an
atom entering field-region A in the O'S»2 state
can make a transition to the O'D»2 state through
the absorption of two photons if 2kcu = [E( D», )
-E( 8, &,)]. Since the O'P, &»&, states are far
from resonance, transitions to these states can be
neglected. Thus, there are two paths. through
which atoms entering region A in the O'S, &, state
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may exit region B in the 3 Sy/2 state. They are
the "S"and "D" paths depicted graphically in Fig.
2. For path D, absorption of two rf photons in
region A is followed by emission of two rf photons
in region B. As a result the amplitude for the D
path has. a net phase factor exp[2i(8e —8„)]. The
net phase factor for the S path is one. Hence the
cross term arising from the square of the sum of
the amplitudes has a phase of 2(83 —8„);the inter-
ference effect can be isolated by subtracting data
taken with (8e —8„}equal to 90' from data with
(8e -8„)equal to 0'.

From an experimental viewpoint, however, this
procedure is unsatisfactory for a precision mea-
surement because it is difficult to produce accu-
rately a relative phase of SO'. A critical compo-
nent to the success of the separated-oscillatory-
field measurement of the Lamb shift in the n =2
state of hydrogen is the use of a precision "magic
tee" to obtain relative phases of 0' and 180 . The
operation of magic tees depends upon symmetry
considerations which are not readily applicable
to 0 and SO phase division. In order to overcome
this difficulty we developed a two-frequency tech-
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FIG. 2. A schematic representation of contributions
to the amplitude for a hydrogen atom to enter and emerge
from the separated-oscillatory-field interaction region
in a 3 S&/2 state when there is present an rf fieM of
sufficient strength and with the required frequency to
Wive the 3 S&/2-3 Ds/2 two-photon transition.

nique which makes use of a magic tee to obtain the
required phase division. The two frequencies, w,
and ~„which are present in both interaction re-
gions, are chosen so that k(&u, + z, ) =[EPD,~~)
-Z('S, &, )] but such that neither frequency is reso-
nant with any single-quantum transition in the n = 3
manifold. An atom entering field A. in the 3 Sy/2
state can undergo a transition to the 3 D, /, state
by absorbing one photon of frequency &o, and one
photon of frequency co,. Similarly, transitions
back to the O'S, /, state can occur in region B if
one photon of each frequency is emitted. If we de-
note the phases of the two-frequency components
in region 4 as ~~ and e», and in region B as e»
and 0», the net phase factor for the D path is

exp{i[8„-8,„)+ (8„-8,„)]). (1)

By always keeping (8» —8»} set at 0', the inter-
ference cross term has the phase of (8» —8»).
The interference signal can now be isolated from
the total signal by subtracting data taken with (8»
—8»} set at 180' from data taken with (8» —8»)
set at 0.

The use of two rf frequencies not only allows the
use of a magic tee, but al.so yields an additional
advantage. By always keeping co, fixed in frequen-
cy while scanning +, to trace out the resonance
line shape, the apparatus becomes insensitive to
spurious signals traceable to higher-n states. In
a fast-atomic-beam experiment high-n states are
usually heavily populated by the charge-exchange
process. In an experiment such as this, where the
survival of 3 Sg/I states is monitored by observing
Balmer-alpha photons, only 5% of the optical pho-
tons detected originate from atoms which enter
the spectroscopy region in the O'Sy/2 state. Tran-
sitions induced by the spectroscopy fields in high-
n levels can be detected by cascade into Balmer-
alpha light, and can distort the desired resonance.
Since ~, is fixed in frequency, transitions induced
by this frequency can only produce a constant sig-
nal, which vanishes upon subtracting 180 data
from 0' data. Transitions in higher-n levels
driven by the field of frequency ur, also vanish in
the subtraction of data since the phase (8» —8»)
is kept fixed. Only multiple-quantum transitions
which involve both m, and e, photons remain after
subtraction of data, and in hydrogen there are no
such multiple-quantum transitions overlapping the
3 S~/2-3 D, /2 resonance.

III. THEORETICAL TREATMENT OF THE LINE SHAPE

In this section we will use the technique reported
earlier to calculate the line shape and power shift
for the two-quantum, two-frequency signal ob-
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served in this experiment. The goal of the cal-
culation is a detailed theory of the transmission of
hydrogen atoms in the 3'S,&, (F =0) state through
the spectroscopy region. For this calculation we
will use units in which 8= 1, but leave h in place
on occasion for mnemonic reasons. We will take

as the ~ axis the direction of polarization of the rf
electric field and use this direction as the axis of
quantization.

Figure 3 shows a schematic view of the spectro-
scopy region. In making the calculation we will
take as the zero of time, the time at which the
atom enters the first waveguide. To a good ap-
proximation each atom sees an electric field given
by

~zE,„sin(nt/T)cos(&u, t + 5,)

+zE»sin(nt/~)cos(ro, t + 5,), 0 &t & T

2)=( ~E, esin[v(t —T r)/7]cos((o, t+ g, + q, )

+IE,~ sin[w(t —T- 7)/7]cos((o, t+ g, + g, ),
7'+ T &t &2r+ T (3)

E(t) =0 elsewhere. Here v is the time spent in
the first and second waveguides, and T is the time
spent in the field-free region between the two wave-
guides. The phases 6, and 6~ are the phases of the
two microwave electric fields in the first wave-
guide at the time the atom enters the guide. The
phases (, and (, are the differences of the phases
of the microwave electric fields in the first and
second waveguides. To reflect the random arrival
time of the atoms at the first waveguide, and the
incoherence of frequencies co, and ~„ the calcu-
lated transition probability is subsequently aver-
aged independently over 6, an5 6,. We will use the

K=KO-qE(t) 'r, (4)

where qr is the atomic electric-dipole-moment
operator, and 3C, the field-free atomic Hamilton-
ian. For the electric field specified above, only
&m~ =0 transitions occur, and dipole selection
rules allow the coupling of incident 3'S,&, (E=O)
states only to those n = 3 states listed in Table I
and shown in an energy-level diagram in Fig. 4.
The table includes theoretically calculated ener-
gies of the states [relative to the 3'S,

&2 (F=0)
state] including hyperfine energies, and also cal-
culated decay rates. The diagonal entries of the
Hamiltonian X, are taken to be of the form

where ~„ is the Bohr frequency, and I'„ the decay
rate, of state +. The energy-level diagram gives
the matrix elements of z, in units of the Bohr
radius, between the states coupled together by r.
As an abbreviation we will use S, I', I", D, and
&' to designate, respectively, the 3'S,&, (E=O),

F=3 2
2 5/2

2 F=2-
5/2

(24.3) ap

1/2- (p.p5) ap

05/2
1

convention that w, is the smaller of the microwave
frequencies, the one fixed in phase and scanned in
frequency; ~, is the larger, fixed frequency, which
undergoes the relative phase change.

The interaction of hydrogen atoms with this
electric field is assumed to be described by the
Hamiltonian
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FIG. 3. A schematic view of the spectroscopy region
showing the rf fields seen by an atom as it transverses
the appar atus.
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FIG. 4. Energy-level diagram (not to scale) for the
n= 3 manifold of atomic hydrogen depicting the electric-
dipole transitions linked to the 3 g&/2(E= 0) state by an
electric field parallel to the z axis. The numbers be-
side the lines indicating linkage are the matrix elements
of z; the unit uo is the Bohr radius.



22 T H K 8 S I /2 3 0 5(2 I N T E R V A L I N A T 0 M I C I I I

TABLE I. Energy levels involved in the Sgi2 —D5)2 two-photon transition in the & = 3 state
of-hydrogen. In the third column labeled energy, the location of the 3 S&~2 state with the as-
sumption there is no hyperfirie splitting is taken-as the-origin-, and none of the hyperfine split-
tings for the other states have been included. Column 4 gives the hyperfine energies that must
be added to column 3 to obtain the energy levels when the hyperfine structure (hfs) is included.
Column 5 gives the energy of the states when the hyperfine structure is included with the loca-
tion of the 3 S~y2(F =0) state taken as the origin.

State Mnemonic
Energy
(MHz)

hfs
(MHz) (10~ sec ~)

r
(10 sec )

3'S,g,(F =0)
3 P3y2% =1)
3 P()2{F=1)
3 D,~,(F =2)
3 D3(2(F =2)

s
P
P'
D
D'

0.0
2935.191
-314.898
4013.197
2929.859

-39.457
-4.380
+4.382
-1.577
+1.577

0.0
18.662 74
-1.703 11
25.453 67
18.666 68

0.0063
0.1897
0.1897
0.0647
0.0647

32P2
&2 (F= 1), 32P1

&2 (F= 1), 3'D,
&2 (F=2), and

3'Ds&2 (F=2) states. We are particularly inter-
ested in transitions from the 3'Sl

&2 (F = 0) state to
the 32D,

&2 (F=2) state via the 3'P»2 (F=1) state.
We, want to calculate the amplitude

A(+lt +2 y ElA$ E1By E2AJ E2B& Ill 421 ~ll ~2) (8)

for the transmission of an atom initially in the
3'S,

&2 (F= 0) state through the two interaction re-
gions. The experimentally observable transmis-
sion probability is given by

(~1& ~st E1AiE1B&E2A&E B&2(li 4)

A = Bs sexp(-iEs T)Ass

+ BspexP( iEBT)A-Bs + Bss, exP(-iEB, T)AB s

+BsBexp( -iE~T)ABs + BsB exp(-iEal, T)AB s ~

(13)

In this exPression, +ssy +p$~ +p's~ +Dst +D's
represent, respectively, the amplitudes for an
atom to enter the first waveguide in the S state
and emerge, respectively, the in S, P, P', D, D'
states, and Bssy Bspy Bsp. , Bsay BSD rePresent
the amplitudes for an atom to enter the second
waveguide in, respectively, the S, P, P', D, D'
states and emerge in the S state. Each of these
ten amplitudes can be expanded in a double pertur-
bation series in E, and E~ of the form

The experimental signals are defined to be the
fractional decrease of P upon application of the
microwave power:

Ps=P((ul, (u„0,0, 0, 0, 0', 0'), (8)

9= 2[S(0 )+ S(18o )l y

I= S(G') —S(180') .
The amplitude A can be expanded into five terms

which correspond to the five ways in which an atom
can propagate across the field-free region as fol-
lows:

(0 ) =1 — (~X ~stE1A iB E2A ERB o' o )IPO ( )

S(180')= 1 -P((ul, (os, E1A, E,B, E2A, E2B,0', 180')/P0.

(10)

It is convenient to transform the 0 and 180' sig-
nals to "quenching" and "interference" signals,
respectively:

&ss = &'s"s
y

n~O

(i4)

where A's"s is of nth order in the electric fields.
Since the interaction Hamiltonian is a periodic
function of 6, and 6„each of the amplitudes is a
periodic function of 6, and ~, and can be further
expanded into a double Fourier series:

Similarly

~( ) 4
~

(n) 4ge ~ae2

n=O g, k=-n

BSS B(n) e&)e)e)462eg&~ei&42
S $2»

n=O ),&=-n
(ie)

where the $„$2 phase dependence has been shown
explicitly. Time-dependent perturbation theory
(TDPT) can be used to calculate each of the expan-
sion coefficients.

Substitution into the expression for A gives the
signal in terms of the calculable coefficients
A(s"s)», etc. After averaging over the phases 5,
and 5„ the following expression is obtained for
the signal S:
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S = -»e[e""(A"s', -+D"',-)]-2 «[e""(A's's'. ..+ &s"'
~
oo)] —Z I

e""~'[IAl",» ~'+ IEs"',» ~']
),k=-2

2

ef$$~/(2) ek(gey+ktk2) ekE$v' g(2) + e-izgv' g(2)
S S,gk 8$,-$ k SS,Js )g, k=-2

e(rg" &D ) T/2eI'& &el( Mp-fdic )Te2$ cd& r ~(2) ef(]P&++2)~(2)
SD,)ke &S -g-k

g, k~-2

+ O(Es)

+ (terms in P, P', and D' states).

The insertion of P, = O', P, = 0' or 180', corresponding to the experimentally achieved phase differences
between the two interaction regions, gives S(0') and S(180') and in turn the I and Q signals. The most im-
portant terms for S in the interference signal are those involving the D state.

As an example of the TD'PT technique, we write explicitly the form of the amplitude for AL, $

t2
A~~', , =(2ih) ' dt, dt, e 'sD" '&' e '"i's(qE»(D~z ~P))sin( ts/s)Te 'sp"s '&'

0 0

x e '~s'&(qE»(P ~z ~S))sin(st, /T)e 'ss"a-"+ (term with ~, and ar, interchanged).

This amplitude describes the absorption of one
photon of frequency ur» and one of co» in a transi-
tion from the S state at time t = 0 to the D state by
time t= v. All the other 2nd- and 4th-order ampli-
tudes can be evaluated in the same way; the inte-
grations can be performed analytically, although
the complexity of the results requires evaluation
by computer. The expansion of the signal has been
carried through to 6th order in electric fields, and
the interference signal isolated; in this order the
rf Stark shift, or power shift, of the two-photon
resonance appears.

We have shown in Ref. 1, however, that these
TDPT amplitudes can also be expressed using a
much simpler effective-potential approximation.
In this approximation, the 2nd-order amplitude
AD~, , is given by

, =(in)-' dte 's~'""V" (D--S)(t)

-kZ (t-0)xe

I

where the effective potential is given by

y „(D S)(t)=(4tt )-oqE,„E,„&DI.IP)(PISCIS)

x sin'(st/~)e ""&'"s". (20)

Here the quantity analogous to the energy defect
is o, where

,
(E's +ED, (u~ —

(us&~
'

=I
2 P ]

(21)

In a similar manner, the methods of Ref. 1 can
be used to calculate using TDPT the effective po-
tentials for D to S, S to 8, and D to D transitions.
These effective potentials can then be used to cal-
culate in a compact form all the amplitudes re-
quired for a determination of the signal through 6th
order. The explicit expressions for the poten-
tials with superscripts designating the waveguide
to which they apply are

2E
V"„(D-S)(t)= '" '" &D~s ~»&Pls l»e ""'""»n'(~/~),

4A. N
(22)

y" (S D)(t) —q " '" (S~s ~P)(P~@ ~D)e""~ s "sin (st/7'),

2E
( S)( )

q g (D~ ~P)(P
~

~S)
-4(id/ 4ls)te 4sy es sin -[7f(t 7 7)/7]

4@@
(24)

(S D)(t)=q " "(S(z(P)(P~s~ )D"e"~'"" 'e"'""» n[( -tT-~)/~1,
4m~

(25)
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($5) g g 'f t
I

+ I&sly IN)&Nlz Is')sin («/7'),
p p'y gg 4@ (E8»J EN s»9 xl

2
+ l&~l~ I+&& I~ ls)sin'[m(t —7' —r)/~],.p, p (=i,g 4tt Ps+»g -EN Es —»g -E~l

y"„(D—D)(t) — f '"
I

+
I

&Dl p IP)&P Iz ID)sin'(«/7),
4h (E +») -E E —»q -E j

y~„(D D)&t) g & "
I

+ &DIg IP&&Plz ID&sin'(7((t —7' —7)/~].
4K (E~+»& -Ep E~ —»& -Ep

(27)

(2s)

(29)

For the calculation of the interference signal in lowest order (E ), the important terms are A'D'~', , and
The use of the effective potentials gives

T
~(g) (.@)-g dt -(@~(v-()yA (D g) -(gg(t 0)-

2 ~~ 1
(30)

where

&=E~ -E.—(»i+» )

is the complex detuning factor. In a similar manner

m
' e-'" —1

+8(I,li= ~~a'
"

&&l~ IP&&PI~ ID& —,
'

P[PQ (2 / )2]

(31)

(32)

1A 18 1 P

E2A=E2a=E2 ~

(33a)

(33h)

these amplitudes give to fourth order for the in-
terference signal

Together with the simplifying assumption that the
two waveguides are equivalent so that

3.14
T+ 7

(36)

"interference wiggles" whose width is determined
by T+ v, the transit time between the centers of
the two interaction regions, and an envelope func-
tion which is independent of T. The distance be-
tween the zero crossings of the interference sig-
nal as (d, is varied is

I 2 S I' P D

n' P'[P' —(2 v/v )']'

The FWHM of the envelope is

9 05
(37)

Comparison of the interference signal calculated
using the effective-potential approximation with
the results of the fourth-order TDPT results men-
tioned earlier shows that the interference line
shapes calculated with the two methods have line
centers which agree to better than 1 kHz out of
linewidths and center frequencies of roughly 10
and 4000 MHz, respectively.

To understand Eq. (34) it is instructive to make
simplifying assumptions. First, assume that the
decay of the states can be ignored so that & and I3

are real. The interference-signal line shape is
then given by

The quenching envelope is considerably wider than
the interference signal even when T- 0.

The inclusion of the atomic decay rates, by
treating & and P as complex, has several effects.
First, the width of the quenching envelope is in-
creased from the transit-time -limited value.
Second, the period of the interference wiggles is
increased corresponding to the increased impor-
tance of the late regions of the first, and early re-
gions of the second, interacting region due to the
decay of the atomic states. The effective interac-
tion time, T+ 7, for the interference wiggles is
changed to T+~-k, where

1 2 sin(P7'/2)
cP P[P' —(2m/r)']

This form shows the factorization into cosine

(35) 1 8+3x'k=~ cothx--
X 7r2+X2 (3s)



598 VAN BAAK, CLARK, f UNDEEN, AND PIPKIN

(r r, )&x—
4

For the measurement reported in this paper, the
uncorrected interaction time T+ 7 (the time of
flight between the center of the two waveguides)
was roughly 80 nsec, and the correction was 4
nsec. Third, the lifetime-induced phase of the
energy defect causes a shift of the center and
some asymmetry in the interference signal analo-
gous to the lifetime shift discussed earlier. The
inclusion of this shift gives for the center of the
interference signal

2$~, +CO2=COD-~, —
&

where g is the phase of & ' which is given by

(4o)

(4i)

In practice this corresponds to a shift of the inter-
ference signal by 0. 83%%up of the distance between
zero crossings.

In addition to this lifetime shift, which persists
even in the limit of zero electric fields, there are
"power shifts' which result from the effective-
potential terms coupling S to S and D to D, speci-
fically V,«(S-S)(t), V,«(D- D)(t), V,«(S-S)(t),
and V,«(D- D)(t). These terms are not included
in the interference line shape calculation to order
E, but are important in the order-E calculation,
where the power shifts first appear. In sixth ord-
er the center of the line shape varies linearly with
E', and E» the resonant frequency increases as E',
or E,' increases. In addition there is an additional
asymmetry introduced into the line shape for the
interference signal; the general character of the

for 7' &t & t+ T.
The effect of the on-diagonal effective-potential

terms, V,"«(S S)(t)-and V,«(D -D)(t), is to shift
the energies of the S and D states, respectively,
while the off-diagonal terms induce transitions be-
tween the S and D states. By performing an ap-
propriate time average of the on-diagonal terms,
one finds an expression for the linear power shift

6(g)~=Re ~(A~ —A~)
~-k' &

T+7-k&

where

(44)

3YTk'=k+
x +477

(45)

l ine shape is not significantly different from the
fourth-order calculation. In principle, the calcula-
tions may be extended to any order in E; the cal-
culations, however, become very unwieldly for
the higher orders.

A more efficient method for calculating the line
shape to higher order is to use the effective-po-
tential terms in a 2 x 2 Hamiltonian which de-
scribes the time evolution of only the S and D
states, and not that of the I', P', and D' states.
The 2 x 2 Hamiltonian is

/E, o l t' v' ( s)(') v."«( D)(

( O Z.) (V.„(D-S)(t) V".„(D-D)(t))
(42)

where &=A., B correspond to the two waveguides,
and

&z, o~

/=1, 2

The factor of -', arises from averaging over the
sinusoidal shape of the electric fields, and the
factor of (v —k')/(T+ v —k) gives the dilution of
the power shift of the interference signal corre-
sponding to the fraction of the time that atoms
spend in the intermediate, field-free region. The
k and k' are small corrections to the times due to
the finite lifetimes of the S and D states. Since
~~ and AD are second order in the electric fields,
in this approximation the power shifts are linear
in microwave power for each microwave frequen-
cy.

A simple numerical integration of Schrodinger's

I

equation using the 2 && 2 Hamiltonian (Eq. 42) produces
line shapes relevant to the actual experimental
conditions. Since the assumptions used for the
derivation of the effective potential terms do not
depend significantly upon the strength of the elec-
tric fields (Ref. 1), this approach is capable of
describing correctly the resonance line shape even
under conditions of power saturation, as was de-
monstrated for the single-fi. eld experiment. Sim-
ulated line shapes using this approach were gen-
erated for ail of the experimental data and used in
the data reduction to account for the line-shape
asymmetry. The power shift deduced from the
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simulations agrees with Eq. (44) to better than
1% accuracy, and is linear in Em and E~m. Devia-
tion from linearity could also arise from a non-
linear dependence of A~ and A& on power. High-
er-order approximations of the effective-potential
terms used to calculate A~ and A~ exclude this
possibility. Thus, for the purposes of data reduc-
tion, it can be assumed that the power shift is bi-
linear in E', and E', .

Finally we briefly mention other features of the
line shape which are not yet included in the line
shape theory. The only effect of importance is the
"v x B" shift, a line shift resulting from the addi-
tional component of the electric field which arises
from the Lorentz transformation of the longitud-
inal microwave magnetic fields present in the
waveguides used in the experimental interaction
region. The largest shifts in the interference
resonances due to this mechanism were calculated
using TDPT to be less than 0.4% of the linewidth.
The other nonidealities in the experimental ap
paratus, such as holes in the side walls of the
waveguides, stray polarizations of electric fields,
microwave magnetic fields, and dc magnetic and
electric fields, are all too small to shift the in-
terference lines by more than 0.1% of their line-
widths.

IV. APPARATUS

Figure 5 shows a schematic drawing of the ap-
paratus. The setup was a modification of that used
in the measuremeats with a single microwave in-
teraction region. '

A fast beam of hydrogen atoms was produced by
charge exchange from a H' or H', beam. The data
reported in this paper were obtained using either
a 42-keg H' beam or a 78-keg H; beam. The
microwave interaction region consisted of two
parallel waveguides with the longitudinal axis of
propagation perpendicular to the atomic-beam
axis. The microwaves in the guides propagated in
the TE» mode, and the electric field was perpen-
dicular tothe beam axis. The internal width of the
waveguides was 12.94 cm, and the two adjacent
inner walls of the two waveguides were separated
by a 7. 11-cm field-free region.

The state-selection region described in the
earlier paper was located immediately following
the second waveguide. An applied 330-MHz radio-
frequency electric field was used to quench atoms
in the 3'S», (F= 1) state and preferentially trans-
mit atoms in the 3 S,&,(F= 0) state

Surviving atoms in the 3'S», (F=0) state were
detected by observing the Balmer-u photons (656
nm) emitted when they decayed to the 2 'P, &»&, states.
An active quencher, in which a microwave f ield
mixed through a two-photon transition the 3 'S«, and

3 D5(2 states, was used to shorten the effective life-
time of atoms in the 3'S«, state and thus increase the

probability for decay in front of the phototube.
The simpler 3'Sy/2 3 &y(2 3]2 mixing was not
used because the atoms in the 3'P, &, ,&, state de-
cay 89/o of the time to the 1'S,&, state with the
emission of Lyman-P photons, and we did not have
an efficient Lyman-P detector. The microwave
mixing was performed using a resonant cavity at
a frequency of 2027 MHz with electric fields of
about 25 V/cm. In addition to increasing the sig-
nal by a factor of 3, this quenching scheme also
increased the hyperfine selectivity, since atoms
in the 3'S», (F= 1) state would require roughly
2002 MHz for resonant two-photon quenching. A
656-nm, 10-nm bandwidth interference filter, and
a C31034 photomultiplier tube were used to observe
the Balmer-& photons.

The last element in the beam line was a Faraday
cup. The Faraday cup was used to measure the
instantaneous current of the unneutralized fraction
of the beam (about 50%). This measurement of
the instantaneous current was employed to correct
the observed photon count rates for short-term
variations in the rate of production of atoms in
the 3'S, &, (F=O) state.

Figure 6 shows a schematic diagram of the
microwave system used to observe the resonances.
The objective is to produce in the waveguides
microwave fields with frequencies v, and v, such
that $,=0', E» E» independen——t of the variable
frequency v„and $, =0' or 180', E,„=E»for the
fixed frequency v, .

The microwave fields with frequencies v, and v,
were derived, respectively, from a programmable
synthesizer and a locked klystron oscillator. The

Photomultiplier

Beam

Charge-
Exchange
Ce I I

First
Waveguide

Second
Waveg vide

Post- Quenching
Plates

1Pcm

Photo-Quench
Cavity

Faraday
Cup

FIG. 5. Schematic diagram pf the apparato. s.
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FIG. 6. Schematic diagram of the microwave system
used to observe the resonances.

former was tuneable from 1 to 2000 MHz', the lat-
ter was locked at 2155.000 MHz. The high power
levels required to drive the two-photon transitions
were obtained by using broadband traveling-wave
tube (TWT) amplifiers with a nominal 30-dB gain
and 20-W output in both the v, and v, channels.
Lom-pass filters folloming the TWT amplifiers
ensured the rejection of harmonics.

Fastdiode switches were used to control the flow
of microwave power. A low-power switch pro-
ceeding the TWTA was employed to turn off and on
the v, channel. A single-pole, three-throw high-
power switch following the v~ TWT amplifier was
used to switch the v, channel between the off, g,
= 0', and g, = 180' configurations. Both switches
had more than 60-dB isolation in the off position.

A coaxial "magic tee" was used to obtain the
phase and power division required to drive the two
waveguides. The power at frequency v, was al-
ways delivered to the I' port of the tee; this re-
sulted in equal power appearing in phase at the
output ports. The power at frequency v, was
smitched alternatively between the I' and S ports
of the tee; this resulted in equal powers appearing,
respectively, in or 180 out of phase at the output
ports. Since the tee is a passive linear device
obeying the superposition principle, these divi-

sions mere obtained when power at both frequen-
cies vy and v, mas present in the tee. The ac-
curacy of the power and phase division of the tee
was roughly 2 parts in 10'; this corresponds to
greater than 56-dB 8 to I' port isolation. The data
were taken in such a manner as to cancel effects
due to the residual phase errors. A narrow-band,
low-loss power combiner incorporating two 90
hybrid tees and a variable-length trombone line
was used to combine the powers at frequencies v,
and v, at the I' port of the tee.

The power at the output ports of the tee was con-
ducted to the waveguides by matched semirigid co-
axial cables, and launched into the waveguides by
coaxial (TEM«) to waveguide (TE») transformers.
After propagating through the waveguides, the
power mas caught and reconverted to coaxial pro-
pagation by identical transformers. The power
was then attentuated by successive 20 and 8-dB
attenuators attached to each "catcher" and applied
to the power-monitoring system.

The power-monitoring system made possible in-
dependent monitoring for superposed v, and v~

powers through the use of diplexers following each
8-dB attenuator. These passive linear devices
consisted of high- and low-pass filters, each with
a 2-GHz rollover frequency, tied to a common
input port. Their isolation against "crosstalk" in
the outputs is &60 dB for frequencies +100 MHz

away from the 2-GHz crossover frequency. The
result is a nearly perfect separation of the inci-
dent superposed powers into separate v, and v,
channels. On the output of each waveguide, the
microwave power at each of the two frequencies

.was detected with a microwave diode. For each
frequency the voltages from the two diodes were
summed and measured with voltage-to-frequency
converters (VFC).

V. DATA-TAKING PROCEDURE

Data mere taken in a three-phase switching ar-
rangement with a sequencer controlling the micro-
wave switches in such a manner as to obtain q,

preset number of 64-msec counting cycles. Each
cycle consisted of four 16-msec counting periods
with the sequence microwave power off, micro-
wave power on with $, =0, microwave power off,
microwave power on with g, = 180'. The outputs
of the photomultiplier tube counting Balmer-G'
photons and the VFC's monitoring the beam inten-
sity and microwave power were synchronously
gated into a bank of counters so that data for the
off, 0', and 1&0' counting periods were separately
accumulated. After a preset number of counting
cycles, the data were read into a Data General
minicomputer, processed, and stored. The mi-
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crowave frequencies and powers were set and ad-
justed manually between data points; generally
three 64-sec counting intervals were combined
and constituted one datum.

The counter totals were processed as follows.
First the photon count rate was corrected for the
dark-current rate of the photomultiplier tube and
the voltage-to-frequency-converter counts mon-
itoring the beam were corrected for the rate with
no beam. The number of photons per unit beam
was obtained by dividing the corrected photon
count rate by the corresponding corrected beam
counts. The 0' signal [S(0 )] was then calculated
from the expression

S(0o) @of1 4'(0 (48)
@pff

where 4 represents the number of photons per
beam and the subscript, the rf signal state. A

similar expression was used to calculate S(180').
The "interference" and "average quenching" sig-
nals, I and Q, were calculated using Eqs. (11)
and (12).

The statistical errors deduced from the mutual

consistency of nominally identical data points were
consistent with the errors expected from photon

counting statistics and were generally on the order
of 0. 1'%%uo. The magnitude of the I and Q signals
depended on the beam speed and microwave power

levels; they were, respectively, 0.3 to 1.6'%%uo and

3 to V%.
Data were taken with hydrogen atoms derived

from a 78-keV H,
' beam and 42-keV H' beam. At

each energy line scans were made to study the
overall line shape and to determine the correction
due to the overlap of the undesired hyperfine com-
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ponents. Figure 7 shows line scans for both the
quenching and interference signals plotted as a
function of (v~+ v, ) obtained in preliminary studies
with a 53-keV H' beam and no hyperfine quenching.
Figures 8 and 9 show the quenching signals for
hydrogen atoms derived from the 42-keV H' beam
and the 78-keV H', beam as a function of v~ with v,
fixed at 2155.000 MHz. The desired 3'S,+(F=0)
-O'D»2(F = 2) resonance occurs near v~= 1897
MHz; the resonances originating in the 3'S,&,(F
=1) state lie near v, =1848 MHz. The data for
Fig. 8 were obtained with only the photo-Q hyper-
fine selection f field; the data for Fig. 9 mere ob-
tained with both the photo-Q and post-Q hyperfine
selection fields. Data such as those shown in Fig.
9 were used to determine the amplitude of the resi-
dual components of the F=1 hyperfine transitions
for use in correcting the interference data.
Figure 10 shows a line scan for the interference
curve obtained with the 78-keV H3 beam and only
the photo-Q hyperfine selection field.

The method of symmetric points was used to
take data for the determination of the fine-struc-
ture interval. Figure 11 shows the pattern in
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FIG. 7. Line scans for the quenching and interference
signals plotted as a function of (&&+ ~2). These data
were obtained in preliminary studies with hydrogen
atoms derived from a 53-keV H' beam and no hyperfine
quenching.

FIG. 8. Line scans obtained for the quenching signal
with a 42-keV H' beam and a 78-keV H3 beam. The
photo-Q hyperfine selecting field was on and the post-Q
hyperfine selecting field was off.
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FIG. 9. Line scans obtained for the quenching signal
with a 42-keV H' beam and a 78-keV H3 beam. Both the
photo-Q and post-Q hyperfine selecting fields were on.
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FIG. 10. A line scag. for the interference signal ob-
tained with a 78-keV & 'beam and only the photo-Q hy-
perfine selecting field. ',
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which the data were taken. Three 64-sec mea-
surements were made at each frequency, and
the three results were combined to determine the
average and the standard deviation of the average.
For each configuration the interference signal was
measured at 11 frequencies. Eight of the frequen-
cies gave four independent measurements of the
line center based on symmetric point spacings of
3, 6, 9, and 18 MHz for the 78-keV H3 data and
4, 8, 12 and 24 MHz for the 42-keV H' data. The
remaining three frequencies were chosen to be the
central maximum and the neighboring minima of
the interference curve. A group of 12 measure-
ments at the 11 frequencies constituted one run.
Each run was repeated under nominally identical
conditions with the time order in which the points
were taken mirror reversed about the line center

FIG. 11. A diagram showing the manner in which the
symmetric-points data were taken. For each configura-
tion a run was made with the order shown in part (a) and
a run was made with the order shown in part {b). The-
numbers at the bottom of the figure indicate the frequen-
cy scale for, respectively, hydrogen atoms derived
from the 42-keV H' beam and the 78-keV H3 beam.

as shown in Fig. 11. Each pair of such runs was
made with each of four combinations of voltages
of the power -monitoring diodes corresponding to
low and high values of E', and E', . Such a set of 8
runs was taken in each of the 8 configurations ob-
tained by interchanging the ports of the magic tee
used to drive the two waveguides, by reversing
the direction in which the microwaves propagated
in the waveguides, and by interchanging the two

waveguides together with their driving and power-
monitoring systems. Figure 12 shows the first
four of these configurations. These interchanges
were used to cancel frequency shifts due to phase
errors in the rf system and the first-order Dop-
pler shift. In all, 64 runs were made at each of
the two beam energies.

The microwave-power-monitoring system was
used to determine the microwave electric field in
the waveguides. The calibration technique used
was similar to that employed earlier and involved
calibration of the diodes using a power meter, cal-
ibration of the diplexers and attenuators, measure-
ment of the reflection coefficients of the "catchers, "
and use of the theoretical formula relating the
transmitted power and microwave voltage level in
a waveguide. The calibration program also pro-
vides. a measurement of the degree to which the
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TABLE II. A summary of the average microwave elec-
tric fields squared at frequencies && and &2 for each of the
diode sum voltages and microwave configurations used
to take line-scan and symmetric-points data.
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FIG. 12. A description of the arrangement of the
microwave apparatus used for each of the configurations
A, B, C, and D. The drawing at the top depicts case A.

actual microwave electric fields approached the
ideal behavior assumed in the theoretical analysis
(Eq. 33). We found worst-case imbalances in the
electric fields in the two waveguides up to 12%
(e.g. , E» ——1.12E») produced chiefly by different
reflection coefficients of the catchers on the two
waveguides. Simulations using the numerical
methods described earlier showed that the shifts
due to such imbalances were less than 1 kHz. The
measurements showed that the values of E, dif-
fered at most by 0.2/0 When the microwave sys-
tern was driven in the 0' and 180' states. This
would produce shifts less than 4 kHz. The mea-
surements of E, as a function of v, showed that
dE, /dv, was less than 0.02%/MHz; this would
produce at most a shift of 5 kHz. Table II sum-
marizes the summed diode voltages and the micro-
wave fields for the various power levels at which
data were taken. We estimate the errors to be
assigned to these values of electric field squared
are 3.8/0, compounded from an observed scatter
of 1.6% in microwave calibration measurements,
1.9% in absolute calibration of the power meter,
2. 0/0 for systematic errors in the measurement
of catcher reflection coefficients, and 2.0/c for
second-order effects of multiple reflections within
the waveguides. For the symmetric-points data
the summed diode voltages were 0.2000 and 0.3000

V for E, and 0.3200 and 0.4800 V for E,. For the
line-scan data the voltages were 0.2500 and 0.4000
V for Ey and E„re spe ctively. Any deviations
from these nominal values were accounted for by
making small corrections to the measured signals.
These power corrections mere very small and gen-
erally about one-tenth the statistical error of a
datum.

VI. DATA AND RESULTS

Figure 13 shows typical symmetric-points data
taken at 42 and 78 keV with, respectively, the H'
and H, beams. In this section we shall describe
how such data were used to determine the O'Sz/z
—O'D, &, fine-structure interval.

As a fir st step in the data reduction, we fit to
each of the 128 runs. a simple cosine curve, with
the amplitude, center frequency, and period as
adjustable parameters. Figure 13 shows tmo ex-
amples of such fits. From the measured period,
the known width and separation of the waveguides,
and the theory for the width of the interference
signal, we found for the atomic velocities

V~ = 0.296(3) cm/nse c,

V» —0.227(2) cm/nsec,

for the H(3$) atoms derived, respectively, from
the 42-keV H' and the 78-keV H, beams. The cal-
culated speeds were consistent from run to run
and agreed mith, but mere more precise than,
speeds deduced from the masses of the ions and
the measured accelerator voltages.

The measured symmetric-point signals and the
slopes (i.e., variations in signal with respect to
frequency) deduced from the cosine fits were then
used to compute the symme -points centers for
each of the pairs of symmet, . points. We will
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averages, by averaging over the four instrumental
interchanges discussed previously. Comparison of
centers obtained in successive, nominally identi-
cal runs revealed variations consistent with the
assigned errors. Results obtained with different
magic-tee orientations were averaged to cancel
out the phase-division errors; results obtained
with different directions of microwave propagation
were averaged to cancel first-order Doppler
shifts; results obtained with opposite time order
of the waveguides were averaged to cancel phase
errors arising from different electrical lengths of
the two waveguide structures. The 32 average
centers resulting from this procedure are listed
in Table III.

The data were compared with the symmetric-
points centers calculated theoretically using the
procedure described earlier. For these calcula-
tions the [3'S,&, (F= 0) —3'D», (F= 2)] fine-struc-
ture separation was assumed to be 4051.077 MHz,
and v, was assumed to be 2155.000 MHz. The
second-order Doppler shift was calculated using
the measured velocity and included in the simula-
tion. The calculated value for v, was expressed
in the form

FIG. 13. Plots showing typical symmetric-points data
taken at 42 and 78 keV with, respectively, the H' and
H3 bells.

v~ = vo+ 5v2~+ pE~+ pE2,

where

(49)

use the mnemonics H, M, I, and 0 for the sym-
metric-point yairs located high, middle, low,
and outside on the interference line shape, corre-
sponding to frequency separations of 3, 6, S, and
18 MHz in the 78-keV data and 4, 8, 12, and 24
MHz in the 42-keV data.

The 512 symmetric-point centers thus obtained
from the 128 runs were further condensed to 32

vo= (4051.077 —2155.000) + 6v

=1896.077+ ~v.
(50a)

(50b)

Here &v is the correction to the position of the
symmetric-points-determined center due to the
lifetime shift and the v & 8 effect, &v» is the
second-order Doppler shift, and & and P are coef-
ficients giving the dependence of the line center
on the magnitudes of the microwave electric fields.

TABLE III. A summary of average symmetric-point centers obtained by combining the data
obtained with different time order, with reversal of the magic tee, with reversed direction of
propagation for the microwaves, and with interchange of the two waveguides.

E2
1

Power
g2

42-keV centers
Symmetric-point center (MHz)

M L 0

low
high
low
high

low
low
high
high

1896.511(162)
9e.673(119)
96.701(118)
96.802(87)

96.307(118)
96.609(85)
9e.e52(s3)
96.828(66)

96.54S(203)
96.613(126)
96.492 (128)
96.798(106)

96.438(140)
96.533(87)
96.775(85)
9e.727(e9)

78-keV centers

low
high
low
high

low
l.ow
high
high

1895.953(233)
9e.1es(1e9)
96.140(160)
96.648(114)

95.9e4(161)
96.006(118)
96.221(110)
96.573(79)

96.385(225)
96.350(173)
9e.304(150)
96.260(116)

96.284(163)
96.200(122)
96.358(111)
96.347(81)
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TABLE IV. A summary of the calculated position and the dependence of the calculated posi-
tion of the centers of the symmetric-point pairs on the amplitude of the two-microwave elec-
tric fields. The predicted frequency is given by the expression ~&=~&2D+ ~0+OE~+PE2, where
v, = 1896.077+4 v.

Symmetric point
spacing (MHz) Mnemonic

6 vs)
(MHz) (MHz)

42-keV H+

Vp

(MHz)
P

(MHz cm'/V')

H

M

L
0

-0.198
-0.198
-0.198
-0.198

-0.061
-0.056
-0.038
-0.052

1896.016
96.021
96.039
96.025

0.002 73
0.002 63
0.002 29
0.002 60

0.004 72
0.004 54
0.003 96
0.004 50

78-keV H3

3
6
9

18

H

M
L
0

-0.116
-0.116
-0.116
-0.116

-0.047
-0.045
-0.037
-0.045

1896.030
96.032
96.040
96.032

0.002 79
0.002 67
0.002 28
0.002 55

0.004 83
0.004 63
0.003 94
0.004 43

These results together with the measured values
of the microwave electric field strengths sum-
marized in Table II were used to calculate the
predicted symmetric-points centers which are
directly comparable to the experimental entries
in Table III. The results of these calculations
are summarized in Table IV. Table V summarizes
the differences between the experimental and the-
oretical values of the various symmetric-points
centers. If the assumed value for the S-D fine-
structure interval and the assigned absolute mi-
crowave powers were correct, then all the resid-
uals would be statistically consistent with zero.
The average residual for the 42-keg data is
-0.092(25) with a y' of 8.7 for 15 degrees of free-

dom; the average residual for the 78-keV data is
—0.546(31) with a y' of 20. 6 for 15 degrees of free-
dom.

To test further for a systematic dependence of
the residuals on microwave power or the symme-
tric-points spacing, the residuals for each beam
speed and symmetric-points spacing were fit to
the expression

5v = 5vo + (5a)Ei + (5P)E~ .
The fit quantities 5a and 6I3, which would be zero
for perfect consistency of the data with theory,
give a measure of any discrepancy between the
observed and predicted power shifts. Similarly
6v, is a measure of the discrepancy between the

TABLE V. The difference between the experimental and calculated positions of the symme-
tric-point pairs for the several combinations of microwave electric fields.

Power
E2 E2 H

42-keV residuals
Symmetric-point pairs (MHz)

M L 0

low
high
low
high

low
low
high
high
Av

X

—G.041(162)
-0.038(119)
-0.122(118)
-o.12o(sv)
-0.092(56)

0.5

-0.221(118)
-0.071(85)
-0.136(83)
-0.112(66)
-O.121(42)

1.1

+o.aos(203)
+0.042 (126)
-0.170(128)
+0.006(106)
-o,oae(66)

2.1

-0.062 (140)
-O.113(SV)
+0.027(85)
-0.167(69)
-o.ose(54)

3.2

-0.097(74)
-0.061(50)
-o.o84(49)
-0.115(39)

2.3
1.1
2.7
1.9

78-ke V residuals

low
high
low
high

low
low
high
high
Av
X2

-0.680(233)
-0.620(169)
-0.758(160)
-0.404(114)
-0.561(77)

3.8

-0.644(161)
-0.751(118)
-0.641(110)
-o.439(ve)
-0.572(54)

5.8

-O.142(255)
-0.307(173)
-0.444(150)
-0.619(116)
-O.554(92)

0.9

-0.316(163)
-o.549(122)
-O.494(111)
-O.653(S1)
-0.557(55)

3.9

-0.456(93)
-0.592(69)
-0.576(63)
-0.532(47)

5.0
4 7
3.0
5.5
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observed and the predicted zero-power line cen-
ter. The results of these fits are summarized in
Table VI.

For both beam speeds the average values of 5&

and 5P are consistent with zero. This indicates
that the average power shift is that predicted by
the theory. For the 42-keV H' data the four in-
dividual values of 5& and 5P are consistent with 0
with y' values of 3.9 and 0.8, respectively, for
three degrees of freedom. For the 78-keV H,
data the four individual values of 5n and 5P scatter
badly about their mean with, respectively, p' val-
ues of 7.2 and 8.4 for three degrees of freedom.

The same pattern of behavior is shown by the
results for 6v, . The average values for the two
beam speeds agree with the previously obtained
mean residual, with somewhat larger errors.
The consistency of the individual results for 6v,
with their mean is good for the 42-keV H' data
with y'=2. 1 for 3 degrees of freedom. The con-
sistency of the individual results for 6vo for the
78-keV results is bad with a y' of 14.9 for 3
degrees of freedom.

From this statistical analysis we concluded that
the 42-keV data are internally consistent, but that
the 78-keV data are not internally consistent. The
78-keV data behave reasonably when averaged
over all four symmetric-point spacings but are
internally inconsistent when examined more close-
ly. The "H" and "M" symmetric points show
power shifts much larger than expected; the "I"
and "0"points show power shifts much smaller
than expected. . The reason for this misbehavior
is not known. It is clear, however, that the 78-
keV data must be regarded with suspicion. Rath-
er than expanding the error bars in the 78-keV

TABLE VI. The results of the fits of the residuals to
the express on ~P ~vo+(~n}Z&+(~~)Z2-

data so as to cover over the internal inconsistency,
we have chosen not to include the 78-keV data in
the determination of the fine-structure interval.

Table VG summarizes the corrections and the
estimated uncertainties for the 42-keV H' data.
The statistical error was determined from the
data in the manner described earlier. The life-
time and (v x B)-shift uncertainties are estimates
baped on an analysis of the line-shape theory used
to determine these corrections. The entry for the
power-shift uncertainty represents 3.&% of the
average power-shift correction, corresponding
to the error assigned to the absolute power scale.
The second-order Doppler-shift error was deter-
mined from the error in the beam speed. The
hyperfine-overlap error comes from an estimate
of the uncertainty in the hyperfine composition of
the observed line and the sensitivity of the theoret-
ical line shape to variations in the hyperfine-over-
lap parameters.

The next two errors arise from estimates of im-
perfections in the microwave system. The first,
for phase repeatability, is assigned on the basis
of observed variations in the shift of the line cen-
ter caused by the reversal of the magic tee, and
corresponds physically to variations in the elec-
trical lengths of the microwave connections to the
waveguide upon disassembly and reassembly. The
second error, for a false interference signal,
corresponds to a measured (1n) limit on the slope
of the "interference" signal determined in a geo-
metry with the waveguides spaced so widely that
there is no true S-D interference signal. The
observed signals proved to be consistent with zero

TABLE VII. A summary of the corrections and esti-
mated errors for the determination of the S~y2(+ =0}
—Dgg2(E =2) fine-structure interval from the 42-keV H+

data. All frequencies are in MHz.

42-keV H+

H

M
L
0
Av

X

78-keV H3

H

M
L
0
Av
X2

6Vp

(MHz)

+0.077(415)
-0.313(305)
-0.039(503)
+O.324(337),
-0.004(185}

2.1

-1.524(575)
-1.308(396}
+0.683(564)
+0.225(405)
-0.506(232)
14.9

0.000 04(208)
0.001 19(150)
0.001 70(240)

-0.002 64(159)
-O.OOO17(9O)

3.9

-0.00146(212)
0.000 07(154)

-0.002 03(243)
-0.000 16(164)
-0.000 59(92)

0.8

O.OO4 58(284)
0.001 84(195)

-0.003 02(276}
-0.003 20(200)
—o.ooo 19(114)

7.2

+0.002 05(295)
0.003 67(205)

-O.OO5 52(295)
-0.002 33(209)
-0.000 08(120)

8.4

6e 6P
(MHzcm /V)

Correction (MHz)
Simulation input
Mean residual
Hyperf inc overlap

Net interval

Uncertainties (MHz)
Statistical
Lifetime shift
vxB shift
Microwave power scale
Second-order Doppler shift
Hyperf inc overlap
Phase repeatability
False interference signal
Quadratic power shift
Stark and Zeeman effect

Net error

4051.077
-0.092
+0.001

4050.986

0.025
0.005
0.010
0.025
0.004
0.012
0.031
0.025
0.010
0.005
0.057
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4014.0 terval

v(3 S,g~
—3 Dsgm)=4013. 106(57) MHz.

Z
~ 4013.5—

N

I
OJ

V)

4013.0—
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VII. CONCLUSIONS

In the single-field measurement reported earlier,
the value obtained for the O'Sg/2 3 D, /, fine-
structure interval was

v(3 S|ym —3 D, gm)=4013. 204(89) MHz.

4012.5
1

I
I I I I

2 3 4 5 6
v/c for H+ (10 )

I I

8 9 10

FIG. 14. A plot showing the several measured values
of the 3 S&/2-3 D&/2 fine-structure interval as a func-
tion of the velocity of the hydrogen atoms on which the
measurements were made.

value and zero slope, within errors. Physically
this corresponds to a measurement of power im-
balance between the 0' and 180' parts of the mi-
crowave switching cycle, which would produce
quenching signals whose difference would be an
"interference" signal unrelated to real S-D inter-
ference.

The final two entries in the error budget arise
from estimates of the joint effect of true quadratic
power shifts in the theoretical line center and of
nonlinearities in the microwave power scale, and
of the effects of dc Stark and Zeeman effects on
the line center. The net uncertainty was deter-
mined by adding in quadrature the several com-
ponents. The final measured value for the O'Sg/2
(E=0)—O'D, (,(E=2) fine-structure interval is

v[3 S, (2(E=O) —3'D, ( (E=22)]=4050.986(57) MHz.

Combining this value with the calculated hyperfine-
structure intervals for the O'S», and 3 Ds/2 states,
we obtain for the O'S», —3'D, /, fine-structure in-

This value agrees satisfactorily with the value ob-
tained in this measurement. Figure 14 shows in
graphic form the three independent values obtained
in the earlier measurement and the result for the
42-keg H' data reported in this paper (see Table
Vlf&) as a function of the velocity of the beam.
Combining the two measurements, we obtain as
a final value for the 3'S, /, —O'D, /, fine-structure
interval

v(3'S, ( -3'D, (,)=4013.155(53) MHz.

This value agrees satisfactorily with the predic-
tion of quantum electrodynamics

v(3'S, &3
—3'D, &~) = 4013.197(7) MHz .

The results of this measurement are somewhat
disappointing in their final precision, and we do
not feel that they demonstrate the full potential
of the technique. The major limitation in the pre-
cision was due to a poor signal in the final con-
figuration. There was a large background which
was not completely understood, and the signal was
not as large as anticipated.

The. internal inconsistency of the 78-kev 8, data
was disconcerting, and several attempts were
made to understand it as indicative of systematic
shifts due to unknown effects. One hypothesis
was that hydrogen atoms produced by collision-
induced breakup of H,'carry with them a molecu-

TABLE VIII. Independent fast-bream measurements of the 3 S~/2-3 D5/2 fine-structure
interval.

Source Fields Result (MHz) 10 v tH(3s)]/c

Ref. 1

Ref. 1

Ref. 1

This work

28-keV H3

36-keV H3

53-keV H+3

42-keV H+

single

single

single

separated

4013.316(138)

4013.232(100)

4013.064(126)

4013.106(57)

4.70

5.25

6.'25

9.87
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lar-ion partner which shifts the fine structure.
The agreement of the results with an H' beam
and the earlier single-radio-frequency measure-
ments with an H', beam do not support this sug-
gested explanation unless the effect is strongly
dependent on beam velocity.
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