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Crossed beams of electrons and ground state Bet ions have been used to measure absolute cross sections
for electron-impact excitation of the 313.1-nm resonance radiation corresponding to the transition
Be*(2p)—Be*(2s). Polarization fractions of the emitted light were also measured. Cross sections are
absolute in the sense that all measurables including photon flux at 313 nm have been compared to relevant

standards. The doublet emission cross section.in units of 10~

16 ¢m? can be represented as a function of

electron energy by o = — 5.10InE 4 23.0 from 4.4 to 21 eV (extrapolating to 16 X 10~'® cm? at the 3.96-eV
threshold) and by o- = 101 InE/E — 151/E from 21 to 740 eV. Total uncertainties at a high (approximately
98%) confidence level are about + 10%. Coulomb-Born II calculations of Bely overestimate the value at
threshold by a factor of 1.7, and a recent Coulomb-Born calculation by Mann is about 10% higher at 740
eV. Two- and five-state close-coupling calculations lie, respectively, 28% and 19% above the measurement
at threshold. For energies from 5 to 300 eV the measured polarization fractions can be represented by
P = —0.0708InE + 0.284 which given P = 0.19 at threshold.

I. INTRODUCTION

Cross sections for electron-impact excitation
of ions are important in the diagnostics and mod-
eling of nonequilibrium plasmas.! Thus, in the
last decade, the crossed-charged-beam technique
has been used for direct, and often absolute, ex-
citation cross-section measurements on several
significant singly charged ions He*2™ Ar*, Kr*>®
N2+,6 Ca+,7. 8 Mg+,9, 10 Ba+’11-13 Sr+,10 Hg+,14.15 and
Li*.'®

On the other hand, while calculations of the im-
portant and difficult to measure low-energy cross
sections have long been a major challenge and
concern of theory, a satisfactory agreement with
experiment has not been achieved for singly
charged ions. In cases where published close-
coupling calculations coexist with experiment
(three-state for Ca*,'” Mg*,'” and three- and six-
state for He*,'®), the agreement is not good (e.g.,
~40% for Ca*); unsophisticated calculations, such
as the effective-Gaunt-factor predictor formula,'®
can often lead to similar or better agreement. Ex-
periments indicate that resonances associated
with multiply excited states of the electron-ion
system can critically influence the cross sections
near threshold. Therefore, in order to obtain re-
liable cross sections one apparently needs more
elaborate calculations involving several excited
states of the ions and using accurate wave func-
tions. For the multiply charged lithiumlike ions
C3* and N**, on the other hand, excellent agree-
ment between recent absolute measurements?*?!
and theory?* 2% has been obtained.

In this paper we report measurements of abso-
lute cross sections for exciting the 23S, ,,-2%P, 4, .4

22

resonance doublet in Be*. Polarization fractions
of the unresolved resonance radiation at 313.0 and
313.1 nm are also reported. Be*, isoelectronic
with Li, is the simplest “one-electron” ion next
to He*, and as such should be amenable to calcu-
lation of accurate wave functions and cross sec-
tions, providing a simpler challenge to theory than
more complex ions. In contrast to work on He*
where the emission occurred at 30.4 nm, the de-
tector for the radiation at 313 nm was calibrated,
thus affording the opportunity to obtain absolute
cross sections. For He* 1s — 2s, only relative
cross sections normalized to Coulomb-Born cal-
culations at high energy were obtained,* and cross
sections near threshold were then found to dis-
agree by almost a factor of 2 with close-coupling
calculations. Finally, a study of Be* dovetails
both with previous work on the other alkaline
earths (Mg*, Ca*, Sr*, Ba*—referenced earlier)
and with work on the heavier lithiumlike ions C3*
a.nd N4+-20.21

Results from a number of calculations for ex-
citation of Be* are shown in Fig. 1. Included are
nonunitarized and unitarized Coulomb-Born?% 25
calculations both without exchange (CBI and CBII)
and with exchange (CBXI and CBXII), two-state®®
(2CC) and five -state®2° (5CC) close-coupling cal-
culations, unitarized distorted-wave polarized
orbital® (UDWPOII), and the g approximation.'®
A preview of the results of this experiment are
also sketched in as the dashed curve. The results
of the experiment have previously been included
in publications®®*™?" of other authors giving theo-
retical results, though they have not been pub-
lished directly, pending verification of various
experimental factors which will be discussed
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FIG. 1. Cross section (1071 ¢m?) versus electron en-
ergy (V) for a number of theories (see text) shown as
solid curves, and for the present experiment shown as
the dashed curve. Theoretical cross sections are for the
excitation Be*(2s) + e— Be*(2p) + e. The experimental
curve includes small contributions from cascade, as dis-
cussed in Sec. III C. Of two five-state close-coupling
calculations, only one is plotted (Ref. 25) to avoid crowd-
ing. The other (Ref. 26) includes the effects of pseudo-
states and lies about 3% lower.

later. The difference between experiment and
most complete theory as seen in Fig. 1 is some-
thing which the reader will want to keep in mind
in studying the details of the experiment which
follow.

II. EXPERIMENTAL

The crossed-beam technique and the specific
apparatus employed are basically the same as
used in the studies of Ca* excitation; therefore,
the Ca* work™?® and a report on the magnetically
confined electron source® are significant refer-
ences for the present work.

A collimated ion beam 2.5 mm wide by approxi-
mately 6.5 mm high is crossed at right angles
with a magnetically confined electron beam 2 mm
wide by 10 mm high in a region of ambient pres-
sure about 107 Pa (i.e., about 7.5 x10™° Torr).
Photons emitted into a cone along the third orthog-
onal direction are counted.

The emission cross section ¢ is extracted from
the measured parameters using the equation

- R ev,v, g )

= ?
YQIiIe (’l}f +U§)1/2 D(zo, K)

where R is the photon signal count rate, e is the
electron charge, I; and I, are the ion and electron
currents, v, and v, are the ion and electron veloc-
ities, Y accounts for the anisotropy of the radi-
ation, F is the form factor expressing the spatial
overlap of the beams and the photodéetection rel-

ative sensitivity, and D(z,, A) is the absolute prob-
ability of detecting a photon of wavelength X emitted
in an arbitrary direction from the z =z, plane in-
side the collision volume.

Detailed formulas for Y, and ¥ and techniques
used for measuring the quantities in Eq. (1) are
given in the above references. Further discussion
will be limited to the features peculiar to this
work.

A. Electron source, ion source, and beam modulation

The magnetically confined electron source,
tests for spiraling of the electrons, and measure-
ments of energy and energy spread have been de-
scribed in detail.?®*?® A small modification to the
electron collector to eliminate secondary electrons
has been noted'® in work on Ba*. The source deliv-
ered currents from 0.02 mA at 4 eV to (for ex-
ample) 1.5 mA at 250 eV.

A simple, commercial, hot-filament, discharge-
ion source® was used to produce Be* ions. Chips
of Be metal were placed in the discharge crucible
and a discharge struck with CCl, which, reacting
with the Be, provided a source of more volatile
BeCl, for ionization. Ions were extracted from a
0.5-mm hole in the molybdenum anode, mass
analyzed, focused, and collimated in the usual
way into a 2.5 X 6.5-mm? beam carrying 0.1 pA
of °Be*.

To separate the electron-ion impact signal from
various background photon signals, a beam modu-
lation scheme similar to that described by Dance

et al.?3% wag used. Normal signal count rates

during cross-section measurements ranged from

1 to 25 sec™, and the background rate ranged from
8 to 240 sec™ as the energy was varied from 4 to
240 eV.

B. Photon detection and optical calibration

Absolute measurement of light fluxes encountered
in crossed-beam excitation is difficult and may be
a likely target for suspicion when the accuracy of
the measured cross section is under discussion.
Hence, in this section we provide a moderately
detailed description of the optical detection and
calibration procedure. ‘

To measure a photon flux at 313 nm a detection
system with quartz optics was used and techniques
were developed for extending the previously ap-
plied™ 28 optical calibration procedure into the near
uv. Photons passing through a 2.54-cm aperture,
representing an f/1.59 solid angle, were collimated
by a pair of planoconvex lenses made of ultra-
violet-quality fused silica, selected by an inter-
ference filter (12 nm FWHM), and converged by
another short-focal-length quartz lens onto the
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1-cm-diameter photomultiplier cathode. The
multiplier, of the same quartz-windowed red-
insensitive type as previously investigated and
used,” was incorporated in a commercial housing,
and when cooled to -25°C produced a dark count
of about 1 sec™. ‘

Routine pulse-height analysis showed a stable
pulse transmission through the pulse amplifier -
discriminator circuitry of about 97%. Measured
dead time of the counting system was 7,=0.56
+0.07 usec, necessitating small corrections to
some count rates encountered during calibration.

Relative sensitivity of the photomultiplier tube
(PMT) was monitored and normalized with a stable
B~ emission-excited scintillator. During the course
of calibration and cross-section measurements
(4months) the PMT showed fluctuations and drifts
of about +2%, which were corrected for with an
assessed uncertainty of +1%.

A rotatable uv polarizing sheet could be inserted
to measure the degree of polarization P of the
light relative to the electron-beam axis. The mea-
sured polarizance of the sheet was K =0.9885 (K
is defined by P:Pobserved/K). The fractional pOlaI‘—
ization contributed by the detection system minus
polaroid was P=0+0.005. Automatic 90° rotation
of the polarizer between short-photon-flux count-
ing periods allowed us to obtain accurate polar-
ization measurements despite the low uv trans-
mission (ca. 18%) of the polaroid.

As in the previous work a “monochromatic”
light source of the same area as the beam inter-
section area was used to determine D(z,, ) in Eq.
(1). The source was realized by passing light
from either a 200-W quartz-iodide (QI) lamp, or
a small Hg discharge lamp, through a 35-cm grat-
ing monochromator set for 0.25-nm bandpass.

The selected light was coupled via a fused silica
light pipe with high uv transmittance into a 10-
mm-i.d. integrating sphere with a 2 X 1.5-mm?
rectangular exit aperture. Detailed measure-
ments on the source showed it to be uniform, non-
polarized, and isotropic over the viewing space of
the detector.

The calibration transfer was performed by first
comparing the “transfer source” to a standard of
spectral radiance using a spectroradiometer. The
latter consisted of a grating monochromator, lens
preoptics, an interference filter for additional
rejection of scattered light, and a cooled photo-
multiplier. The transfer source was then inserted
directly into the collision volume at height z,
and the photon flux was measured to determine
D(z,, M),

Quartz-lens preoptics were used for the spectro-
radiometer, and the position and size of the
“target” (i.e., image of the monochromator en-

trance slit formed by the preoptics lens) were
measured as a function of wavelength. Thus it
could be ensured that the target was always co-
incident with the plane of the source and contained
within it. The size of source effect3*3% (which
exists because the amount of light refracted and
scattered into the radiometer entrance slit from
outside the target depends on the extent of the
source) was measured and found to require a cor -
rection of 0.34 +0.02% when comparing the trans-
fer source to the larger-area blackbody standard
sources. )

A vacuum copper-point (1357.8 K) blackbody
designed in this laboratory was used as a primary
standard to calibrate the sensitivity of the spectro-
radiometer at various wavelengths above 390 nm.
Intercomparisons made in this laboratory show our
vacuum cooper -point blackbody to be 1.6% brighter
at 455 nm than an evacuated tungsten strip lamp
calibrated for radiance against the National Bu-
reau of Standards (NBS) gold-point blackbody
standard.®” As a standard at shorter wavelengths
the spectral radiance of a vacuum tungsten strip
lamp was adjusted to correspond to that of a
1357.8-K, or alternatively a 1650-K blackbody,
at one of those wavelengths; the spectral radiance
at shorter wavelengths was then deduced from a
relationship®® which involved only the wavelengths,
the reported spectral emissivities of tungsten,
and measured lamp-window transmissions at each
wavelength. Use of the strip lamp at the higher
temperature facilitated the uv calibration by pro-
viding more source intensity (the response to the
1357.8-K source was only 1.1 sec™ at 313 nm).
The low count rates encountered during uv inter-
comparisons made it advantageous to employ a
chopper wheel of measured duty cycle to allow
accurate subtraction of dark count. Because of
the remaining difference between experiment and
theory already mentioned in discussing Fig.1, it
was supposed that one of the main targets of sus-
picion from the experimental viewpoint was the
spectral radiance standard. Thus,* a high-tem-
perature (~ 2650-K) strip lamp was calibrated by .
the National Bureau of Standards (NBS) and com-
pared with the standard (1650 K) used in the ex-
periment. The comparison showed the experimen-
tal standard to be accurate within 1.5%, assuming
the NBS calibrated lamp to be exact (the quoted
NBS uncertainty at 313 nm is 2%).

One can show that the relationship between the
sensitivity D(z,, A) and the quantities measured
in the transfer intercomparison is

1 Co(y) Calzgyny) 1o @)
4nAg Lg(Zy) Cclny) I

Here A, is the average projected area of the trans-

D(ZO’ )tm) =
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fer source as seen by the collision apparatus de-
tector through its solid angle 2, and C,(z,, A,) is
the count rate observed with the transfer source
in the apparatus at height z, and coincident with
the crossed-beam intersection. C(1,) is the
count rate when the spectroradiometer views the
transfer source, Cg(x,) is the count rate when
the radiometer views the standard source of radi-
ance Lg(},), and the quantities I, I, and I, are
given by

I(\y)= f” WMt XD (2, N)dX
Is(h,)= IQLSR(x)RR(x)s(x, Xdx,

Io(\,) = [, W (MR (M)A, Ay )s (A, X )dN.

In these last equations the subscript R denotes
that the function gives the variation in wavelength
relative to unity at x=x,. The functions #(x,2,)
and s(A, 1,) are the normalized slit functions of
the transfer-source monochromator and spectro-
radiometer monochromator, respectively. W(X)
is the spectral radiance of the transfer source
(including the monochromator, light pipe, and
integrating sphere), and R(\) is the effective spec-
tral response of the spectroradiometer.

When the transfer source is used with the QI
lamp the integrals I, I, and I, (which relate to
the bandpasses of, and scattered light effects in,
the monochromators) are evaluated from mea-
sured functions as described previously.” How -
ever, the Hg lamp line spectrum included an emis-
sion at 313.17 nm and, for calibration at this and
certain other shorter wavelengths, provided a
more-intense transfer light source. For this line
source the integrals I, =I,=1 [since W(n) is a
delta function at A=X, ], and the comparison of
the two techniques at all possible wavelengths
provides a stringent test on the transfer proce-
dure. All radiance intercomparisons could be
done without resorting to use of superfluous neu-
tral-density filters, ¢n situ transmissions of which
can be difficult to ascertain.

The variations of sensitivity with position in the
interaction volume, needed to calculate § in Eq.
(1), were obtained at A =313 nm by measuring the
detection-system response to a diffuse isotropic
light source as the source was spatially scanned
in the collision volume. This source was similar
to the transfer light source with Hg discharge
lamp, but used a more flexible light pipe and
terminus.

The entire transfer procedure, performed at
several wavelengths, was repeated twice for each
source and averages were taken after a small

correction for lamp power and PMT sensitivity
drift (using a scintillator source as monitor).
Final analysis of the data gave D(z,,313.1) =4.05
x10™ (+7%) counts per photon evaluated from the
QI transfer source and D(z,, 313.17) =4.01 x 10™
(+6%) evaluated from the Hg source. The average
of the two calibrations was used: D(z,, 313.1)
=4,03x10™ (+5%) counts/photon. The uncertain-
ties here are total uncertainties at a high confi-
dence level, as explained below.

C. Uncertainties

Systematic uncertainties have been evaluated
in separate experiments, or assessed from anal-
ysis of the data, or from previous experience with
the apparatus. Where sufficient experimental data
on the systematic effects were available we have
expressed the associated uncertainty at the same
98% confidence level (98% CL) applied to all the
random uncertainties (typically three standard
deviations of the mean). In other cases we have
assessed the uncertainty at a high confidence level
(HCL) which we feel is comparable with the 98%
CL. The total uncertainty is obtained by first
taking the direct sum of possibly correlated un-
certainties, and then combining this in quadrature
with uncorrelated uncertainties. We label uncer-
tainties obtained in this way by HCL, thus reserv-
ing the term 98% CL as a statement of confidence
limits on statistically evaluated uncertainties.

Table I lists the significant sources of uncer -
tainty in evaluating the absolute photon-detection
sensitivity at 313 nm using the QI transfer source.
The total quadrature uncertainty in this absolute
calibration is 7% (HCL) and the direct sum of all
the significant uncertainties is 20%. Use of the
more intense Hg lamp transfer source enabled us
to obtain better statistics in measuring the re-
sponse C. and also reduced the radiometric inte-
gral uncertainty to 0.9%. Thus the total quadrature
uncertainty in this case was 6%.

Table II lists all the uncertainties in the cross-
section measurements at an energy of 5 eV ex-
cluding those associated with absolute optical
calibration. Each cross-section datum point rep-
resents at least a 1000-sec integration period re-
sulting in a statistical (Poisson) standard deviation
of 1.6 to 4.6%. Thus the statistical uncertainty
at 98% CL ranged from 5 to 14% with an average
of 7.5%. The data were obtained from stepwise
scans of the electron energy, but the beam over-
lap factor was not measured at every energy. Thus
the 2% (HCL) uncertainty in the form-factor mea-
surement F includes allowance for energy and
time interpolations. An additional uncertainty of
1% in F is associated with the small (<1%) cor-
rection for the distances the excited ions travel
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TABLE 1. Significant sources of uncertainty in evaluating the absolute photon-detection sen-
sitivity at 313 nm. Uncertainties are expressed at a high confidence level (HCL) as explained
in the text (Sec. IIC). Values are for the calibration transfer using the quartz-iodide source.
Use of the more intense Hg lamp source reduced the uncertainty in C¢ (to 1%) and in Ic/IsIp
(to 0.9%), so in this case the total quadrature uncertainty was 5.8%.

Percentage uncertainty

Source of uncertainty Direct sum Quadrature

Projected source area Ao 0.8 0.6
Calculated strip-lamp radiance L s(313):

Copper point (+0.4 K SD) 3.0 3.9

Emissivity of W and transmission of quartz 2.5 :
Setting of and response to strip lamp Cg(313):

Blackbody response reproducibility (above 390 nm) 1.2

Strip-lamp response reproducibility (at 313 nm) 2 2.5

PMT sensitivity normalization 1
Transfer factor Cp/Cc:

Reproducibility of Cg 0.85

Reproducibility of C¢ 1.7

PMT sensitivity normalization in Cp 1

PMT sensitivity normalization in C¢ 1 3.6

Setting of wavelength A, 1 :

Rotation correction and light-pipe stability 1

Nonuniformity and anisotropy of emitting area 1

Position of emitting area in collision volume 2
Radiometric integrals Ic/IsIr 3.8 3.8
Total uncertainty in D(z,, 313) 20 7.0

TABLE II. Significant sources of uncertainty in the relative emission cross-section mea-
surements at an energy of 5 eV. Uncertainties are expressed at a high confidence level (HCL)

as explained in the text (Sec. IIC).

Percentage uncertainty

Source of uncertainty Direct sum Quadrature
Counting statistics (98% CL) 7.5 7.8
Form-factor measurement F 2 :
Path-length correction 2 4
Anisotropy correction 2
Uncollected electron current 0.2
Electron-current calibration 0.5
Ion-current calibration 0.5 24
Ion-beam horizontal position 1.5 .
Ion velocity 1
Finite lifetime correction in F 1
PMT sensitivity normalization 1
Combined uncertainty in o(E)

excluding absolute optical calibration 19 9
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before radiating. The anisotropy correction de-
pends on the electron path length as well as polar-
ization, and hence is combined linearly with the
path-length correction. The sum of these uncer-
tainties is 4% (HCL) at 5 eV but rapidly decreases
to less than 1% at 100 eV. Since all the uncertain-
ties listed in Table II, including ion velocity and "
current calibration, can depend on energy or on
time of data taking, the combined uncertainty
shown in this table represents the point-to-point
relative uncertainty of the cross-section data. For
much of the data this relative uncertainty was less
than 9% and actually ranged from 5.5 to 14%

(HCL). Combining the relative uncertainty with
the uncertainty of 6% in D(z,,313 nm) leads to a
total quadrature HCL uncertainty in the absolute
cross-section data ranging from 8 to 15% (typical-

ly 10%).

III. RESULTS
A. Polarization

The linear polarizations of the combined multi-
plet emission at 313.0 and 313.1 nm are presented
in Fig. 2 as a function of incident electron energy.
Since the ions are sufficiently slow to be consid-
ered stationary relative to even the lowest elec-
tron speed, the polarization fraction has been
evaluated as P, =(I, -1,)/(I, +1,), where I, and I,
are normalized count rates observed with the
polaroid axis, respectively, parallel and perpen-
dicular to the electron-beam axis. Small correc-
tions have been applied at each energy for polar-
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FIG. 2. Linear polarizations of the combined multiplet
emission at 313, 0 and 313, 1 nm resulting from electron-
impact excitation of the 2p level of Be*, Points repre-
sent present measurements; uncertainties are standard
deviations combined in quadrature with systematic un-
certainties, Curves are calculated using two-state
close-coupling (2CC) and unitarized Coulomb-Born cal-
culations with exchange (CBXII) approximations (Ref.
25).

izance of the polaroid (P, =P./0.989), finite solid
angle {P,=P,/[1 -0.0255(1 - P,)] for f/1.59 optics},
and dilution due to spiraling electron trajectories
{p=P,/[1 —=(AL/L,)(3 ~P,)], where AL/L, is the
fractional path-length increase} (see Ref. 7 for
details.) At all energies the major source of un-
certainty was statistical, and the flags on Fig. 2
represent one standard deviation derived from
counting statistics combined in quadrature with
systematic uncertainties.

The measured polarization shows qualitatively
the form expected from momentum-transfer con-
siderations*! “*%; being positive near threshold,
going to zero at about 14 times the threshold en-
ergy, and proceeding to negative polarization at
high energies. For energies from 5 to 300 eV the
measured polarization of the multiplet can be
represented by

P =-0.0708 InE +0.284 , (3)

which gives the extrapolated value of P=0.19 at
the 3.96-eV threshold. Multiplet polarizations
calculated in the close-coupling (2CC) and Cou-
lomb-Born (CBXII) approximations,? plotted in
Fig. 2 for comparison, overestimate the experi-
mental values by about 40% near threshold, and
fall below the measurements above 30 eV. The
crossover through zero occurs at 36 eV rather
than the experimental figure of 55 eV. The long
counting times necessitated by small signals pre-
cluded a search for structure in the polarization
which might be expected in the first 5 eV above
threshold.!> 43

Since °Be has a nuclear spin of 3 the Percival
and Seaton formula*! for polarization of 2p-2s
multiplets (which ignores fine structure) gives
P, =-0.069 as the high-energy limit of the polar-
ization. The measured polarization is already
-0.08 at 200 eV, indicating that the effect of fine
structure is significant and must be allowed for.%?
The polarization of the P, , =S , transition should
be zero and the polarization for the P,/ —S,,
transition is greater than in Fig. 2 and can be
obtained from the measured multiplet polarization
P using the formula®® P,, =9P/ (6 +P).

B. Cross-section results

Absolute emission cross sections for the 313-nm
doublet are presented as a function of incident
electron energy by the points in Fig. 3. The data
were obtained from four scans of the cross section
from below threshold to about 17 eV with a fine
energy grid and two scans from 15 to 740 eV with
a coarser grid.

Several small corrections have been applied to
data calculated from Eq. (1). Obvious corrections
are associated with duty cycle of the counter



22 ABSOLUTE CROSS SECTIONS AND POLARIZATION FOR... 441

20}
10
o
g 5
© 5:
o I
g 2
- L
(8]
)
[Z S
%) o
8 I
50.5: :
1 \ el
2 5020 50 100 200 B0 -

ELECTRON ENERGY (eV)

FIG. 3. Log-log plot of cross section in 10”1 em? ver-
sus electron energy in eV for emission of 313-nm radia-
tion from electron impact on Be*. Points are measure-
ments from this work. Flags depict total uncertainty at
a high confidence level (see text). Bars across flags
show random uncertainties at the 3o or 98% CL. The
solid theoretical curve is constructed from Eq. (6) using
close-coupling cross sections from Ref. 25 for the reso-
nance level and Coulomb-Born cross sections from Ref.
44 for cascade levels.

(+0.2% uncertainty), ion- and electron-current
integrator calibration, and light-detection sensi-
tivity fluctuations as monitored by the scintillator
light source (the latter corrects for drifts of <+1%
in the pulse transmission of the electronics as
well as drifts of +2% in PMT efficiency). The
anisotropy factor in Eq. (1) includes allowance for
light collection over a finite solid angle © and was
corrected for angles introduced by spiraling elec-
tron trajectories. Finally, cross sections from
Eq. (1) have been divided by 1 +AL/L, because of
path-length increases due to spiraling (again see
Ref. 7 for details).

The energy scale is corrected for space-charge
depression and cathode-contact potential according
to the empirical formula given in Ref. 7. It is
well known that the cross section for ion excitation
is finite at threshold'®; the slower onset of ex-
citation seen in Fig. 3 is characteristic of the fi-
nite energy spread of about 0.4 eV in the electron
beam. Thus, for the excitation function plotted
in Fig. 3, the point at the “middle” of the linear
onset represents the threshold energy within 0.1
eV and is used to establish the contact potential
for the present oxide cathode.

The flags in Fig. 3 depict total uncertainty
(random, systematic, and absolute) at a high
confidence level. Bars across the flags show ran-
dom uncertainty only at 98% CL. Measurements

- were made verifying that cross sections were in-
dependent, within counting statistics of 1 to 2%,
of beam modulation frequency and duty cycle,

horizontal ion-beam position, electron current,
and residual gas.pressure.
The data in Fig. 3 can be represented by

0=-=5.101nE +23.0, 4.4<E<2l eV 4)
InE 151

= — o s <E<

0=1017= - ==, 21<E<T40¢V. ®)

The uncertainty in ¢ computed from these formulas
is just the experimental uncertainty, which is
about +10% (HCL) at most energies. We present
these least-squares fit formulas for numerical
reference rather than tabulate the 86 points rep-
resented in Fig. 3. Equation (4) extrapolates to
give a threshold emission cross section of 16
%107 cm?,

C. Discussion of results

The measured 313-nm doublet emission cross
section is related to the cross section for exci-
tation of the 2p doublet by

O om(20 = 28) =0, (25 = 2p)

+2 y(nl = 2p)o (25 = nl) , (6)

where the sum is over levels higher than 2p and
the y’s are branching ratios to the 2p levels
(second-order cascade is ignored). The excitation
thresholds for the n =3 levels are near 12 eV, and
for the n=4 levels are just below 15 eV.

For comparison of measurement with theory,
one must either make separate measurements of
04(2s =~ nl) and subtract appropriately to obtain
0ex(25 = 2p), or construct the theoretical o,,(2p
—~2s). The latter course is chosen, since no sep-
arate measurements were made of o, (2s = nl).

A number of theoretical calculations of ¢, (2s =~ 2p)
have already been discussed and shown in Fig. 1.
The solid curve in Fig. 3 is o,,(2p ~2s), con-
structed according to Eq. (6), where g (2s ~ 2p)
is represented by the close-coupling results of
Hayes et al.?® to 70 eV, and by unitarized Cou-
lomb-Born calculations with exchange?® (CBXII)
to higher energies. Calculations of Mann* using
CBXII are taken for the cross sections for exci-
tation to the 325, 32D, 43S, and 42D levels, and
no higher states were included. Bely?* 2% has also
calculated the cross sections for cascading tran-
sitions using the CBI approximation, and his re-
sults are in agreement with Mann’s to within
about 10%. Bely makes calculations up to n="17,
but inclusion of #>4 would only change the curve
in Fig. 3 by about 0.8%. The contribution from
the cascade term in Eq. (6) is about 13% at 20 eV
and decreases to about 6% at 1000 eV.

One notes that the recent close-coupling results
of Henry and van Wyngaarden,?® in which they in-
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clude effects of pseudostates, are a few percent
(~3%) lower than those of Hayes et al.?° and may
have been more appropriate calculations to use
in constructing o, (2p = 2s).

As seen in Fig. 1 the various theoretical methods
seem to yield results which agree with one another
at high energies and which tend to the experimental
values as the sophistication of the calculation is
increased. However, as seen in Fig. 3, there ap-
parently remains a substantial (15%) disagreement
between theory and experiment. In fact, if the
experimental curve is uniformly adjusted upwards
by 15%, one obtains near -perfect agreement,
which suggests a possible 15% systematic error
in the experiment. As already noted in Sec. II
and Ref. 40, however, the search for one or more
systematic errors large enough to support this
simplistic interpretation of the disparity between
experiment and theory has caused substantial de-
lay in the publication of the results presented here
while a careful reevaluation of systematic errors
was under way. As we stated earlier, the radio-
metric standard was thought to be most suspect
but has been shown to be accurate* to within 1.5%.
Indeed, after due consideration, we feel that all
sources of error have been accounted for, that
the uncertainties in Fig. 3 and Tables I and II are
realistic, and that the disparity between theory
and experiment cannot be explained so simplisti-
cally.

We emphasize that neither the polarization nor
cross-section dataagree with theory, as is brought
out in Figs. 1-3. The discussion below, however,
shows that the experimental polarizations and
cross sections are consistent with each other.

It is well known?*¢~4® that at sufficiently high en-
ergy the cross section for electron-impact ex-
citation of state j from state ¢ can be represented
by the Bethe approximation

4ma ZQ fl'

Oy
for states 7 and j, which are dipole connected with
an oscillator strength f,,. Here E; —E, is the en-
ergy between levels, R =13.605 eV, a, is the Bohr
radius, and E; is a constant.

McFarlane*® has shown that in the Bethe approx-
imation the polarization can be given by

_ P[3-mm(E/E,)]
p= [(2 "Po)ln(E/Eo) +Po] ’ (8)

where P, is a constant containing the angular
information of the atomic transition. Heddle*® has
pointed out that from Eq. (8), one can use exper-
imental measurements of the energy at which po-
larization is zero to determine E,, i.e., the polar-
ization goes to zero at E=¢3E,. He showed the
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FIG. 4. Collision strength versus log electron energy
for excitation of Be* to give 313-nm radiation. Points
are present measurements with flags and bars described
in Fig. 3. The upper solid curve is the same as in Fig.
3. The solid curve across the bottom is cascade con-
tribution only. Dashed curve is from g approximation,
Eq. (9), with cascade added. Solid curves connected
with hatching are results from Eq. (7) with E; obtained
from the intercept of experimental polarization with the
energy axis in Fig. 2 [see Eq. (8)]. The two curves re-
sult from extreme intercepts possible from the experi-
mental data.

experimental consistency between cross-section
measurements and polarization “zero crossings”
for a number of cases, including measurements
on Ca* and Ba* made in this laboratory.” '3
Consider now the collision strength, which for
an initial S state is just Q =¢E. For the present
case, this quantity is shown plotted against the log-
arithm of the energy (a so-called Bethe or Fano
plot) in Fig. 4. One notes from Eq. (7) that at
high enough energies one should obtain a straight
line with slope proportional to f;; and with an inter-

-cept with the energy axis at E,. In the figure the

experimental points for E>16 eV are shown with
cross bars representing relative uncertainties
only at 98% CL. The solid curve at the top is
Oom(20 — 2S)E, with o, constructed as outlined
above and as shown by the solid curve in Fig. 3.
The solid curve across the bottom is the cascade
contribution to o, [the second term on the right
side of Eq. (6)]. The two lines with hatching be-
tween them are plots of Eq. (7) using extreme
values of E, obtained from the polarization data
in Fig. 2, with® f;, =0.505 and with cascade (the
solid curve at the bottom) added. Shown as the
dashed line in Fig. 4 is the g or “effective-Gaunt-
factor” approximation'® % with cascade added.
This results from the g formula

_8m ma? fi

03y —ﬁmmg- 9)

At the high energies for which the curve is plotted
in Fig. 4, the recommendation® is
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=(V3/2mW[E/(E, - E,)],

so that Eq. (9) just becomes Eq. (7) with E, =E,
—~E;. The simple g approximation is, in fact, in
better agreement with experiment than any of the
theoretical calculations.

One sees from Fig. 4 that the relationship be-
tween the experimental cross sections and polar-
izations is entirely consistent with that predicted
by the Bethe approximation; while again we note
that the experimental values of both polarization
and cross sections are different from theory.
This is not to imply that such consistency is known
to be necessary—or even expected, since the
Bethe approximation formula for polarization,
Eq. (8), may not be applicable at the energies in-

volved (~50 eV). However, as already emphasized,

Heddle has shown similar experimental consisten-
cy in a number of cases. We further point out
that the theory involved in this Be* problem is not
consistent in this fashion; i.e., collision strengths
constructed from Eq. (7) with E, derived from the
zero crossings of the theoretical polarizations

lie in a band roughly halfway between the top
theory curve in Fig. 4 and the band resulting from
use of experimental polarization zero crossings.

IV. CONCLUSIONS

The disagreement between measured cross
sections and polarizations found in this work and
theoretical values appears to be large enough for
concern. We have carefully examined possible
sources of systematic error in the measurements
and judged that the uncertainties are assessed
conservatively, i.e., that they really are “high
confidence uncertainties.” This adds to the
emerging picture noted in the Introduction that
in no case for singly charged ions does theory
give cross sections which are in satisfactory
agreement with measurements. This contrasts
with the multiply charged ions C3* and N** where
experiment and theory agree.
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