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An electronic Hamiltonian appropriate for describing core-hole processes is derived and its properties are
discussed. Based on this Hamiltonian a many-body theory is presented, and a useful linked-cluster theorem
is proven. A distinction between relaxation and correlation terms can be made in each order of the
perturbation expansion. Under certain well-defined conditions the core-ionization process can be visualized
as a Franck-Condon transition between two multidimensional potential-energy surfaces in an abstract
bosonic space. The corresponding approximation, the boson approximation, is discussed and applied to the

water molecule.

I. INTRODUCTION

The study of core-hole properties has been popu-
lar over the last years. Improved experimental
techniques® have stimulated intense thecoretical
interest in the subject. Theoretical work on core-
hole properties has been done for atoms and mol-
ecules,?? solids,* and chemisorbed systems.® In
the latter two cases one usually starts the calcu-
lation by introducing a model Hamiltonian which
accounts for the effects to be explained. For atoms
and molecules there exist computational methods
which make accessible a more quantitative agree-
ment with experiment. Most of the molecular
core-hole properties of interest can, in principle,
be calculated by performing separate Hartree-Fock
computations, one on the initial state and one on
the final state involved in the process under con-
sideration, supplemented by one or another config-
uration interaction method. Nearly all theoretical
studies on atoms and molecules make use of this
or a closely related procedure. Although such
procedures may lead to satisfactory results, they
treat the initial and final states differently and are
often strongly numerically oriented.

In the present contribution we attempt to derive
an electronic Hamiltonian suitable for describing
core-hole processes by starting from the full Ham-
iltonian and making use of properties inherent to
core levels. The same Hamiltonian applies for
both the initial and the final states. In addition,
we hope that such a Hamiltonian can be used to
identify the different types of effects involved in
a given core-hole process. In this way model
Hamiltonians can be constructed which aim at the
direct explanation of the dominating effects as
done, for example, to explain the multipeak struc-
ture in core-hole spectra of highly polar disubsti-
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tuted aromatic systems.® Inthe second part of the
manuscript a many-body theory to evaluate the
core-hole spectrum is presented. We shall see
that the introduction of the “core Hamiltonian”
enables us to derive relations which simplify the
many-body approach and make it more transparent
for interpretation purposes. At the moment we do
not aim at obtaining highly accurate numbers; our
goal is rather to gain insight into core-hole pro-
cesses which is complementary to that obtained

by the commonly used computational approaches.

II. THE HAMILTONIAN

To arrive at a Hamiltonian which is appropriate
for describing both the electronic system and its
ion, we adopt the formalism of second quantiza-
tion. Defining annihilation and creation operators
a, and a}; for an electron in a one-particle state
|¢,), the electronic Hamiltonian reads

= t 1
H z:eiaiai+ Zv”aiaj
1

isJ

+% Z Vijklazagatak, (1)
isjsksl
where €;, v,;;, and V, ., are the matrix elements
of an unperturbed Hamiltonian H,, a one-particle
potential v, and of the Coulomb interaction between
the electrons:

Vi =@M @,r) |7 =" | @, )0, 0")),

respectively. {¢,} is any orthogonal basis of spin
orbitals that diagonalizes H,. The potential v can,
in principle, include an external potential,

Without loss of generality we choose H, to be the
Hartree-Fock (HF) operator. Then the €, become
the HF orbital energies and, if no external poten-
tial is included, we have
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VT ; (Vieie= Virrie > (2)

where 7, is the occupation number of the orbital
@, in the HF ground state; i.e., n,=1 if ¢, is oc-
cupied in the HF ground state and », =0 otherwise.
In case the so-called spin-unrestricted HF oper-
ator” is chosen, Eq. (2) is valid for both closed-
shell and open-shell systems. On the other hand,
if we choose H, to be the so-called spin-restricted
HF operator,® we have to distinguish between the
closed-shell and the open-shell cases. Whereas
Eq. (2) is still correct for closed-shell systems,
the choice of »;; is somewhat ambiguous for open-
shell systems and depends on the special method
chosen.®? For the sake of simplicity we restrict
ourselves in the following to closed-shell systems,
but would like to point out that the theory below
can straightforwardly be rewritten to apply to
open-shell systems as well.

In the following we attempt to simplify the Ham-
iltonian (1) by making explicit use of the genuine
properties of (deep) core orbitals. We assume for
the moment that each core orbital is strongly lo-
calized on its corresponding atomic site. Conse-
quently, a hole in the core orbital ®e, has a very
" low probability of propagating to core orbital ¢,
even if the core-hole energies are similar and the
Hamiltonian used to determine the ionization spec-
trum of a specific core orbital ¢, need not contain
the remaining core orbitals. We may, therefore,
proceed by taking into account only a single core hole.
Because of the large difference in energy and in
the localization in space between core and valence
orbitals, it is commonly accepted that the solu-
tions of the Schridinger equation can be separated
to a good approximation into a core and a valence
part.® This separability between core and valence
electrons can be achieved by omitting all terms of
H in (1) which include a different number of core
creation operators a! and core annihilation oper-
ators a,. After some straightforward algebra the
resulting Hamiltonian H _, reads

H, =H,+H +Wy+F,. ®)

The operator H, denotes the Hamiltonian of the
valence electrons, i.e.,

H,= Zeia}ai - Z (;(Vw»" Vikkj)ntz) ala;
i 7

Z Viikla{a;azak ’ (4a)

isdsksl
where here and in the following the indices 7, j, &,
and ! do not include the core index c. H_ is the
Hamiltonian of the core electrons and is given by

+

N

Hc = €c(nci.*'nc i) + Vccccnc 174

+ (ﬁci.‘"ﬁci)vcc ’ (4b)

where we have introduced the occupation-number
operator 7, =al,a, (not to be confused with the HF
ground-state occupation number #,) and denote the
one-electron spin indices by ¢ and V. The interac-
tion term

Fm=(— ZV,-cunaEa,->alf“cb+c-°- (40)
tJ

does not preserve the spin of the core electrons,
and we refer to it as the spin-flip term. The sec-
ond interaction term reads

ch 2—(1 _;lcT) Z (Vicfjcf— Vicfctj)a!aj

+(ct—c¥). (4d)

The Hamiltonian (3) has several interesting prop-
erties which should be discussed. The separabil-
ity of core and valence electrons implies that the

number of core electrons is an invariant quantity.
Introducing the core-electron number operator

Nc :ﬁc tt ﬁc +2
it can easily be shown that it commutes with H_,
[N, H,]=0. (%)

Clearly N, =27, also commutes with H_, since
the electron number operator N =1\7c+1\70 commutes
with H_,. The spin-flip term F_ can be neglected
in many types of calculations, because its matrix
elements V,; .. are exchange Coulomb integrals
between core and valence orbitals and thus small,
Nevertheless, F_ must be included in H_, in order
to guarantee the correct spin symmetry. The first
of the relations

[§2’ch]=0’ [§z’ch]=0 (6)

only holds if F_, is included in H,.

When F, is neglected, both #,, and 7., commute
with H_,, and a straightforward interpretation of
the relevant interaction term is possible. In the
ground state both core spin orbitals are occupied,
and 7, o ﬁc, can be replaced by 1. Consequently,
W, =0 in the ground state, and the valence-core
parts do not interact.’® When a core hole of spin
% is created, the final Hamiltonian is obtained by
putting ric,-: 1 and ﬁc‘=0. The valence orbitals now
“feel” a one-particle potential

We == ; (Vicyics— Vic{c&j)a!aj

and relax. By redefining the valence-orbital basis,
one can eliminate this term and obtain H_,=H +H_,
again finding no interaction between the core and
valence parts. H, is still given by Eq. (4a), but

all quantities and operators appearing there should
be replaced by the “relaxed”ones, i.e., H, is the
valence Hamiltonian written in the basis of orbit-
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als determined from a self-consistent HF calcu-
lation on the system with a core hole.

The Hamiltonian (3) does not describe the broad-
ening of core-hole levels due to the emission of
Auger electrons. For core holes in light atoms
this broadening is small and is negligible com-
pared to the vibrational broadening in molecules!!
and probably also in solids.'* The vibrational
structure in core-hole spectra of molecules can
be calculated using (3) and taking into account that
the €, and v, are functions of the internuclear
distances.’® In principle, the Auger broadening
can also be calculated via (3) if an “Auger term”
is added to H,

The Hamiltonian (3) has been derived assuming
the core orbitals to be localized each on another
atomic site. The derivation of an adequate Hamil-
tonian becomes more complex when core orbitals
are delocalized over several equivalent atomic
sites due to symmetry requirements. In this case

W, .=V

Cg“

cgcuogcu(ncgfncu it ncg *’Vlcu ’f) + (chc,,cgcu

t T
+V (acg 1, 1F Al 10,

1 1
CgCeCuly f)(ac@;'*‘acuﬁ_ acu‘a

while the remaining interaction term reads

= 1
Wlégc,, - (acg tc,t z: (Vicgﬁcui‘

197

t ) ' -
‘(acgfacu+ 2 Vicgte,1i0ia;t (ct ci)>+c.c.
197

To arrive at a better understanding of (7) we con-
sider the core orbitals ¢, and ¢, oy 38 linear com-
binations of nonsymmetry adapted orbitals @, and
¢,, which are strongly localized ((ple @5, = 0) on the
atomic sites s, and s,:

= (1/\/_2_)((/751'*' ‘:032) ’
00, =U/VE N0, - 0,).

Using this simple relation we can easily rewrite
the Hamiltonian (7) and obtain the more transpar-
ent result

©

Hp=H,+HG +H +W,  + W . (10)

$182 $152
The operators H, ,=H +H? and H, =H,+H® are
the Hamlltomans of the systl.em w1th one actlvze lo-
calized core orbital and are each equal to H_, in
(3) with ¢ =s, and s,, respectively. The term de-
scribing the direct interaction between the local-
ized core orbitals simplifies considerably to the
following expression

=y.. . . NN (11a)
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a core hole has a high probability of propagating
to its quasidegenerate counterparts, since they
are all confined to the same space. We consider
in the following two core orbitals Pe, and @e, which
are delocalized over the two equivalent atomic
sites s, and s,. Applying the same rules as used
to derive H,, in (3), i.e., the number of core crea-
tion operators must be equal in every term of the
Hamiltonian to the number of core annihilation op-
erators, we obtain

Ho, =H,+H +H + chcu+ W, (7

Here H, is the same valence Hamiltonian as in (3)

and HY , H; are given by the sum H +W_, +F_,
3) for c= c, “and c=c,, respectively, The Hamll—
tonians H, ‘H L HH? and H,,=H,+H; thus de-

scribe thegelectronic system with only one active
core orbital Pe, or ¢, The direct interaction be-
tween the core ‘states is described by the term

)(nz:g e, f+ncg ey i)

(8a) |

= Viggte 0000 a;+ (ch — ci))

(8b)

where N —ns 1~1-n ., s the core-electron occupa-
tion operator ‘at the atomic site s;. The remaining
interaction term in (10) is given by

v =_f(at t
Wisiss <as11aszf E Vis tsp1idi @+ (s4 —~ S*)
LX¥]
t t
- (as1 1%, Z Vie 1,459 45
[ X¥}

+(s+~——s§))+c.c. (11b)

Interestingly the interaction term W7 . contains
only exchange matrix elements involving two core

" orbitals strongly localized on different atomic sites

and represents, therefore, a weak interaction.
The interaction term W¢ . , on the other hand,
gives rise to a strong mteractlon between the de-
localized core orbitals via the valence orbitals.
When W”ls2 is neglected each of the core occu-
pation operators i, ”s v nsz p and ﬁsz* com-
mutes with the Hamiltonian (10). Hence, these

operators can be replaced by the occupation num-



22 MANY-BODY THEORY OF CORE HOLES 209

bers according to the core occupancy in a given
state. In the ground state all n,, can be replaced
by 1 and one finds that there is no core-valence
interaction. If an electron is ejected off the or-
bital Ps,s the operators ﬁsﬂand ﬁs , are still equal
to 1 and the resulting final state Hamiltonian does
not include any interaction between @s, and the
valence orbitals or the core orbital ¢ [the triv-
ial term W, , (ground state)- W, , (core-hole
state) = Vslszslsz is compensated by integrals of
Vyysy i Hy -

We have thus shown that abandoning the sym-
metry restriction on the orbital basis allows a
separate treatment of each of the core-hole spec-
tra via H_, in (3) which is the Hamiltonian of a
system with a single active core orbital. The
strong correlation term W? . present when oper-
ating with the symmetry-adapted basis is incor-
porated into a relaxation term in the symmetry-
nonadapted basis.!* This explains the good re-
sults obtained with ASCF calculations using lo-
calized orbitals, first demonstrated by Bagus and
Schaefer.!s

Finally we would like to mention that the Hamil-
tonian (7) describes several additional interesting
features in the more complicated case where the
core orbitals Py and ¥, are not strictly degen-
erate. Such cases are given, e.g., by molecules
at short interatomic separations or when investi-
gating intermediate core orbitals where @s, and
Ps, have a nonvanishing overlap. It is then con-
venient to perform a transformation similar to
(9) and to consider the additional terms in H_,
which arise due to the nonvanishing overlap as a
perturbation.

III. THE CORE-HOLE SPECTRUM

The Hamiltonian H,, in (3) can be used to obtain
a wealth of information on processes involving a
change in the number of core electrons. The sim-
plest process of this kind is the ionization of a
core orbital. The rest of this paper is devoted to
the calculation and interpretation of the resulting
spectrum, which is usually referred to as the
core-hole spectrum.

Using the sudden approximation,'®™® the core-
hole spectrum P(w) as a function of energy w is
given by

P(w) BImGC tot (w) +ImGﬁcJ (w) ’ (12)

where G,,,(w) is the Fourier transform of the one-
body Green’s function!® 2°

G pnlt) = —i(¥Y| Ta,,(t)al] | ¥ . (13)

| ¥2) denotes the ground-state wave function of the
system having N electrons and T is the Wick time-

ordering operator. It should be mentioned that
since we consider a closed-shell system, G,
is equal to G,,.,. We now define ionic Hamilton-
ians H,,(0,1) and H,,(1, 0) which are determined
from H,+H,+W,, in (3) by putting (2,,=0, #,,=1),
and (,4=1, %,,=0), respectively. Introducing
furthermore the operator

X= ‘Zj: Viccj a.ls:fajh
we find
Hcvat;‘ll‘llév> =Hcv(07 l)ac,I\Ité”) +X ac{l \I’(l)v> )

N (14)
H,.a, ll ‘I’év> =ch(1’ O)ac&l ‘I’(I)v> “'XTacfl ‘I’(I)V> .

With the aid of these relations, the core-hole
spectrum (12) can be rewritten to give

P(w) =~ Jm dt expl[i(w —Eé’v)t]((’)lem‘lfb , (15)

where E v denotes the valence part of the ground-
state energy

(H,| ¥y =E| ) and
oo [H(f) b ] 15>=[| ‘?év">], (162)
Xt W) | &)

JC is a matrix Hamiltonian of dimension N, (num-
ber of core electrons) and is independent of core
operators and

H(a)=—€,+H, - ‘z; (Vieaica = Vicocas)
X (aJa,-n;8,;), a=4,¥. (16b)

Expression (15) for a core-hole spectrum con-
tains only valence operators. The only explicit
dependence on core properties is via the HF or-
bital energy €, and the Coulomb integrals V, ;.
and V,.;. In principle, one can evaluate the spec-
trum via (15) by performing a configuration-inter-
action calculation for the matrix Hamiltonian 3C
similarly to the case of vibronic interaction in
molecules.?* To this end one can use the eigen-
functions \1/1;.; of H, to construct a supermatrix
A with 2X 2 matrices (¥ 3¢ ¥¥%) as elements.
Since X is a spin-nonconserving operator, the
supermatrix A decouples into two submatrices
A, and A, which are essentially identical. The
eigenvalues of A, give the positions of the lines
in the spectrum and the square of the first ele-
ment of the corresponding eigenvectors yields the
(relative) intensities of these lines. This and re-
lated methods are numerically elaborate because
of the large matrices which have to be diagonal -
ized. Furthermore, many eigenvales and eigen-
vectors of A, are of interest, but the efficient di-
agonalization methods for large matrices are
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suitable for the calculation of only a few low-lying
eigenstates. The situation simplifes considerably
if X is neglected in the calculation of P(w). Then

the core-hole spectrum becomes

P(w) ~ I dt expli(w — E{v)i]
X (EYY| O Jl q=4 or ¥. (17)

It is shown in the following sections that this equa-
tion has several interesting properties which sim-
plify its evaluation. Since X is a weak-interaction
term which originates from the spin-flip term F_,
in Eq. (4c), it can be neglected to a good approxi-
mation. The effect of X on the spectrum can be
determined separately by diagonalizing matrices
A, of very low dimensions including only those
nearly degenerate states of H(4) and H(¥) in (16a)
which are coupled via X.

To estimate the effect of X on the main line in
the core-hole spectrum we give the expression for
the ionization potential I, in second-order pertur-
bation theory as determined from Eq. (15):

where [ denotes the valence orbitals doubly oc-
cupied in the HF ground state and j the empty or-
bitals. The corresponding expression derived
from Eq. (17) reads

¢ _Z 2ve, +vZ2 =2V, .,V
¢ 5 €€

. n,(1-n,).

{18b)

We have calculated the difference between (18a)
and (18b) for the water molecule and obtained
—0.12 eV, which is to be compared with I_+¢,
~ =25 eV. It should be noted that X is not included
in the commonly used ASCF procedure. In second
order the core-ionization potential obtained within
the ASCF scheme is given by Eq. (18b).22:23

To gain some further understanding of the dif-
ference between Eq. (15) and Eq. (17) we consider
in the following a simple model. In this model we
put H, =E,-e,~afa,- where the summation is over only
one doubly occupied orbital ¢, and one doubly un-
occupied orbital ¢,. In addition we do not consid-
er doubly excited configurations. The configur-
ations space of the matrix 3C includes | ¥v) and

L=—c, - Z 2Vie1ct 2V = 2VeiV somn ny(1-n,), all thTe conflfu-ratloris
Tl €;—€; auaanﬂl‘l’o")y a,B=4,V.
(18a) The resulting submatrix A, is
|

_€C ~-‘/(N,'IE _Vocuc + Voccu Vaccu

~V ocuc —€.+A 0 —V oeco 19)
“Voew + Voceu 0 =€ +A+V o=V oo Vuceu ’

Voccu _VOCCD Vuccu _EC +A+ Vuccu

where A = (€, -V ) — (€,— Voeoo) and EY has been
subtracted from all diagonal elements. The eigen-
values of this matrix give the energies of the main
and satellite lines in the core spectrum. Equation
(15) gives the exact spectrum within the model.
Calculating the spectrum via Eq. (17) is, on the
other hand, equivalent to solving the eigenvalue
problem for the 3 X3 matrix which is obtained
from (19) by omitting the fourth column and row.
At a first glance one may assume that the exact
spectrum exhibits four lines while the one calcu-
lated via Eq. (17) shows only three lines. This is,
however, not the case and both calculated spectra
contain three lines. When coupling three elec-
trons to S,=3 one obtains only two states with S
=% and one state with S=2. The latter state does
not acquire intensity.

The two components of a particle-hole excita-
tion with S=3 usually have a small energy separ-

ation. Their total intensity and their common en-
ergy location in the core-hole spectrum are well
described by the formula (17). Their individual
intensities and relative energy depend, often sen-
sitively, on properties of X.

IV. DIAGRAMMATIC EXPANSION OF THE SPECTRUM
A. General

It has already been mentioned in Sec. III that
the core-hole spectrum is proportional to the im-
aginary part of the core-hole Green’s function
Gcc(w). The Green’s function can be expanded in
terms of the interactions V.  and v, and it is
very convenient to describe this expansion in
terms of diagrams. The diagrammatic expansion
used here is well known and is found in many text-
books.'?*?® Therefore, we shall not go into the de-
tails of the method and only summarize briefly the
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rules for handling the diagrams.

The pictorial symbols we use to represent the
quantities needed in the diagrammatic procedure
are shown in Fig. 1. A straight line pointing up-
ward (from ¢’ to £>¢#') is called a particle line and
a straight line pointing downward (from ¢ to ¢<t’)
is called a hole line. These lines represent the
Green’s functions.

-1, t>0, n,=0

0 1y = jp=i€m(t=t!) ,
Gl (t, ') =te™m émm{ 20)

1, t<0, n,=1.

The diagrams representing the nth order of the
expansion of G are obtained by drawing all topo-
logically nonequivalent linked diagrams having n
wiggly lines ~i(V ,psr =V umrs) @nd (272 +1) £G° lines.
The elements of one kind can be connected only
with elements of the other kind. All diagrams
which contain ZG° lines which start and end at the
same wiggly line should be omitted. Using the
HF basis, these diagrams are canceled exactly'?
by the terms which include the matrix elements
VU, The rules to evaluate a given diagram are
(i) multiply the contributions of the wiggly lines

and of the ¢G° lines, (ii) integrate over the inter-

mediate times and sum over the intermediate in-
dices, (iii) multiply the result by the factor
27¢(~1)%, where g is the number of permutations
of two ¢G° lines in the diagram leaving the dia-
gram unchanged and L is the number of loops in
the diagram. .

The diagrams of G(¢, ') for ¢<¢’ are shown in
Fig. 2 up to the third order in the interaction.
The analogous diagrams for ¢>¢’ can easily be
drawn. When using our Hamiltonian H,, in (3) in-
stead of the full Hamiltonian (1), the number of
diagrams reduces considerably and the number of
summation indices decreases. Since the external
indices of each diagram of G, are core indices
and H,, commutes with N, the time level ¢, at
the end of each core line iGJ,(t,, ¢,) must be the
time level at the beginning of the next core line

iG2,(t5, 1,); i.e., the two external core lines are |

t t m
+ m = iGamltt) % = iGpm (t)
t’ tim’
m n K
}"""N"< =-i (ansr‘vmnvs) l { =i (chlc - chcl )
S r

FIG. 1. The definition of the symbols used in the di-
agrammatic expansion of the Green’s function.

connected by (z —1) or less core lines, one at a
time. Keeping in mind that GZ,(¢,¢')=0 for ¢>¢/,
all the diagrams of G(¢,¢') vanish for t>¢' as
does G, (t,t') itself:

Gyolt, t')=0 for t>¢' .

Moreover, all the diagrams of G, (¢, ¢') for t<¢’
vanish for which two or more core lines are avail -
able at any intermediate time ¢;. Consequently,
the second diagram of second order, the fourth
and sixth diagrams of third order, and the last
six diagrams of third order shown in Fig. 2
should not be considered. Finally we should like
to mention that when the Green’s functions are
evaluated with the Hamiltonian (3), the functions
G,, are equal to zero if one of ¥ and s represents
a valence and the other index a core orbital.

The only diagrams in nth order which contribute
to Ggyot (5Ggyey) calculated with H,, are those
which contain (z+ 1) or less successive core lines
iG%eq (@=4*,¥). No additional core lines are al-
lowed. The existence of the intermediate core
lines must be taken explicitly into account when
evaluating these diagrams. Let us consider the
examples shown in Fig. 3. In the diagram of sec-
ond order there are two hole lines marked m and
n which are between the external core lines. It
follows that either n or m must be equal to ¢ and
two contributions result. Since the m and n lines
are equivalent, we can replace one of them by ¢
and multiply the diagram by a factor of 2. The
diagram of second order thus reads

t t1
(-1) (=02(V gt noot = Ver arca)? at, A1, G2 oAt 120G e bas 1) EGO (o 1,)iC(t,, ,)iG24 4 (b1 7).
! t t n

In the second example we have four possibilities
to construct diagrams having four successive core
lines. The resulting four contributions are all
equal and the final result is shown in the third
line in Fig. 3. The last line in this figure exhibits
an example where two different contributions
arisefrom one diagram. While one of them pos-
sesses two intermediate core lines the other con-
tribution has only one. We see that compared to.
the general case of expanding G, using H in (1),

f
the number of summation indices is reduced here
by 1, 2, and 1-2 in the first, second, and third
example, respectively. .

If the spin-flip operator F,, in (3) is neglected,
the occupation number operators ,, and 7, com-
mute with H , and the rules to handle the diagrams
simplify slightly. The external core lines always
have the same spin index as.the Green’s function
to be calculated. In case F,# 0 the spin index of
any intermediate core line takes both 4 and ¥ val-
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FIG. 2. The diagrams of G,, (£,¢) for ¢'>¢ up to third
order. The second diagram of second order, the fourth

and sixth diagrams of third order, and the last 6 dia-
grams vanish if H_, in (3) is considered.

ues. For F_, =0 all the intermediate core lines
have the same spin index as the external lines. In
the cases shown in Fig. 3, for example one must
put @ =g =+%.

B. A linked-cluster theorem

We have seen that the expansion of the core-hole
spectrum (17) includes only diagrams with suc-
cessive core lines all having the same spin index
as the external core lines. We may, therefore,

omit the spin index unambiguously in the following.

The expression for each diagram contains a prod-
uct of free-core Green’s functions of the type

iGZC(t’ tl)iGZc (tl! tz) e ich(tm—ly )ZG ( mI t’) b

which is easily seen to be equal to (=)™ 3G2 (¢, t').

This fact allows the decoupling of each diagram
into a product of a GJ,(¢,¢') line and a remaining
skeleton. The wiggly lines representing —¢ (V
=V meen) Can now be replaced by a two-indexed
quantity, e.g., the interaction point shown in Fig.
1. This procedure is shown in Fig. 4 for a few
diagrams.

The sum of all diagrams is clearly given by the
sum of all the skeletons multiplied by a free-core
line. We may differentiate between linked and un-
linked skeletons. It is possible to show that the
sum over all skeletons is equal to exp(sum of all
linked diagrams). The proof of this linked-cluster
theorem is sketched in Fig. 5 for a simple case.

A rigorous analytic proof of this linked-cluster

mcnc
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FIG. 3. Three examples of the evaluation of diagrams
of the core-hole Green’s function G, via H,, in (3). «
and B denote spin summation indices.

theorem is given in Appendix A. According to this
theorem the core-hole Green’s function reads

Goo(t) = G2, (£)e€ B =i (~t)e™tecteC ®) | (21)

where use has been made of the fact that G,(¢, t")
depends only on { — ¢’ and is thus a function of a
single time variable. In nth order of the interac-
tion the function C(¢) contains all linked topolog-
ically nonequivalent diagrams with »,(=1) interac-
tion points and n,=n —n, wiggly lines connected

by (2n —n,) iG° (valence) lines. As already pointed
out above, diagrams which have iG°(¢;, t;) lines
should be omitted.

The rules to evaluate a given diagram of C(¢)
are (i) multiply the contributions of the wiggly
lines, the interaction points and the i{G° lines,

(ii) integrate over all times and sum over all
(valence) indices, (iii) multiply the result by the
factor 279(~1)L*"1, It can be seen from the proof
of the linked-cluster theorem in Appendix A that
care must be taken when integrating over the
times. The wiggly lines and the interaction

FIG. 4. The decoupling of the contributing diagrams.
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points must be treated differently. Whereas the time level of a wiggly line is, in principle, between —
and +«, the time level of an interaction point is between the external times ¢ and 0. The following two ex-
amples should clarify the difference. The analytic expressions for the last two diagrams of C(f) shown in
Fig. 4 are

. L w 0 i r to "
=t E Vinng =Virid Vicic =V jeos) Vigro = Vioer) _[ dt, [ dt, ‘[ Aty Gru(t, = 1,)GY,(t, = £,) G2, (t, - £)GY,(t, — )

isfslak
and

i z;k Vet = Vs Vseic = Vieed) Vicre = Viger)
LN L

hod t t —
X f dt, f " o(-t,)dt, [ ® Gty = 1) Gy (b = 1) Gty = 1) G5t ~ 1)
t t t

respectively. As can be seen from the integrals, ¢, > ¢,> ¢, and thus ¢ and k refer to occupied spin orbitals.
It is often useful to rewrite the integrals in the latter expression to give

0 t ¢, 0 ty 0 0 ol
f dt, f dt, f dt,+ fdtl f dt, f dt, or f dt, f dt, I dt, .
¢ t t 0 t t t t3 ts

The analytical expression for C(t) reads [see Eqs. (A10)-(A12)]
cw=3 L;_’L_')_f_ fw dt,+ F dt 1 (@3] T[V(t,)V(t,)  + - V(1,)]] @49~ @l TV, (V) -+ - V(1)) 289}, (22)

where | %) is the ground-state eigenfunction of H,=);€#; and the valence potential follows from

H,=H,+V,. (23a)
Furthermore we define

Vit,)=V,@,)+V,(t)0(-t,)0(t; —=t), X(t;)=etHotixe Hot (23b)
with

V== kz; (V ke 'chcz)(alaz =1,0p1) « (23c)

Let us briefly interpret this result. The first term in Eq. (22) gives rise to all connected diagrams [in-
dicated by the subscript c at the end of (22)] which are due to the potential V, of the valence electrons and
the potential V,, which is equal, up to a constant, to the core-valence interaction term W,, in the presence
of a single core hole. In order to obtain C(¢) we have to subtract from these diagrams all the connected
diagrams which are due to V, alone. The time dependence of the exponential C(¢) is solely determined by
the dependence of V(¢;) on ¢ as shown in Eq. (23b).

If we neglect the interaction between the valence electrons, i.e., V,=0, the function C(¢) simply becomes

ALY 0 0 _ — -
c@t)= ZO (n,) ft dt, [ dtye .- J: at L@ TV, )V, ()« V ()] ¥ . (24)
n= . .
r
In nth order this function includes all connected
N < : c diagrams which can be drawn from# interaction
sy ec ‘e ‘e . points and n free Green’s-function lines via the
- : c ¢ rules discussed above. Equation (24) is essen-

tially equivalent to the result obtained by Nozieres
and DeDominicis® in their discussion of x-ray
" i O . 0 . O . singularities in metals. Interestingly, the linked-
O 0 O cluster theorem (21) is also valid if the valence
electrons are allowed to interact with each other.

The derivatives of C(¢) with respect to ¢ deter-
{ O } mine the moments of the spectrum. The mth

{1 O . 02 } 6 moment M, of the core-hole spectrum is defined
+ v 3 . = c by

"
o

“w
o

— - m
FIG. 5. On the linked-cluster theorem. M, = f(w )" Plw)dw. (252)
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It is easily shown with the aid of Eq. (21) that

am
M= |7 [2im = O (25b)
t=0

where |7 |2 is the proportionality constant of Eq.
(12). An additional relation can be derived from
Eq. (17):

M, = |7 Pl ( 2 Viie=Vieo)
i, J

<lala=n )19 (@50

The total intensity of the spectrum is equal to the
zeroth moment M, = |7 |?exp[C(0)]= |7 |* which
does not depend on the electron-electron inter-
action. All higher moments depend on the inter-
action between the valence electrons. The center
of gravity of the core-hole spectrum is given by
€,+M,/M,. If only relaxation effects are con-
sidered in the calculation of the spectrum, the
first moment vanishes and the center of gravity
is equal to the HF orbital energy €, (see Sec.
IVC). Taking correlation effects into account
implies that M, # 0 and the center of gravity
deviates from €,. The diagrams of C(f) which
contribute to M, are those which have only a
single interaction point. This can be seen from
Eq. (25b). After taking the derivative with res-
pect to ¢, all diagrams of C(¢) which have more
than one interaction point yield integrals of the type
/¢ which vanish for £~0. The lowest-order dia-
grams which contribute to M, are those third-
order diagrams which correspond to energy-
independent diagrams of the self-energy part'®
Z,.(w) of the core Green’s function G, (w). It has
been shown explicitly by Born el al .*® that these
diagrams do not appear in the expansion of the
spectrum within the ASCF scheme. To make
further contact with the self-energy part Z,(w)
we consider Eq. (3.28a) in Ref. 18 and obtain

M,/My=% (). (26)

The term 2, (~)=lim _, = () is equal to the
sum of all diagrams of the self-energy part which
are independent of energy w. It constitutes a
statical correlation potential which leads to a
shift of the center of gravity of the core-hole
spectrum. Calculations reveal that =, () is
fairly small for H,O and CH, (=0.1 eV) but large
for N, (=1 eV).

The Dyson equation*® 2° which relates the Green’s
functions to the self-energy part is commonly
used as a starting point in the calculation of G.
Instead of expanding G directly, the self-energy
part is expanded in terms of the interaction matrix
elements. In this way any diagram of the self-
energy part leads to an infinite number of diagrams

of G. In the core case the Dyson equation reads
Gcc(w)=[w—€c— Ecc(w)]’l . (27)

Now the question arises whether the Dyson equa-
tion approach or the approach via the linked-
cluster formula (21) is more suitable for eval-
uating the Green’s function. Clearly, a linked-
cluster theorem of the present type does not apply
to the Green’s functions of valence electrons. In
this case the Dyson equation is very useful at
least for electrons near the Fermi level, where
the quasiparticle properties of G are well-
reproduced even with a low-quality self-energy
part.?® Furthermore, the Dyson equation allows
the treatment of correlation and relaxation ef-
fects on the same level of accuracy which is im-
portant for valence electrons.'®* For core levels,
on the other hand, the relaxation effects are
dominant and Eq. (21), which has been derived
using genuine properties of core orbitals, rep-
resents the more appealing starting point. Cal-
culating the core Green’s function via the Dyson
equation (27) with ¥ (w) expanded up to the lowest
contributing order often leads to useful results
for the main line in the spectrum.*® The shake-
up energies obtained are, however, of an extra-
ordinarily low accuracy, since they have not been
determined in the field of the relaxed core hole.
Computing the Green’s function from the linked-
cluster equation (21) with C(¢) expanded up to the
lowest contributing order leads to drastically
improved shake-up energies (for more details
see Sec. V).

C. The A SCF procedure

The ASCF procedure has been widely used to
compute the energies and the relative intensities
of the main and satellite? lines of core-hole spec-
tra of atoms and molecules. It is, therefore,
interesting to find out which of the diagrams of
G, constitute the ASCF procedure or, more pre-
cisely, which diagrams describe relaxation pro-
cesses only. Born et al.?® have derived an expres-
sion for the ionization potential /(ASCF) obtained
within the ASCF sheme by expanding I(aSCF) up
to third order in the perturbation. They have
also shown which of the diagrams of £ (w) of
second and third order correspond to the re-
sulting I(ASCF). Their investigation has been
helpful to us in generalizing the results to higher
orders.

First of all it should become clear that we may
use the linked-cluster equation (21) because the
ASCF scheme does not incorporate the spin-flip
term F,,. On the other hand, the ASCF procedure
includes terms not accessible with H, in (3).
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These terms are of the form V., .4, /(€,-€),
where % denotes a virtual orbital, and are neg-
ligible.

In the simple case where V,=0 (see Eq. 23a),
each diagram of C(f) forms a loop of interaction
points connected by valence lines iG°. Examples
for such loops are shown in Fig. 6(a). Equation
(23c) implies that C(¢) does not contain a diagram
with a single interaction point. Since there is no
correlation between the electrons, all the dia-
grams of C(f) with V=0 describe relaxation ef-
fects and are included in the ASCF scheme. There
are many additional kinds of diagrams of C(¢)
when V,#0, some of which still describe relaxation
effects. To distinguish between these diagrams
and those which describe correlation effects, we
apply the following simple procedure. Remove all
wiggly lines and, if necessary, straighten the
iG°® lines connecting interaction points in a given
diagram. I the resulting structure is a regular
loop diagram of C(t) with V,=0, the original
diagram is included in the ASCF scheme. The
procedure is exemplified in Fig. 6(b). In Fig.

6(c) all the third-order diagrams of C(¢) are
shown which are included in the ASCF proce-
dure. The only diagrams of third order which
describe correlation effects are those which ex-
hibit a single interaction point. Since all the
diagrams which have a single interaction point are
not included in the ASCF scheme, it follows from
Eq. (26) that

000 ¢ )
G—«—-0 O-00
DO 9 R G

1R

FIG. 6. (a) Diagrams belonging to C(f) with V,=0; (b)
examples for the procedure to distinguish between cor-
relation and reorganization diagrams of C(#); (c) the dia-
grams of third order which are included in the ASCF
scheme; (d) some Green’s function diagrams not included
in the ASCF scheme.

M,/M,=0

and hence the center of gravity of a core-hole
spectrum calculated with the ASCF procedure is
simply given by €,. Some additional correlation
diagrams of fourth order are depicted in Fig. 6(d).

D. An illustrative example

The main objective of this subsection is to
calculate exactly via diagram summation the core-
hole spectrum for the following simple model
Hamiltonian

H_ = Z (€,7,0F €M+ €4 70a)
a

-V 2; (1=n, Nalau+alza,y), (28)
o,

which describes the interaction of three spatial
orbitals, a core orbital ¢, an occupied valence
orbital ¢,, and an unoccupied orbital ¢,. There
are many ways to calculate the corresponding
core-hole spectrum. Since the configurational
space is very limited, the configuration inter-
action approach to Eq. (17) is the most efficient
one. Choosing the valence configurations

|1)=[¥5v),

|2>=2-1/2(al1;f ao’-{-a""‘ao;)'\llévv),
and

l3>=atd all oy %ot I\Il:'v> ’

one immediately arrives at the matrix

-, =V2V 0
=|-V2V —e,+a -2V |,
0 V2V —€,+24

~ where A denotes the particle-hole excitation en-

ergy €,—¢€,. The core Green’s function is simply
given by (w - A);; and the core-hole spectrum
reads

(A+a)?
P(w)~ i (w-€,+A—-qa)
A —qa)? 2
. a2 V- +Ata)y 2; 8w —€,+4),

(29)

where a=(A%4+4V?)!/2,

As we shall see below, a much larger effort is
required to derive Eq. (29) using diagrammatic
techniques. This is not at all surprising. It is
well known that the diagrammatic solution of even
a“two-state” problem is extremely complicated
compared to the quadratic equation arising in the
configuration-interaction approach. The dia-
grammatic approach has been designed to solve
approximately “many-states” problems for which
brute force configuration-interaction methods
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FIG. 7. Diagrams arising from the model Hamiltonian
(28). (a) The diagrams of the core Green’s function
shown up to fourth order; (b) the diagrams of C (f); (c)
the diagrams of the auxiliary function used to construct
c@®.

are more tedious, more difficult to interpret,
or even inapplicable as for, e.g., infinite elec-
tronic systems.

The diagrams of G, are shown in Fig. 7(a),
where all the diagrams up to fourth order are
shown explicitly. The diagrams have a number
of properties in common: an even number of
wiggly lines, a particle and a hole valence line
emerge from one vertex, and two core-hole lines
from the other vertex of every wiggly line. From
these diagrams the diagrams of the exponential
function C(¢) are easily obtained. They are
depicted in Fig. 7(b). Every interaction point is
associated with one particle and one hole line.
We may visualize C(f) as two auxiliary Green’s
functions p, and p,, the first pointing upwards
and the second downwards, connected by two in-
teraction points [see Fig. 7(b)]. The diagrams
belonging to p, are shown in Fig. 7(c) and the
diagrams of p,are obtained by turning these di-
agrams upside down. The exponential function
C(t) now reads (see the rules to evaluate di-
agrams in Sec. IVB)

0 t
co=-2vt [(ar, ["atp,t,-tp -1, (30)
t t

where the factor 2 is due to the summation over
the spin.

The calculation of pu,(t) is not as simple as it
may seem at first glance, because all the inter-
action points of a diagram of p, are confined to
times f with 0<f<¢. To determine p, we investi-
gate the analytic expressions corresponding to its
diagrams and recognize that a function p,(t, ¢')
closely related to p,(¢) is subject to the recursion
relation
pulty )=o)+ v*[at, [ty Gt~ 1)

(] tl

XGo @, —t,)p, (5 ¢) . (31la)

The auxiliary function is obtained from p,(#)
=lim, _,p,(¢,#'), and the function p,(t) is deter-
mined according to the relation

Pot) = —p,(~t). (31b)

The integral equation (31a) is easily converted into
the linear differential equation

bu+i(€o + €u)i)u'*" (Vz - €o€u)pu =0 ’
which has the general solution
,Du(t, tl) - e-i (ea+eu)t/ 2
X [Kl(tl)eiat/2+K2(tl)e-iat/2] .
The coefficients K, and K, are determined by

inserting the latter expression into the integral
equation (31a). The final result reads

p, () =1lim p, (¢, ¢')
bt

=i2a e-i(eo-yeu)t/z

X[(@a+A)elat/24 (a - A)e it/ 2]t (32a)
The exponential function C(¢) is now obtained by
elementary integration of Eq. (30)

C(t)=iAt +21In[cos(at/2) - i(A/a) sin(at/2)].  (32b)

Using the general formula
P(w)~ J- dtei(w-ec)t ec(n , (33)

we finaily recover the exact core-hole spectrum
(29).

V. THE BOSON APPROXIMATION
A. Theory

The exact self-energy part of the core Green’s
function G (w) calculated with the Hamiltonian
(3) has the following spectral representation:

I1X, |2
Ecc(w)zzcc(o@)+ E 'w—_y“—fzo—,,_ (34)

For ¢ < 0 this relation leads to the identity

z,.() = ch(t)(—izcc( )5(¢)

SN AL (35)

The diagrams in the expansion of the first term
in the parentheses correspond to those diagrams
of C(t) with a single interaction point. The di-
agrams included in the expansion of the second
term in the parentheses of (35) contain all the
other diagrams of C(¢), but, in addition, also
unlinked diagrams contained in exp[C (¢)]. An
example which illustrates the procedure to ob-
tain an unlinked diagram is shown in Fig. 8. If
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B0 — 30 — 100

FIG. 8. The decomposition of a diagram of the self-
energy part into a product of G"cc and an unlinked dia-
gram of exp[C(¢)].

we consider an approximation of Z . (w) which
does not lead to unlinked diagrams, it may not
have a spectral representation. Many useful
approximate self-energy parts have, however,

a spectral representation equivalent to the one

in (34) and do not lead to unlinked diagrams.
Since all the diagrams of these approximate self-
energy parts correspond to diagrams of C(¢),

we may calculate the latter function using the
relation

0 t
clt)=- f dtzfzdilzcc(tl-tz)
t t

X[Go,(t, —t)]*. (36)

The resulting Green’s function G, (t)=ie™ %"
xe®® includes infinitely more diagrams

than the Green’s function calculated from the
approximate self-energy part Z . via the Dyson
equation (whenever unambiguous we use the same
notation for the approximate and exact quantities).
With the aid of Eq. (35) we obtain

C(t) = =iz, (€t

+ z el)ijlz (eeemn)t — 1), 67

The corresponding core-hole spectrum is easily
determined from Eq. (33). If we consider only
one pole of Z,.(w), the spectrum reads

P, (w)~e™n fo’l‘ (w—€, - (e,)-m2),  (38)

where a,= |X,|?/(e,-v,)? and ,=y,-€,. The
complete spectrum is obtained by convoluting the
individual spectra.

A Poisson distribution as in Eq. (38) can also
be derived for a system of bosons which are
coupled to a single hole. If we calculate*'® the
core-hole spectrum (12) using the boson Ham-
iltonian

ch =€c;lc+ E Qn(b; bn +%)
n

+(1=71,) Y kb, +03), (39)

where b, is an annihilation operator for a boson

Plw)

Q

[
€L
-af?

FIG. 9. A schematic drawing illustrating the physical
situation suggested by Eq. (38).

with frequency §2,, we simply recover the spec-
tra (38) and (37) with a, = (x,/Q,)?, € =€+ (=),
and =, (€,) - T, (*)=27,a,2, One may, there-
fore, refer to the approximation (37) for C(¢) as
the boson approximation. Equations (38) and (37)
suggest that the core-ionization process can be
visualized as follows. In its neutral state the
system is schematically described by a harmonic
multidimensional potential energy surface. In
its core-ionized state the system is described

by the same surface shifted by V2 «,/, in each
direction of the abstract dimensionless bosonic
space Q= (@, @ ---,Q,,...), where @,=(b,+b!)/
V2. The vertical energy difference between the
initial and final surfaces at @ =0, which is the
position of the minimum of the initial surface,

is equal to €,+Z,.(»). Ejecting a core electron
now results in the excitations from the ground
state of the initial potential-energy surface to all
possible states of the final surface and the inten-
sity distribution is governed by the well-known
Franck-Condon principle. This analogy with the
Franck-Condon principle has already been noted
by Manne and Aberg.’” The situation is illustrated
in Fig. 9 for the simple one-dimensional case.
The center of gravity of the spectrum (38) is
€,+Z,,() and is, thus, formally equal to the
exact result (26).

In order to gain understanding of the meaning
of the quantities appearing in Eqs. (37) and (38)
we briefly compare with the lowest-order term
in the expansion of Z_,(w):

2

Zul)= peelel o). 60
The quantity I,=-€, -2 .(€,) is the core-ioni-
zation potential obtained in second order [see
Eq. (18b)]. «(€.) may generally be referred to
as the relaxation shift of the ionization potential
—€, of the noninteracting HF particles. The fre-
quencies of the harmonic oscillators are, in
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zeroth order, given by Q,,=€; —€,, where j and [
denote an unoccupied and an occupied spin orbital,
respectively. When comparing with more so-
phisticated self-energy parts,®” one finds in first
order the following expression for the harmonic
frequencies (exchange is neglected):

Q=€ = Vi) = € = Vige) = Vg - (41)

This equation is easily interpreted. Due to the
presence of a core hole a valence orbital energy
€, is shifted in first order by V.. Thus, the
;, are simply excitation energies of the core-
ionized system, i.e., the £;, are shake-up en-
ergies. The Poisson parameter a;, can usually be
written as (k;,/9;,)°, where «;, is the coupling
constant in the boson Hamiltonian (39). In first
order we find by comparing Eqs. (37) and (40) that
Ki;=(Viepe = Vieer)- We may conclude that all the
parameters in the boson Hamiltonian can be given
a simple interpretation in physical terms.

In the investigations of electronic spectra of
processes involving the transition of localized
electrons one often meets the situation where a
boson approximation is applicable. The probably
simplest example is given by plasmon exci-
tations. Although being (collective) electronic
excitations, plasmons are known to be bosons.

In the case of core-hole ionization in solids a
Hamiltonian essentially equivalent to H,, in (39)
has been applied by Langreth® to investigate the
plasmon excitations. Mahan points out in his
review®® that the three line-broadening mech-
anisms, phonon and electron excitations in a solid
as well as atomic collisions in a gas can be well
described by an integral

f“ eilwmeodt gid(t)

where &(¢) is closely related to our C({) in Eq.
(837); i.e., the boson approximation applies to
these cases as well,

The limits of the boson approximation (37) be-
come immediately clear from the structure of the
spectrum (38). The spectrum allows for triple
and higher excitations between a given occupied
spatial orbital and a specific unoccupied spatial
orbital. Since these excitations cannot take place
in electronic systems where each spatial orbital
can contain only two electrons, their probability
must be small. In other words, the Poisson pa-
rameters a, must be small and, consequently,
the shake-up energies must be large compared
to their coupling to the core hole to enable us to
apply the boson approximation

X, < ec=3,15 || <2, (42)

Let us now return to the simple model of Sec.

IVD. The exact exponential function C () for this
model is found in Eq. (32b) and can be written in
the following form [@=(Q%+2|X|?)'/2):

c(t)=i(sz_§z_)t—21n<1+ —SS;:TQ)

+21n<1+ g‘g e"f“) , (43a)
+

. which is suitable for a Taylor expansion. As-

suming the condition (42) to be valid, we find in
lowest order the boson approximation:

1x2 X2
92

Cc(t)=-i i+ (ef®t —1). (43b)

If we generalize the model of Sec. IVD to include

many occupied and unoccupied orbitals, the func-
tion C(#) is crudely approximated by

- Q-9
c)=i Z(Q"—Q")t—21n<1+ Zﬁ)
n n n n

Q-9 .5
+21n(1+ Ehme‘“n‘), (44)
n n+ n

where n specifies a possible single particle-hole

excitation. This equation implies that the boson
approximation cannot be expected to describe
accurately the properties of main lines in real-
istic spectra. The errors inherent to the boson
approximation for an excitation specified by »

add up for the first two terms of C(f), Eq. (44),
but not for the last term which contributes to the
relative energies and intensities of the satellite
lines. We, therefore, conclude that if the in-
equality (42) is satisfied, the boson approximation
can safely be used to calculate the energies of the
satellite lines relative to the main line as well as
their relative intensities.

B. Application to H,O

The core-hole spectrum of the water molecule
has been investigated both experimentally®® and
theoretically.?®~% The experimental spectrum is
not sufficiently resolved to allow an unambiguous
assignment of the satellite lines contained in it.
One must, therefore, rely on theoretical studies
in order to obtain a more detailed understanding
of the spectrum. We have chosen H,0 as our ex-
ample because all the satellite lines in the spectrum
are weak compared to the main line and the boson
approximation should be applicable. Our goal is
to demonstrate that the simple bosonic picture
leads to shake-up energies and intensities which
are as accurate as those obtained by the commonly
used approaches. The bosonic picture is, of
course, of a limited applicability, but gives us ad-
ditional insight into the physical process of core
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ionization,

According to Sec. VA the self-energy part =,
used to construct the exponential function C(#)
should not lead to an overcounting of diagrams of
G, .(t) =i exp[—ie ¢+ C({)]. The simplest self-energy
part of this kind is the second-order term (40) in
the expansion of the exact .. The results ob-
tained with (40) are generally known to be poor,
mainly because of the missing interaction between
the orbitals involved in the shake-up process. The
simplest self-energy part which takes account of
this interaction and consists of an infinite summa-
tion of diagrams including the second-order dia-
gram is the so-called 2ps-TDA self-energy part.'®
This self-energy part is discussed in detail else-
where?” for the general case where H in (1) is the
appropriate Hamiltonian., The 2ph-TDA procedure
simplifies considerably when the Hamiltonian H,,
in (3) is used. Then, solving the Dyson equation
for the core Green’s function becomes equivalent
to the calculation of G, using the following ansatz
for the ionic states:

W a e+ X viama] 8, a=t,
kil

(45)

where |®2) is the HF ground state and the v, are
variational parameters. With the aid of Eq. (45)
and the Dyson equation an explicit analytic expres-
sion for the 2p7-TDA self-energy part can be
given:

’ wl-K-C -C -1
Tlwre)=(m,v,h [ =="2 =
) "QaT wl-K-C,

Vi
X[Vz] NCL)

where K, C,, C,, and C, are matrices with ele-

ments
Kipyirmr = (€= €5)07; /00
Cutnie™ (Viret ot = Viret ctr)01y
+(Virgt ot = Viret ot 1)
= (Varrers = Vi)
Cy=Ci (4 —1¥),
Csir,irnr = VictcheOnr + VirctctiOxer «

V, and V, are column vectors with elements V,,,
= Victict = Victet; and Vy = Vit oy The dimen-
sion of the matrices is relatively small, since 1
denotes occupied and % unoccupied orbitals and
the summation over the spins can be done ex-
plicitly.”

We shall see below thatthe variational ansatz (45)

leads to accurate energies of main lines, but to a
very poor description of the satellite lines, The
calculated energies of the satellite lines are much
too high, since the ansatz does not include higher
excitations of the type a).a;.aja;a.|®%). The in-
clusion of these excitations is necessary to de-_
scribe the relaxation of the satellite lines. On the
other hand, if we calculate the Green’s function
via the linked-cluster expression using Z () in
(46) to construct the exponential function C(f), the
final result does include higher excitations. This
shows that the linked-cluster equation (21) is
more suitable to calculate core spectra than the
Dyson equation (27).

It has been pointed out in Sec. IV B that the
linked-cluster theorem is strictly valid if the spin-

flip term F,, is ignored. The effect of F, should,

if necessary, be considered subsequently. When
applying the boson approximation it is, on the
other hand, favorable to include the effect of F,
in the self-energy part used to construct the ex-
ponential function C(). In this way the splitting
of the satellite lines into doublets predicted by the
ansatz (45) is maintained through the entire cal-
culation. The error made in violating the linked-
cluster theorem by incorporating F, into C(?) is
negligible compared to the error introduced by
the boson approximation itself. Equation (46) sim-
plifies if F., is put to zero, since both V, and C,
vanish in this case.

As a starting point for the computational pro-
cedure an ab initio calculation has been per-
formed®® for H,0 at its experimental geometry
using the program system MUNICH.** The basis
set consists of eleven s-type and seven p-type
Gaussian functions for the oxygen atom contracted
to five s-type and three p-type functions. For each

‘hydrogen atom six s-type functions have been

used contracted to three functions. A 2ph-TDA
calculation based on H in (1) has been carried out
taking into account all occupied orbitals and the
thirteen virtual spatial orbitals lowest in energy.®
In this way we can also investigate the importance
of terms not included in H,,. We have found that
the shift of the main line owing to the difference
between the Hamiltonians (1) and (3) is less than
0.4 eV which has to be compared with the total
change of 20 eV of the core-ionization potential.
The influence on the shake-up energies is even
much less significant. The core-ionization poten-
tial obtained withthe 2pr-TDA Green’s function
approach is 539.99 eV and is in excellent agree-
ment with the experimental value®® of 539.93 eV,
This agreement between theory and experiment is,
however, somewhat fortuitous mainly because of
the truncation of the orbital basis. The lowest
shake-up energy obtained is nearly 20 eV too high
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when compared to experiment. If the 2p/4-TDA
self-energy part is used to construct the exponen-
tial function C(?), this shake-up energy agrees
well with the experimental value.

The shake-up energies and relative intensities
obtained for H,O using the boson approximation
are listed in Table I together with the theoretical
results of Aarons ef al.,?® Wood,*® Wahlgren,* and
Svenson ef al.** There is no accurate agreement
between the results obtained with any two methods.
However, all the results indicate, in agreement
with experiment,?® that (i) there are several satel-
lite lines which acquire intensity, (ii) the satellite
line lowest in energy is situated 16—18 eV above
the main line (iii) there is an accumulation of sa-:
tellite intensity at 23—26 eV. The present calcu-
lation predicts a great portion of the total satellite
intensity to be located above 30-eV shake-up en-
ergy. This finding is in agreement with Svenson
et al. When comparing the calculated satellite
intensities with experiment, one should keep in
mind that the vibrational broadening can be ex-
tremely different for different satellite lines. Fur-
thermore, the use of a finite basis set does not
allow a correct description of shake-off processes
and the computed high-lying discrete lines may
simulate to some extent these processes. This
may indeed be the case for the satellite lines sit-
uated at relative energies larger than =30 eV. The
intensity of these lines should be thought of as
being spread over a larger energy range when
compared to experiment. The experimental spec-
trum exhibits a broad structure between 30 and 40
eV above the main line.

VI. SUMMARY

The core-hole spectrum can, in principle, be de-
termined using the standard formal many-body
theory based on the full electronic Hamiltonian.
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The theory is, however, simplified considerably
when based on a. Hamiltonian which has been de-
rived by making explicit use of the genuine prop-
erties of core orbitals. The number of terms in
the perturbation expansion is then greatly reduced
as is the number of the summation indices in each
term. Furthermore, the introduction of the core
Hamiltonian leads to a useful linked-cluster theo-
rem which relates the core-hole spectrum to an
exponential function C(#) for which a diagrammatic
expansion is given. The linked-cluster expression
Geo(t) = G, (#) exp[C(#)] has been found to be superior
to the Dyson equation as a starting point to calcu-
late the core-hole spectrum and offers more physi-
cal insight into the problem.

Starting from the linked-cluster theorem it has
been shown that under certain well-defined condi-
tions the core-hole spectrum is the same as for
a system of bosons which are coupled to a single
localized hole. This suggests that the core-ioni-
zation process can be visualized as a transition
between two multidimensional potential-energy
surfaces in the abstract bosonic space, the result-
ing intensity distribution being governed by the
well-known Franck-Condon principle. Numerical
computations have been performed for the water
molecule within the boson approximation, and sat-
isfactory agreement with experiment is found.
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APPENDIX

In this section we present the analytic proof of
the linked-cluster theorem discussed in Sec. IV B.
We consider the Hamiltonian (3) without the spin-

TABLE I. Calculated energies and intensities of satellite lines in the oxygen core-ionization spectrum of H,0. All
energies (in eV) and intensities (in %) are given relative to the main line.

Present results Aarons et al. (Ref. 29)

Wood (Ref. 30)

Wahlgren (Ref. 32) Svenson et al. (Ref. 31)

Energy Intensity Energy Intensity Energy Intensity Energy Intensity ~ Energy Intensity
17.25 2.0 17.8 3.1 17.6 0.8 17.97 2.3 15.91 0.1
19.27 0.1 22.4 0.3 19.40 1.3 19.77 0.1
20.38 0.2 23.4 0.3 22.09 0.4 19.83 0.3
23.56 6.4 23.8 8.1 25.1 3.5 22.46 0.5 21.22 0.7
27.19 0.4 25.6 1.9 23.45 5.2 21.96 0.9
29.81 0.8 26.9 0.2 24.20 0.1 22.12 0.5
36.34 1.7 27.1 1.2 25.48 2.5 22.93 1.3
37.05 8.7 28.1 0.6 26.04 0.3 24.60 2.0
37.37 2.8 28.4 0.2 27.25 1.3 24.82 2.3
38.14 4.6 28.4 0.6 28.17 0.1 34.73 0.1
39.86 0.3 29.7 0.2 28.90 0.9 36.31 4.0
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flip term
H,(igyy figy) =H,+H,+ W, (A1)

and choose H,=3, €/, as the unperturbed Ham-
iltonian. The core Green’s function can be writ-
ten as®

G,.()= lim Q(Ty, Ty,1), (A2)
T,—>—o
T2»+uo
where

_i<<1>g,V1T[z7(T2, T)a,(t)al] 19

@ 0(T,, T) 185 (A%

Q:

|#2 is the ground state of H,, O is an operator O
in the interaction picture, and U is the time-de-
velopment operator

ﬁ(Tz, Tl)=eiilorle—ich(Tz'Tl)e—iiioTl. (A4)

After some straightforward algebraic manipula-
tions all core operators can be eliminated from
(A3) and we obtain for ¢<0 the following result:

Ny _; i _i - N
—-iect<q)ov|e 'Hsze'(Hv+V1)te tHv(t T1)|¢Ov>

Q=ie @0l o T2T D] o)

(A5)
|<I>:’? denotes the ground state of the unperturbed-
valence-electron operator H,=2, e,-ﬁ,. , H,=H,
+V,, and V, is given by

Vi=- Z (chlc - chcl)(a:al - nkéu) . ’ (A6)
k,1

Introducing two time-development operators for
the valence elegtrons, one ( f/o) for the ground
state and one (U,) for the ionic states

n!

n=0

ﬁo(Tz, T1) = @iHgTag—tH (Ty~T) p=iHyTy , ( )
- ; . AT
Ul(Tz, T1) = gtHoTag=t (Hy* V1) (T3=Ty)
X e~iHoTy ,
we may write

N~ ~ ~ N,
Q:Z’e—iect <§Qv ] Uo(jl;z, O_) U1(07 t) UO(fv’ T1) I‘I’ov> .
(@2 1T (Ty, T)) 1257

(A8)

To proceed we define an operator U,(7”, T”) via
the expansion

; i [
Ut(T’, T,I): Z n! fll dtl...
n=0 T
7

% di"T[T’(il)' : 'V(tn)] s
I
(A9)

where
V(t,) =V,()+ 7V, ¢,)0¢, -t)o(~t,).

It is clear that Uy(Ty, 0) = U,(T,, 0), Uy(t, T))
=U,(t, T,), and U,(0,%) = U,(O,t). Following Ref.
(36), ﬁt defined in (A9) is a time-development
operator for the time-dependent perturbation
V({t')=V,+ V0" - 1)O(-¢t'). 1t follows that

Q=ie 'R, (T,, T\)/R(T5, T)) , (A10)

where Ry(T,, T1) =(®5° | Uy(T,, T,)|®0% and R,(T,, T)
=(®."|U,(T,, T,)|®2" are vacuum amplitudes® for
different perturbations. The well-known linked-
cluster theorem® for the vacuum amplitude states
that R(T,, T,) =exp[C(T,, T})], the function C(T;, T})
being equal to the sum over all connected diagrams
of R(T,, T)):

oy 1= TEL [Tt [Par @m0k,
T, T,

n.

C(Ty, Ty = Z (—i')”

1

[Fa [*agarimve - Te)lsll, .
T, T

(A11)

With the aid of Eq. (A10) the linked-cluster theorem for the core Green’s function follows immediately

(t<0)
Go(f) =i iccteC®) |
where
c@)= lim [Ct(T27 T1) - Co(Tzs T1)]-

T) > -
Ty —>+w

(A12)

C(#) is equal to the sum of all connected diagrams which contain at least one interaction point. These

diagrams are discussed in detail in Sec.IV B.
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