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The approximation method introduced by Keldysh is revised and extended. The technique is applicable to the photodetachment by a plane-wave field of an electron bound by a short-range potential. The approximation is to neglect the effect of the binding potential as compared to the field effects on the final state of the detached electron. By choice of a different gauge than that used by Keldysh, the formalism becomes very simple and tractable. A general basis for the formalism is developed, and it is then applied to find transition probabilities for any order of interaction for both linearly and circularly polarized plane-wave fields. The low-intensity, first-order limit and the high-intensity, high-order limit yield the correct results. Two intensity parameters are identified. The fundamental one is $z=e^{2} a^{2} / 4 m \omega$, where $a$ is the magnitude of the vector potential (in radiation gauge) of the field of circular frequency $\omega$. The second parameter is $z_{1}=2 z \omega / E_{B}$, where $E_{B}$ is binding energy, and it becomes important only in the asymptotic case. With the assumption that the field leaves the neutral atomic core relatively unaffected, the formalism is applied to the example of the negative hydrogen ion irradiated by circularly or linearly polarized $10.6-\mu \mathrm{m}$ radiation. Photodetachment angular distributions and total transition probabilities are examined for explicit intensity effects. It is found that total transition probability $W$ is not sensitive to intensity since $d(\log W) / d$ $(\log z)$ retains low-intensity straight-line behavior up to quite high values of $z$. An important intensity effect is the major significance of higher-than-lowest-order terms when $z$ is large, especially for circular polarization. A sensitive indicator of intensity is the ratio of photodetachment probabilities in circularly and linearly polarized fields, which increases sharply with intensity. An investigation of the convergence of perturbation expansions gives the upper limit $z<\left[E_{B} / \omega\right]-E_{B} / \omega$, where the square bracket means "smallest integer containing" the quantity in brackets. This limit is $z<0.59$ for $\mathrm{H}^{-}$in $10.6-\mu \mathrm{m}$ radiation. The failure of perturbation theory is not necessarily manifest in qualitative ways. For example, it is not apparent in total photoelectron yield as a function of intensity.

## I. INTRODUCTION

The physical problem treated here is the action of an external plane-wave electromagnetic field on an electron bound by a finite-range potential. The applied field may be very intense, although there are practical limits to the intensity which can be considered. The approach is entirely analytical. The technique is based on a combination of solutions for the electron in the applied field alone, without the binding potential, and on solutions for the electron in the binding potential alone, without the applied field. An important aspect of the work is the availability of closedform analytical solutions within the context of assumptions on the finite range of the binding potential and the absence of intermediate-state resonances.
The work reported here is closely related to that of Keldysh. ${ }^{1}$ An essential difference between the present work and the Keldysh work is in the choice of gauge in which the external electromagnetic field is expressed. Keldysh used electric field gauge, where the interaction Hamiltonian is $-e \overrightarrow{\mathbf{F}} \cdot \overrightarrow{\mathbf{r}}$ (where $\vec{F}$ is the electric field vector); whereas radiation gauge is used below, with an interaction Hamiltonian $-m^{-1} e \overrightarrow{\mathrm{~A}} \cdot(-i \vec{\nabla})+(2 m)^{-1} e^{2} \overrightarrow{\mathrm{~A}}^{2}$ (where $\overrightarrow{\mathbf{A}}$ is the vector potential of the applied field). Throughout this paper, the convention $\hbar=c=1$ is
used. The analytical advantages attached to the use of radiation gauge are major. For instance, Keldysh is forced to resort to a low field-frequency (or large photon-order) approximation early in his work, so that the low-order perturbation theory limit is not accessible from his results. ${ }^{24}$ The simplicity attendant upon the use of radiation gauge permits the development of a general analytical expression which contains the proper highand low-order limits, and also makes available other general results with far-reaching implications. Radiation gauge was used by Jones and Reiss ${ }^{5}$ to calculate multiphoton interband transitions in solids induced by circularly polarized radiation. The correct perturbation limit is obtained by them. A general discussion of the advantages of radiation gauge for intense-field problems is given in Ref. 6.
In Sec. II, the Keldysh approximation for the $S$ matrix is presented. This approximation replaces the complete interacting state for the photodetached particle by a state in which field effects are retained in full, but binding effects are neglected. A qualitative discussion is given to show that this approximation can be viewed as arising from an expansion in the binding potential, and should be much superior to a conventional perturbation expansion in the external field when field intensity is high and the range of the binding poten-

## tial is short.

The $S$ matrix derived in Sec. II is used in Sec. III for the calculation of a general differential transition probability per unit time, and total transition probability per unit time for photodetachment of an electron bound by a finite-range potential. Both circular and linear polarization of the applied field are considered. The expressions are found to depend on a general intensity parameter $z=e^{2} a^{2} / 4 m \omega$, where $a$ is the amplitude of the radiation-gauge vector potential of the applied plane-wave field of circular frequency $\omega$. The results are in closed analytical form, and, within the approximations inherent in the $S$ matrix employed, are valid for all multiphoton orders and all intensities. In practical application, intensities will be limited to values sufficiently low that significant depletion will not occur in the irradiated sample. Also, it is generally presumed that the intensity is not so high that photodetachment occurs before asymptotic-time behavior of the expression for transition probability per unit time can develop. This last restriction is not particularly limiting, as is discussed in detail in a later section.
The low-intensity limit of the transition probability per unit time is found in Sec. IV. For transitions which are first order in the applied field, the results are identical to those derivable directly from first-order perturbation theory. The low intensity limit for arbitrary multiphoton order is obtained readily for the case of circular polarization of the applied field. The linear polarization case is also developed, but it presents extra complications because of the presence in that case of a generalized Bessel function of two variables. The properties of this function are given in the Appendices. A general comparison of transition probabilities for circular as compared to linear polarization as a function of $E_{B} / \omega$ is also given in Sec. IV, where $E_{B}$ is the binding energy of the electron.
Asymptotic results for large values of the intensity parameter, $z$, are given in Sec. V. The energy conservation condition contains the intensity parameter in such fashion that the condition $z \gg 1$ requires also that the minimum multiphoton order be large. The asymptotic forms thus obtained are relatively complicated, but if a second intensity parameter, $z_{1}$, is large, then the simple tunneling form occurs. This second intensity parameter is $z_{1}=2 z \omega / E_{B}$, where $E_{B}$ is the binding energy of the electron. The $z_{1}$ parameter is just the inverse square of the Keldysh ${ }^{1}$ intensity parameter $\gamma$. Because Keldysh used a large multipho-ton-order approximation from the outset, his work does not contain the more fundamental intensity
parameter, $z$.
The important problem of the time required for the transition probability expression to reach its infinite-time analytical form is explored in Sec. VI. To reduce algebraic complication, attention is confined to the simpler circular polarization case. It is found that the condition for asymptotictime behavior is essentially $\omega t \gg 1$. That is, the condition is essentially that the time be much in excess of a single wave period. With the further limitation that transition probabilities should be constrained to sufficiently small values that depletion effects do not occur within a single pulse of the applied radiation, the asymptotic-time behavior is guaranteed. The results about asymptotic times contradict results obtained by Geltman. ${ }^{7}$ However, Geltman's technique was to consider an intense oscillatory electric field in a one-dimensional framework, which is fundamentally different from the intense-field plane-wave case. The magnetic field component of a plane wave is important at high intensity, but Geltman's work has no magnetic field. The physical problems are different.
An application of the formalism developed in this paper to a concrete example is given in Sec. VII. The example chosen is the photodetachment of the excess electron from an $\mathrm{H}^{-}$ion by $10.6-\mu \mathrm{m}$ plane-wave radiation, either circularly or linearly polarized. Effects of the field on the neutral atomic core of $\mathrm{H}^{-}$are neglected. The boundstate wave function of $\mathrm{H}^{-}$is represented by a simple analytical approximation given by Armstrong. ${ }^{8}$ The differential transition probability per unit time is given in closed analytical form. Integration over the solid angle to get the total transition probability per unit time is done numerically. The angular distributions of photodetached electrons are strikingly different in circular and linear polarization cases. Circular polarization results always peak in the sideways direction (with respect to an axis along the direction of propagation of the field). Linear polarization results exhibit several peaks, with the largest peak in the forward direction for odd multiphoton orders, but not for even multiphoton orders (where the axis is oriented along the polarization direction). The effect of intensity on the shape of the angular distribution is modest for circular polarization, but striking for linear polarization. On the other hand, the curves found for total transition probability per unit time as a function of intensity do not show major deviations for either polarization from the trend which would be expected from low-intensity perturbation theory. ${ }^{9}$ That is, the total transition probability per unit time (or total cross section) is not a sensitive indicator
of intensity effects. If angular distributions are measured, the linear polarization case is sensitive to intensity. Another way to detect explicit intensity effects is accessible if the energy of the detached electrons is measured. When intensity is low, of course, only the minimum multiphoton order contributes, and the electron spectrum is monochromatic. However, as intensity increases, there are major contributions from higher-thanlowest multiphoton orders, and significant extra energy can be imparted to some of the detached electrons. This effect is strongly dependent on intensity, and is more striking with circular than with linear polarization of the field. There is another explicit intensity effect which does not require measurement either of angular distributions or of electron energies. If one takes the ratio of the total yield of photoelectrons as detached by circularly as compared to linearly polarized radiation, that ratio is independent of intensity until about $z=10^{-2}$ is reached. The ratio then rises sharply with intensity. Specifically the ratio of circular to linear polarization yields is quite small at low intensity, as would be expected ${ }^{10}$ with a relatively large multiphoton order. However, the low-intensity ratio of $10^{-3}$ is increased by a factor of $10^{2}$ as the intensity increases to about $z=2.4$. This intensity effect has not been remarked upon previously.

Section VIII gives a very brief treatment of the application of the formalism to the neutral H atom. Although this is the example selected by Keldysh, ${ }^{1}$ the formalism is of very limited validity for this problem.

Section IX is devoted to an investigation of the convergence of perturbation theory in the presence of circularly polarized radiation. The analytical expression for differential transition probability per unit time lends itself to a very straightforward examination for singularity structure in the complex intensity parameter plane. The intensity parameter, $z$, is the expansion parameter of perturbation theory. The radius of convergence of perturbation theory is found to be limited by an essential singularity at $z=\left[E_{B} / \omega\right]$ $-E_{B} / \omega$, where the square bracket signifies the smallest integer containing the quantity in the bracket. For the example of $\mathrm{H}^{-}$irradiated by a $10.6-\mu \mathrm{m}$ field, this limit on perturbation theory is $z<0.59$. A plausibility argument is given to show that the correction terms which were omitted from the $S$ matrix which was used are of such a nature that they cannot cancel the essential singularity which limits perturbation theory. If this inference is correct, the limit found on the radius of convergence of perturbation theory is an upper bound for this $\mathrm{H}^{-}$problem, which can only be de-
creased by binding-potential corrections to the theory given here. Although the limits given here are for the $\mathrm{H}^{-}$problem, they are easily found for any finite-range potential by insertion of the appropriate momentum-space wave function in the transition probability expression. In principle, limits on perturbation expansions can be found also for linearly polarized fields, but the presence of the generalized Bessel functions of two variables makes the analysis very much more difficult. ${ }^{11}$

## II. $S$-MATRIX FORMALISM

The general physical problem considered here is one in which a charged particle (nominally considered to be an electron), initially bound to a center of force by a finite-range potential, experiences detachment from the center of force through the action of an intense plane-wave electromagnetic field. The $S$ matrix to describe the photodetachment can be written in general as

$$
\begin{equation*}
S_{f i}=\lim _{t \rightarrow-\infty}\left(\Psi_{f}^{(-)}, \Phi_{i}\right) \tag{1}
\end{equation*}
$$

where $\Psi_{f}^{(-)}$is the final out-state of the system containing the complete effects of the electromagnetic field as well as the binding potential, while $\Phi_{i}$ is the initial state of the unperturbed system with no field present. [The form given is more convenient than the alternative form $S_{f i}=\lim _{t \rightarrow \infty}\left(\Phi_{f}, \Psi_{i}^{(+)}\right)$, because $\Phi_{i}$ in Eq. (1) is the initial, unperturbed, bound state, which is unique and well-known; whereas $\Phi_{f}$ would be one of a set of unbound states. Furthermore, $\Psi_{f}^{(-)}$in Eq. (1) can reasonably be assumed to be dominated by the applied field, whereas no such assumption can be made for $\Psi_{i}^{(+)}$.] By using the integral-equation solution for $\Psi_{f}^{(-)}$, one can write Eq. (1) as

$$
\begin{equation*}
S_{f i}=\delta_{f i}-i \int_{-\infty}^{\infty} d t_{1}\left(\Psi_{f}^{(-)}, V_{A} \Phi_{i}\right)_{t_{1}} \tag{2}
\end{equation*}
$$

where $V_{A}$ represents the interaction potential due to the applied electromagnetic field, and the subscript $t_{1}$ on the scalar product means that all factors in the product depend on $t_{1}$. The steps necessary to pass from Eq. (1) to Eq. (2) are described in Appendix A. The approximate form of the $S$ matrix to be used in this paper follows from the assumption that, after detachment by the intense electromagnetic field, the state of the initially bound particle is adequately described by the state vector in which only the effects of the applied field are considered, and the binding potential is ignored. That is, Eq. (2) is rewritten as

$$
\begin{equation*}
(S-1)_{f i} \approx-i \int d t_{1}\left(\Psi_{A f}, V_{A} \Phi_{i}\right)_{t_{1}} \tag{3}
\end{equation*}
$$

where $\Psi_{A}$ is the state vector for the free charged particle in the presence of the electromagnetic
field-i.e., the Volkov state vector. Equation (3) is the basic approximation employed in this paper. This is exactly the Keldysh approximation. ${ }^{1}$
Other approximations could also be used as a starting point in place of Eq. (3). For instance, one could substitute for $\Psi_{f}^{(-)}$in Eq: (2), a state vector corresponding to a continuum state of a particle in the presence of the binding potential, but with no effects of the applied field considered. This would be more in line with conventional perturbation theory. Equation (3) is superior to this other possibility, and some further insight into the reasons for that can be obtained from results in Appendix A. A formal development is given in Appendix A for the case where a particle bound by potential $V_{B}$ is affected by the introduction of the potential $V_{A}$, representing the applied field. The formalism so developed is not strictly applicable to the physical problems to be considered in this paper, since $V_{B}$ will be modified by the external field, whereas the assumption that $V_{A}$ and $V_{B}$ are independent is inherent in Appendix A.
To give a specific example, suppose the physical process being explored is the photodetachment of a negative hydrogen ion. Certainly $V_{A}$ has no dependence on $V_{B}$. However, $V_{B}$ represents the binding potential of an electron to a neutral hydrogen atom, and the atom is itself polarized by the applied field. This, then, modifies $V_{B}$. Nevertheless, it is very instructive to suppose the independence of $V_{A}$ and $V_{B}$, and see what emerges.

Appendix A gives a derivation of the full $S$ matrix for the case when the particle bound by potential $V_{B}$ (where $V_{B}$ is presumed independent of the applied field) is affected by the introduction of the potential $V_{A}$. Equation (3) is just the leading term of Eq. (A17) or (A18), with the notational correspondence that $\Psi_{B}$ of Appendix $A$ is rendered as $\Phi$ here. An assessment of the accuracy of the approximation represented by Eq. (3) can be obtained by comparing the magnitude of the second term in Eq. (A18) with the first term. For order-of-magnitude purposes, the theta function in the second term can be ignored, and the integral over $t_{1}$ of ( $\Psi_{A_{j}}, V_{A} \Psi_{B_{i}}$ ) can be equated to the integral of ( $\Psi_{A_{f}}, V_{A} \Psi_{B_{i}}$ ) in the leading term. The ratio of the magnitude of the second term to the first is then to be found by estimating the magnitude of

$$
\int d t_{2}\left(\Psi_{f}^{(-)}, V_{B} \Psi_{A_{j}}\right)_{t_{2}}
$$

The state $\Psi_{f}^{(-)}$can, from Eq. (A10), be approximated by $\Psi_{A_{f}}$. The integral to consider is then

$$
\begin{equation*}
\int d t_{2}\left(\Psi_{A_{f}}, V_{B} \Psi_{A_{j}}\right)_{t_{2}} \tag{4}
\end{equation*}
$$

Were the factor $V_{B}$ not present in the inner pro-
duct in Eq. (4), it would be just an orthonormality expression for the $\Psi_{A}$ states, with a value of unity. The presence of $V_{B}$ in the inner product affects its value in two basic ways. Consider the inner product to be in configuration representation, so it is a spatial integral. First, since $V_{B}$ represents the binding potential, and since $\Psi_{A}$ is just a modulated plane wave of essentially uniform magnitude over the volume of integration, then the magnitude $E_{B}$ can be extracted from the inner product, where $E_{B}$ is the binding energy. Second, $V_{B}$ is taken to be a finite-range potential which affects a volume much smaller than that encompassed by the applied field. The inner product in Eq. (4) will then be taken to be of order

$$
\left(\Psi_{A_{f}}, V_{B} \Psi_{A_{j}}\right)=O\left(E_{B} R_{0}^{3} / N \lambda^{3}\right)
$$

where $R_{0}$ is the range of the potential $V_{B}$, and the state $\Psi_{A}$ (in configuration representation) is taken to be normalized over a volume whose transverse dimensions must be at least $\lambda$ (the wavelength of the field), and whose extent in the direction of propagation of the field is $N$ wavelengths. The binding energy is of order

$$
E_{B}=O\left(1 / m R_{0}^{2}\right),
$$

which is generally true for atomic and molecular problems. ${ }^{12}$ The time integration in Eq. (4) is nominally between infinite limits, but if the field is $N$ wavelengths in spatial extent it is $N$ periods in temporal extent so

$$
\begin{align*}
\int d t_{2}\left|\left(\Psi_{A_{f}}, V_{B} \Psi_{A_{j}}\right)_{t_{2}}\right| & =O\left(\frac{1}{m R_{0}^{2}} \frac{R_{0}^{3}}{N \lambda^{3}} N \lambda\right) \\
& =O\left(\frac{\lambda_{c}}{\lambda} \frac{R_{0}}{\lambda}\right), \tag{5}
\end{align*}
$$

where $x_{c}(=1 / m)$ is the electron compton wavelength. For $\lambda$ of about $10^{-3} \mathrm{~cm}$ and $R_{0}$ of the order of angstroms, the right-hand side of Eq. (5) is roughly $10^{-12}$. This represents just one term in the sum over $j$ shown in Eq. (A18), but even if Eq. (5) is multiplied by the number of modes in the field, the result will still be small.

In the physical justification given at the beginning of this section for adopting Eq. (3) as an approximate $S$ matrix, the notion of high field intensity was used. In arriving at the error estimate of Eq. (5), however, the essential point was the limited range of $V_{B}$, and the field intensity does not appear at all. In fact, it will be shown later that the results derived from Eq. (3) reduce to the expected limit when the field intensity becomes small.
As discussed in Appendix A, the complete $S$ matrix can be developed in a perturbation expan-
sion either in terms of $V_{A}$ or $V_{B}$. Equation (3) and the error estimates just given apply to the leading term in an expansion in $V_{B}$. Had an expansion in $V_{A}$ been adopted instead, Eq. (A15) would apply. An order-of-magnitude analysis of the type just given, when applied to a comparison of the second term in Eq. (A15) with the leading term, leads to a result which is dependent on field intensity, and will be small only when the intensity is low. The approach based on Eq. (3) is thus much more suitable than one based on Eq. (A15).
An important point can be made about the effect of the field on $V_{B}$. The error estimate based on Eq. (5) refers to the error incurred in using Eq. (3) as an approximation to Eq. (2); it refers to the error involved in neglecting the effect of the finite-range binding potential on the unbound final state. In the above discussion, $V_{B}$ is assumed to be independent of $\vec{A}$. When $V_{B}$ is modified due to effects of the applied field, the qualitative remarks stemming from Eq. (5) remain unchanged as long as $V_{B}$ is not converted by the field from a shortrange to a long-range potential.

## III. TRANSITION PROBABILITY

A. General wave-packet $\boldsymbol{S}$ matrix

The $S$ matrix to be calculated is given in Eq. (3), where the state vectors $\Psi_{A}$ and $\Phi$, and the operator $V_{A}$ are now to be used in configuration representation. The applied electromagnetic field will be treated in radiation gauge, so that

$$
\begin{equation*}
V_{A}(t)=-\frac{e \vec{A} \cdot(-i \vec{\nabla})}{m}+\frac{e^{2} A^{2}}{2 m} \tag{6}
\end{equation*}
$$

The advantages of radiation gauge for intensefield problems are described in Ref. 6. Furthermore, the use of radiation gauge leads to an analytical simplicity which confers major benefits which will become evident below. Some of these benefits have already been demonstrated in a treatment of intense-field induced interband transitions in solids. ${ }^{5}$ The wave functions $\Psi_{A}$ are the long-wavelength-approximation Volkov solutions in radiation gauge

$$
\begin{equation*}
\Psi_{A}=\frac{1}{V^{1 / 2}} \exp \left(i \overrightarrow{\mathrm{p}} \cdot \overrightarrow{\mathrm{r}}-i \frac{p^{2}}{2 m} t-i \int_{-\infty}^{t} d \tau V_{A}(\overrightarrow{\mathrm{p}}, \tau)\right) \tag{7}
\end{equation*}
$$

where $V_{A}(\vec{p}, t)$ is given by Eq. (6) with the $-i \vec{\nabla}$ operator replaced by the eigenvalue $\vec{p}$, and where $V$ is a normalization volume. Note that $\Psi_{A}$ is an eigenfunction ${ }^{13}$ of the $V_{A}(t)$ operator,

$$
\begin{equation*}
V_{A}(t) \Psi_{A}=V_{A}(\overrightarrow{\mathrm{p}}, t) \Psi_{A} \tag{8}
\end{equation*}
$$

The initial-state wave function $\Phi_{i}$ is a stationary bound state,

$$
\begin{equation*}
\Phi_{i}(\overrightarrow{\mathrm{r}}, t)=\phi_{i}(\overrightarrow{\mathrm{r}}) e^{-i E_{i} t} \tag{9}
\end{equation*}
$$

Since $V_{A}$ is a Hermitian operator, the $S$-matrix expression in Eq. (3) can be written with the help of Eq. (8) as

$$
\begin{align*}
(S-1)_{f i} & =-i \int_{-\infty}^{\infty} d t\left(V_{A} \Psi_{A_{f}}, \Phi_{i}\right)_{t} \\
& =-i \int_{-\infty}^{\infty} d t V_{A}(\overrightarrow{\mathrm{p}}, t)\left(\Psi_{A_{f}}, \Phi_{i}\right)_{t} \tag{10}
\end{align*}
$$

With Eqs. (7) and (9) employed in (10), the result is

$$
\begin{equation*}
(S-1)_{f i}=-i\left(\frac{e^{i \overrightarrow{\mathrm{p}} \cdot \overrightarrow{\mathrm{r}}}}{V^{1 / 2}}, \phi_{i}(\overrightarrow{\mathrm{r}})\right) \int_{-\infty}^{\infty} d t e^{\left.i \varphi^{2} / 2 m-E_{i}\right) t} V_{A}(\overrightarrow{\mathrm{p}}, t) \exp \left(i \int_{-\infty}^{t} d \tau V_{A}(\overrightarrow{\mathrm{p}}, \tau)\right) \tag{11}
\end{equation*}
$$

An integration by parts can now be carried out in the integral over $t$. This leads to an integrated part to be evaluated at $t= \pm^{\infty}$. However, for periodic $\vec{A}$, the expression

$$
\lim _{t \rightarrow \infty}\left[e^{i\left(\varphi^{2} / 2 m-E_{i}\right) t} \exp \left(i \int_{-\infty}^{t} d \tau V_{A}(\overrightarrow{\mathrm{p}}, \tau)\right)\right]
$$

is just the zero distribution, and so the integration by parts gives

$$
\begin{equation*}
(S-1)_{f i}=\frac{i}{V^{1 / 2}} \hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\left(\frac{p^{2}}{2 m}-E_{i}\right) \int_{-\infty}^{\infty} d t e^{\left.i \varphi^{2} / 2 m-E_{i}\right) t} \exp \left(i \int_{-\infty}^{t} d \tau V_{A}(\overrightarrow{\mathrm{p}}, \tau)\right) \tag{12}
\end{equation*}
$$

where $\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})$ is the Fourier transform of $\phi_{i}(\overrightarrow{\mathrm{r}})$,

$$
\begin{equation*}
\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})=\int d^{3} r e^{-i \overrightarrow{\mathrm{p}} \cdot \overrightarrow{\mathrm{r}}^{\prime}} \phi_{i}(\overrightarrow{\mathrm{r}}) \tag{13}
\end{equation*}
$$

Equation (12) is the basic expression from which transition probabilities will be calculated. The electromagnetic field enters in the exponential of
the integrand in the $V_{A}(\overrightarrow{\mathrm{p}}, \tau)$ factor. In principle, the field can be any wave packet which vanishes at infinite times, subject to the limitations that the frequency components of the packet must all propagate in the same direction and must satisfy the long-wavelength approximation. The initial bound state enters in Eq. (12) only through its momen-tum-space wave function $\hat{\phi}_{i}(\vec{p})$.

## B. Transition probability for circular polarization

The $S$ matrix will now be written for the case of a monochromatic circularly polarized plane wave. The word " monochromatic" must be qualified to the extent that the electromagnetic field is presumed to be adiabatically turned off at $|t| \rightarrow \infty$. The vector potential in long-wavelength approximation for circular polarization is

$$
\begin{equation*}
\overrightarrow{\mathrm{A}}=\frac{1}{2} a\left(\vec{\epsilon} e^{i \omega t}+\vec{\epsilon}^{*} e^{-i \omega t}\right), \tag{14}
\end{equation*}
$$

with

$$
\begin{equation*}
\vec{\epsilon}^{2}=\vec{\epsilon}^{* 2}=0, \quad \vec{\epsilon} \cdot \vec{\epsilon}^{*}=1 . \tag{15}
\end{equation*}
$$

The Volkov wave function (7) is then
$\psi_{A}=V^{-1 / 2} \exp \left(i \overrightarrow{\mathrm{p}} \cdot \overrightarrow{\mathrm{r}}-i \frac{p^{2}}{2 m} t-i z \omega t+i \zeta_{c} \sin (\omega t-\varphi)\right)$,
where $z$ is a fundamental intensity parameter ${ }^{14}$ defined by

$$
\begin{equation*}
z \equiv e^{2} d^{2} / 4 m \omega, \tag{17}
\end{equation*}
$$

$\zeta_{c}$ is the intensity-dependent amplitude

$$
\begin{equation*}
\zeta_{c} \equiv e a|\overrightarrow{\mathbf{p}} \cdot \vec{\epsilon}| / m \omega, \tag{18}
\end{equation*}
$$

and $\varphi$ is the phase angle of $\vec{\epsilon}$ with respect to $\overrightarrow{\mathrm{p}}$,

$$
\begin{equation*}
\overrightarrow{\mathrm{p}} \cdot \vec{\epsilon}=|\overrightarrow{\mathrm{p}} \cdot \vec{\epsilon}| e^{-i \varphi} . \tag{19}
\end{equation*}
$$

For example, if the electromagnetic wave propagates in the direction of the $z$ axis, then the polarization vector is

$$
\begin{equation*}
\vec{\epsilon}=2^{-1 / 2}\left(\hat{e}_{x} \mp i \hat{e}_{y}\right), \tag{20}
\end{equation*}
$$

where $\hat{e}_{x}, \hat{e}_{y}$ are unit vectors along the $x$ and $y$ axes, respectively, and the upper and lower signs in Eq. (20) refer to right and left circular polarization, respectively. Equation (19) can then be written as
$\overrightarrow{\mathrm{p}} \cdot \vec{\epsilon}=2^{-1 / 2}\left(p_{x} \mp i p_{y}\right)=2^{-1 / 2} p_{\perp} \exp \left(\mp i \arctan p_{y} / p_{x}\right)$.

That is, $p_{\perp}$ is the component of momentum transverse to the direction of propagation of the field

$$
\begin{equation*}
p_{\perp}=2^{1 / 2}|\vec{p} \cdot \vec{\epsilon}|=\left|p_{x} \mp i p_{y}\right| \tag{22}
\end{equation*}
$$

and the phase angle is

$$
\begin{equation*}
\varphi=\arctan p_{y} / p_{x} . \tag{23}
\end{equation*}
$$

In terms of the above notation, Eq. (12) is

$$
\begin{equation*}
(S-1)_{f i}=\frac{i}{V^{1 / 2}} \hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\left(\frac{p^{2}}{2 m}-E_{i}\right) \int_{-\infty}^{\infty} d t \exp \left[i\left(\frac{p^{2}}{2 m}-E_{i}+z \omega\right) t-i \zeta_{c} \sin (\omega t \mp \varphi)\right] . \tag{24}
\end{equation*}
$$

The use of the generating function for the Bessel function

$$
\begin{equation*}
\exp \left[-i \zeta_{c} \sin (\omega t \mp \varphi)\right]=\sum_{n=-\infty}^{\infty} J_{n}\left(\zeta_{c}\right) e^{-i n(\omega t \mp \varphi)} \tag{25}
\end{equation*}
$$

puts the integral over $t$ in Eq. (24) in the form of a representation of the delta function, so Eq. (24) is

$$
\begin{align*}
(S-1)_{f i}=\frac{2 \pi i}{V^{1 / 2}} \hat{\phi}_{i}(\overrightarrow{\mathrm{p}}) \sum_{n} & (n \omega-z \omega) e^{\star i n \varphi} J_{n}\left(\zeta_{c}\right) \\
& \times \delta\left(\frac{p^{2}}{2 m}-E_{i}-n \omega+z \omega\right) . \tag{26}
\end{align*}
$$

The transition probability per unit time, $w$, is found from

$$
\begin{equation*}
w=\lim _{t \rightarrow \infty} \frac{1}{t}\left|(S-1)_{f i}\right|^{2} \tag{27}
\end{equation*}
$$

The delta functions in Eq. (26) cause incoherence between contributions from different terms in the sum over $n$. The result of the operations indicated in Eq. (27) is

$$
\begin{align*}
w=\frac{2 \pi}{V}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} \omega^{2} \sum_{n} & (n-z)^{2}\left|J_{n}\left(z^{1 / 2} \gamma\right)\right|^{2} \\
& \times \delta\left(\frac{p^{2}}{2 m}-E_{i}-n \omega+z \omega\right), \tag{28}
\end{align*}
$$

where the $\zeta_{c}$ parameter of Eq. (18) is now rendered as

$$
\begin{align*}
& \zeta_{c} \equiv z^{1 / 2} \gamma \\
& \gamma=(2 / m \omega)^{1 / 2} p \sin \theta \tag{29}
\end{align*}
$$

The purpose of this new definition is to exhibit explicitly the intensity dependence of $\zeta_{c}$. The angle $\theta$ which appears in Eq. (29) is with respect to an axis of spherical polar coordinates, where $p$ $=|\overrightarrow{\mathbf{p}}|$. In other words, $p \sin \theta$ is just $p_{\perp}$ of Eq. (22). The total transition probability is found from integrating $w$ over all final states available to the detached particle. The Volkov states are continuum states with momentum parameter $p$. The total transition probability, $W$, is thus

$$
\begin{align*}
W & =\int \frac{V d^{3} p}{(2 \pi)^{3}} w, \\
& =\frac{1}{(2 \pi)^{3}} \int V p^{2} d p d \Omega w, \tag{30}
\end{align*}
$$

where $(2 \pi)^{3}$ is the size of a unit volume in phase space, and $d \Omega$ is the differential solid angle. With Eq. (28) employed in (30), the differential form of the total transition probability per unit time is

$$
\begin{align*}
\frac{d W}{d \Omega}=\frac{\omega^{2}}{(2 \pi)^{2}} \sum_{n}(n-z)^{2} \int & p^{2} d p\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} J_{n}^{2}\left(z^{1 / 2} \gamma\right) \\
& \times \delta\left(\frac{p^{2}}{2 m}-E_{i}-n \omega+z \omega\right) . \tag{31}
\end{align*}
$$

The delta function in Eq. (31) can be used to accomplish the integral over $p$. The delta function is in terms of $p^{2}$, but it is made directly usable for positive values of $p$ by writing

$$
\begin{aligned}
\delta\left(\frac{p^{2}}{2 m}+E_{B}-n \omega+\right. & z \omega) \\
= & (m / 2 \omega)^{1 / 2}\left(n-z-E_{B} / \omega\right)^{-1 / 2} \\
& \times \delta\left[p-(2 m \omega)^{1 / 2}\left(n-z-E_{B} / \omega\right)^{1 / 2}\right] .
\end{aligned}
$$

In this expression, the bound-state nature of the initial state ( $E_{i}<0$ ) is made manifest by setting

$$
E_{B}=-E_{i},
$$

where $E_{B}$ is the (positive) binding energy. The integrated form of Eq. (31) is

$$
\begin{align*}
\frac{d W}{d \Omega}=\frac{\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{(2 \pi)^{2}} \sum_{n} & (n-z)^{2}\left(n-z-\epsilon_{B}\right)^{1 / 2} \\
& \times\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} J_{n}^{2}\left(z^{1 / 2} \gamma\right) \tag{32}
\end{align*}
$$

where the notation $\epsilon_{B} \equiv E_{B} / \omega$ has been introduced. It is important to keep in mind that the $p$ which appears in $\gamma$ [as given by Eq. (29) and in $\left|\hat{\phi}_{i}(\vec{p})\right|^{2}$ ] is to be replaced by the value arising from the delta function, which is

$$
\begin{equation*}
p=(2 m \omega)^{1 / 2}\left(n-z-\epsilon_{B}\right)^{1 / 2} . \tag{33}
\end{equation*}
$$

This means that $\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}$ depends on $n, z, E_{B}$, and $\omega$, in general. The new form of $\gamma$ is

$$
\begin{equation*}
\gamma=2\left(n-z-\epsilon_{B}\right)^{1 / 2} \sin \theta . \tag{34}
\end{equation*}
$$

Equation (32) is the final form of the differential total transition probability per unit time for photodetachment arising from monochromatic circularly polarized electromagnetic fields. It is a closed-form analytical expression as long as there is an analytical form for the initial-state wave function in momentum representation. The physical content of the conservation condition, Eq. (33), is perhaps most easily seen in the quadratic form

$$
\begin{equation*}
p^{2} / 2 m=\left(n-z-\epsilon_{B}\right) \omega . \tag{35}
\end{equation*}
$$

First, consider Eq. (35) in the low-intensity limit, $z \rightarrow 0$. Equation (35) then says that the final kinetic
energy of the photodetached electron is given by the energy contributed by an $n$th order interaction with the field (loosely speaking, the energy of $n$ photons, $n \omega$ ), less the energy which must be invested in overcoming the initial binding energy of the electron, $E_{B}$. In the general case, where $z$ $\neq 0$, the energy $z \omega$ is a minimal interaction energy of the charged particle with the electromagnetic field.
A consequence of Eqs. (33) or (35) is that $n$ is bounded from below, since

$$
\begin{equation*}
n \geqslant z+\epsilon_{B} . \tag{36}
\end{equation*}
$$

In terms of integer relationships,

$$
\begin{align*}
& n \geqslant n_{0},  \tag{37}\\
& n_{0} \equiv\left[z+\epsilon_{B}\right],
\end{align*}
$$

where $n_{0}$ is the smallest index in the sum over $n$, and the square bracket in Eq. (37) signifies the smallest integer containing the quantity within the bracket. The range of $n$, initially [Eq. (25)] $-\infty$ $<n<\infty$, is now confined to $n_{0} \leqslant n<\infty$.

## C. Transition probability for linear polarization

The vector potential for a monochromatic linearly polarized plane wave in long-wavelength approximation is

$$
\overrightarrow{\mathrm{A}}=a \vec{\epsilon} \cos \omega t
$$

where $\vec{\epsilon}$ is real and normalized ( $\vec{\epsilon}^{2}=1$ ), and an adiabatic cutoff of $\vec{A}$ at $|t| \rightarrow \infty$ is understood. The Volkov wave function is

$$
\begin{align*}
\Psi_{A}=V^{-1 / 2} \exp & \left(i \overrightarrow{\mathrm{p}} \cdot \overrightarrow{\mathrm{r}}-i \frac{p^{2}}{2 m} t-i z \omega t\right. \\
& \left.+i \zeta_{\imath} \sin \omega t-i \frac{z}{2} \sin 2 \omega t\right), \tag{38}
\end{align*}
$$

where $z$ is defined in Eq. (17) and $\zeta_{l}$ is the real intensity-dependent amplitude

$$
\begin{equation*}
\zeta_{\imath} \equiv e \overrightarrow{\mathrm{a}} \cdot \vec{\epsilon} / m \omega . \tag{39}
\end{equation*}
$$

The $S$ matrix, as given by Eq. (12), becomes

$$
\begin{align*}
(S-1)_{f i}= & \frac{i}{V^{1 / 2}} \hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\left(\frac{p^{2}}{2 m}-E_{i}\right) \\
& \times \int_{-\infty}^{\infty} d t \exp \left[i\left(\frac{p^{2}}{2 m}-E_{i}+z \omega\right) t-i \zeta_{l} \sin \omega t\right. \\
& \left.+\frac{i z}{2} \sin 2 \omega t\right] \tag{40}
\end{align*}
$$

At this point it is appropriate to introduce a generalized Bessel function $J_{n}(u, v)$, whose definition and principal properties are given in Appendix B. The generating function for $J_{n}(u, v)$, given in Eq. (B11), leads to the expression
$\exp \left(-i \zeta_{l} \sin \omega t+i \frac{z}{2} \sin 2 \omega t\right)=\sum_{n=-\infty}^{\infty} J_{n}\left(\zeta_{l},-\frac{z}{2}\right) e^{-i n \omega t}$
when Eq. (B7) is used. Equation (40) can now be written

$$
\begin{align*}
(S-1)_{f i}=\frac{2 \pi i}{V^{1 / 2}} \phi_{i}(\overrightarrow{\mathrm{p}}) \sum_{n} & (n \omega-z \omega) J_{n}\left(\zeta_{i},-\frac{z}{2}\right) \\
& \times \delta\left(\frac{p^{2}}{2 m}-E_{i}-n \omega+z \omega\right), \tag{42}
\end{align*}
$$

in close analogy to Eq. (26).
The transition probability per unit time, found by using Eq. (42) in Eq. (27), is

$$
\begin{align*}
& w=\frac{2 \pi}{V}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} \omega^{2} \sum_{n}(n-z)^{2} \mid \\
&\left.J_{n}\left(z^{1 / 2} \alpha,-\frac{z}{2}\right)\right|^{2}  \tag{43}\\
& \times \delta\left(\frac{p^{2}}{2 m}-E_{i}-n \omega+z \omega\right),
\end{align*}
$$

where the intensity dependence of the $\zeta_{l}$ parameter is made manifest by the notation

$$
\begin{align*}
& \zeta_{l} \equiv z^{1 / 2} \alpha  \tag{44}\\
& \alpha=2(m \omega)^{-1 / 2} p \cos \theta
\end{align*}
$$

The angle $\theta$ is the polar angle in spherical polar coordinates, but in this linear polarization case, the polar axis is taken to be along the polarization vector, $\vec{\epsilon}$. Thus, the spherical polar coordinates are oriented differently in the circular and linear polarization cases.
The total transition probability per unit time, Eq. (30), leads to

$$
\begin{align*}
\frac{d W}{d \Omega}=\frac{\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{(2 \pi)^{2}} \sum_{n=n_{0}}^{\infty} & (n-z)^{2}\left(n-z-\epsilon_{B}\right)^{1 / 2} \\
& \times\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} J_{n}^{2}\left(z^{1 / 2} \alpha,-\frac{z}{2}\right) \tag{45}
\end{align*}
$$

by the same sequence of steps which led to the very similar Eq. (32) for circular polarization. As before, the $p$ which appears in $\alpha$ and in $\left|\phi_{i}(\mathrm{p})\right|^{2}$, is given in Eq. (33), and $\alpha$ can now be expressed as

$$
\begin{equation*}
\alpha=8^{1 / 2}\left(n-z-\epsilon_{B}\right)^{1 / 2} \cos \theta . \tag{46}
\end{equation*}
$$

As in the circular polarization case, $d W / d \Omega$ for linear polarization as given by Eq. (45) is an entirely analytic expression as long as an analytic form exists for the momentum-space initial wave function. An important difference in the two cases is the occurrence of the generalized Bessel function $J_{n}\left(z^{1 / 2} \alpha,-\frac{1}{2} z\right.$.) in Eq. (45). This gives a much more complicated structure to the linear polarization case. For one thing, it introduces
very different behavior for even and odd values of $n$, as can be seen by observing some of the properties of $J_{n}(u, v)$ given in Appendix B.

## D. Limitations

It has been stressed that Eqs. (32) and (45) are closed analytical forms obtained without the need for any approximations beyond those inherent in using Eq. (3). As indicated in the discussion in Sec. II, a finite range for the binding potential $V_{B}$ should be enough to assure the accuracy of Eq. (3). Other limitations do exist, however, which will be noted here.

The order of magnitude analysis associated with Eq. (5) takes no account of the possibility of intermediate resonances associated with the binding potential. Suppose, for example, the cautions about a long-range potential (like the Coulomb potential) were ignored, and the above formalism was applied to photoionization of a neutral atom from the ground state. If energy conservation demands a multiphoton process, then there is a possibility that some number of photons less than the threshold number for ionization will be resonant with an excited bound state. Ionization then takes place in two stages-excitation, followed by ionization from the excited state. When such a resonance is possible, it becomes the dominant mode of ionization. The analysis connected with Eq. (5), and the conclusions therefrom, are not valid if such a resonance can occur with a bound excited state.
Another caution which must be observed has to do with depletion effects, which can occur when $W$ is of the order of $(\Delta t)^{-1}$, where $\Delta t$ is the duration of the electromagnetic pulse. For the sake of simple exposition, consider a square pulse of radiation turned on at time $t=0$. If $N_{0}$ is the initial number of particles in the target region which are candidates for photodetachment, then at time $t$ ( $t<\Delta t$ ), the number remaining is

$$
N=N_{0} e^{-W t},
$$

and the yield of photodetached electrons expressed as a fraction of the initial particles present is

$$
\begin{equation*}
Y=\left(N_{0}-N\right) / N_{0}=1-e^{-w t} \tag{47}
\end{equation*}
$$

Thus, if $W \Delta t \ll 1$, the yield builds linearly with time

$$
Y \approx W t \quad(W \Delta t \ll 1),
$$

permitting direct experimental determination of $W$ by measuring $W \Delta t$. If however, $W \Delta t \gg 1$, then Eq. (47) shows that $Y \rightarrow 1$ before the pulse is finished, and $W$ cannot be determined from the total yield. (This assumes that time resolution of $Y$
during the pulse is not possible.) It will be assumed hereafter that only

$$
\begin{equation*}
W \ll 1 / \Delta t \tag{48}
\end{equation*}
$$

will be of interest. If $\Delta t$ as short as $10^{-12} \mathrm{sec}$ is considered for $1.06-\mu \mathrm{m}$ radiation, then $W$ as large as perhaps $10^{11} \mathrm{sec}^{-1}$ can be treated. For $10.6-\mu \mathrm{m}$ radiation, $\Delta t \sim 5 \times 10^{-11} \mathrm{sec}$ is currently appropriate, so $W$ as large as $2 \times 10^{9}$ is of interest.

If the yield of photoelectrons during a pulse could be time resolved, then another limitation would have to be considered. The formalism used above for finding $W$ makes use of a large-time limiting procedure. Were saturation of the transition probability to occur during a time of the order of a single wave period, the above formalism for $W$ is not applicable. To use the present formalism, the constraint

$$
\begin{equation*}
W \ll 1 / T, \tag{49}
\end{equation*}
$$

is required ( $T$ is the wave period), which allows consideration of much larger $W$ than does Eq. (48). The condition (49) will be examined in more detail in Sec. VI.

As discussed in Sec. II, the presumption is made that $V_{B}$ does not experience a major alteration as a consequence of the application of the external field.

Subject to the limitations (48) and (49), and the cautions about intermediate multiphoton resonances and field-independence of $V_{B}$, Eqs. (32) and (45) are intense-field expressions which can describe $n$th order processes in a single closed-form ex-
pression. They are not limited by convergence constraints on intensity as is perturbation theory. The convergence of perturbation theory is examined in Sec. IX.

## IV. LOW-INTENSITY LIMIT

A. Circular polarization

The differential transition probability for the case of circular polarization when the field intensity is low is found readily from Eq. (32). Because the argument of the Bessel function is small when $z$ is small, the lowest-order Bessel function will be dominant, and only the $n=n_{0}$ term in the sum needs to be retained. With the approximation

$$
J_{n_{0}}^{2}\left(z^{1 / 2} \gamma\right) \approx\left(n_{0}!\right)^{-2} z^{n_{0}}\left(n_{0}-\epsilon_{B}\right)^{n_{0}} \sin ^{2 n_{0}} \theta,
$$

which follows from Eq. (34) for $\gamma, d W / d \Omega$ for circular polarization is

$$
\begin{equation*}
\frac{d W}{d \Omega} \approx \frac{\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{(2 \pi)^{2}} \frac{\left(n_{0}-\epsilon_{B}\right)^{n_{0}+1 / 2}}{\left[\left(n_{0}-1\right)!\right]^{2}}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} z^{n_{0}} \sin ^{2 n_{0} \theta} \tag{50}
\end{equation*}
$$

for low field intensity. In the special case that $\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}$ is independent of the $\theta, \varphi$ angular coordinates, the differential transition probability in Eq. (50) can be integrated over solid angle. The momentum-space initial-state wave function will be independent of angular coordinates if the con-figuration-space wave function $\phi_{i}(\vec{r})$ is a function of $r$ only. If such is the case, integration over the solid angle gives

$$
\begin{equation*}
W \approx \frac{\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{\pi} \frac{2^{2 n} n_{0}^{2}\left(n_{0}-\epsilon_{B}\right)^{n_{0}+1 / 2}}{\left(2 n_{0}+1\right)!}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} z^{n_{0}} \tag{51}
\end{equation*}
$$

## B. Linear polarization

Low-intensity results for linear polarization are more complicated than the circular case because of the presence of the generalized Bessel functions in Eq. (45). It is shown in Appendix C that $J_{n}\left(z^{1 / 2} \alpha,-\frac{1}{2} z\right)$ behaves as $z^{n / 2}$ for small $z$, so again the sum over $n$ reduces to the leading term, $n=n_{0}$. For even $n_{0}$, Eqs. (C2) and (46) give the result

$$
J_{n_{0}}\left(z^{1 / 2} \alpha,-\frac{z}{2}\right) \approx\left(-\frac{z}{4}\right)^{n_{0} / 2} \sum_{k=0}^{n_{0} / 2} \frac{(-8)^{k}\left(n_{0}-\epsilon_{B}\right)^{k} \cos ^{2 k} \theta}{(2 k)!\left(n_{0} / 2-k\right)!}
$$

This leads to

$$
\begin{equation*}
\frac{d W}{d \Omega}=\frac{\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{(2 \pi)^{2}} n_{0}^{2}\left(n_{0}-\epsilon_{B}\right)^{1 / 2}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}\left(\frac{z}{4}\right)^{n_{0}} \sum_{k=0}^{n_{0} / 2} \sum_{i=0}^{n_{0} / 2} \frac{(-8)^{k+l}\left(n_{0}-\epsilon_{B}\right)^{k+l} \cos ^{2(k+l)} \theta}{(2 k)!(2 l)!\left(\frac{1}{2} n_{0}-k\right)!\left(\frac{1}{2} n_{0}-l\right)!}, \tag{52}
\end{equation*}
$$

and, if $\left|\hat{\phi}_{i}(\hat{\mathrm{p}})\right|^{2}$ is independent of angular coordinates,

$$
\begin{equation*}
W=\frac{\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{\pi} n_{0}^{2}\left(n_{0}-\epsilon_{B}\right)^{1 / 2}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}\left(\frac{z}{4}\right)^{n_{0}} \sum_{k=0}^{n_{0} / 2} \sum_{i=0}^{n_{0} / 2} \frac{(-8)^{k+1}\left(n_{0}-\epsilon_{B}\right)^{k+l}}{(2 k)!(2 l)!\left(\frac{1}{2} n_{0}-k\right)!\left(\frac{1}{2} n_{0}-l\right)!(2 k+2 l+1)} . \tag{53}
\end{equation*}
$$

For odd $n_{0}$, Eqs. (C3) and (46) yield

$$
J_{n_{0}}\left(z^{1 / 2} \alpha,-\frac{z}{2}\right) \approx(-)^{\left(n_{0}+1\right) / 2} 8^{1 / 2}\left(\frac{z}{4}\right)^{n_{0} / 2} \sum_{k=0}^{\left(n_{0}-1\right) / 2} \frac{(-8)^{k}\left(n_{0}-\epsilon_{B}\right)^{k+1 / 2} \cos ^{2 k+1} \theta}{(2 k+1)!\left[\left(n_{0}-1\right) / 2-k\right]!},
$$

which gives the results
$\frac{d W}{d \Omega} \approx \frac{8\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{(2 \pi)^{2}} n_{0}^{2}\left(n_{0}-\epsilon_{B}\right)^{3 / 2}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}\left(\frac{z}{4}\right)^{n_{0}} \sum_{i=0}^{\left(n_{0}-1\right) / 2} \sum_{i=0}^{\left(G_{0}-1\right) / 2} \frac{(-8)^{k}\left(n_{0}-\epsilon_{B}\right)^{k+l} \cos ^{2 a+l+1)} \theta}{(2 k+1)!(2 l+1)!\left[\frac{1}{2}\left(n_{0}-1\right)-k\right]!\left[\frac{1}{2}\left(n_{0}-1\right)-l\right]!}$,
and, when $\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}$ does not depend on $\theta, \varphi$,

$$
\begin{align*}
W \approx & \frac{8\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{\pi} n_{0}^{2}\left(n_{0}-\epsilon_{B}\right)^{3 / 2}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}\left(\frac{z}{4}\right)^{n_{0}} \\
& \times \sum_{k=0}^{\left.G n_{0}-1\right) / 2} \sum_{i=0}^{\left(n_{0}-1\right) / 2} \frac{(-8)^{k+l}\left(n_{0}-\epsilon_{B}\right)^{k+l}}{(2 k+1)!(2 l+1)!\left[\frac{1}{2}\left(n_{0}-1\right)-k\right]!\left[\frac{1}{2}\left(n_{0}-1\right)-l\right]!(2 k+2 l+3)} . \tag{55}
\end{align*}
$$

## C. First-order processes

A case of special interest is the low-intensity limit for $n_{0}=1$, since that corresponds to the customary first-order perturbation result. Both Eq. (51) for circular polarization and Eq. (55) for linear polarization reduce to

$$
\begin{equation*}
W \approx 2(3 \pi)^{-1}\left(2 m^{3}\right)^{1 / 2} \omega\left(\omega-E_{B}\right)^{3 / 2}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} z \tag{56}
\end{equation*}
$$

for $n_{0}=1$. There are differences, of course, in the angular distributions, with Eq. (50) for circular polarization leading to
$\frac{d W}{d \Omega} \approx(2 \pi)^{-2}\left(2 m^{3}\right)^{1 / 2} \omega\left(\omega-E_{B}\right)^{3 / 2}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} z \sin ^{2} \theta$,
and Eq. (54) for linear polarization giving
$\frac{d W}{d \Omega} \approx 2(2 \pi)^{-2}\left(2 m^{3}\right)^{1 / 2} \omega\left(\omega-E_{B}\right)^{3 / 2}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2} z \cos ^{2} \theta$.

When $n_{0}=1$, it is convenient to introduce the notion of differential cross section, $d \sigma / d \Omega$, or total cross section, $\sigma$. To go from total transition probability per unit time to cross section, it is necessary to divide by the flux of incoming photons. In the units used here, the photon flux is

$$
\begin{equation*}
\text { flux }=\frac{1}{2} \alpha^{2} \omega=m \omega^{2} z / 2 \pi \alpha_{0}, \tag{59}
\end{equation*}
$$

where $\alpha_{0}$ is the fine-structure constant. Thus the total cross section found from Eq. (56) is

$$
\begin{equation*}
\sigma=4 \alpha_{0}(3 \omega)^{-1}(2 m)^{1 / 2}\left(\omega-E_{B}\right)^{3 / 2}\left|\hat{\phi}_{1}(\overrightarrow{\mathrm{p}})\right|^{2} . \tag{60}
\end{equation*}
$$

Low-intensity cross section expressions for $n_{0}$ $=1$ are independent of the intensity parameter $z$. That does not remain true for higher orders,
where $\sigma$ or $d \sigma / d \Omega$ depend on $z^{n_{0}-1}$. Total transition probability is a more convenient concept than cross section for high-order processes.

## D. Comparison of circular and linear polarization results

A comparison is now made for total transition probability per unit time as brought about by circularly vis-a-vis linearly polarized fields. This is done for arbitrary order, $n_{0}$, but the comparison is confined to the case where the solid-angle integration can be performed in general. That is, the ratio of Eq. (51) to Eq. (53), or Eq. (51) to Eq. (55) is examined.
Considerable interest in comparisons of this sort was sparked several years ago, when experimental results ${ }^{15,16}$ for second- and third-order photoionization of alkali atoms showed circular polarization to be more effective. This was in conformity with prior theoretical predictions by Hernandez and Gold ${ }^{17}$ and subsequent work by Lambropoulos, ${ }^{18}$ but it appeared to contradict earlier theoretical results of Perelomov, Popov, and Terent'ev, ${ }^{19}$ who concluded that linear polarization should be more effective in causing ionization. This situation was clarified by Reiss ${ }^{10}$ and by Gontier and Trahin, ${ }^{20}$ who showed that linear polarization was increasingly more effective than circular polarization as the order of the process increased, but that for second- and third-order processes, circular polarization could indeed be more important.
In the present problem, the ratio of circular to linear transition probabilities in the low-intensity case (when transition probabilities vary as $z^{n} 0$ ) is found from the ratio of Eq. (51) to Eq. (53) to be

$$
\begin{equation*}
\left(\frac{W_{\mathrm{ctrc}}}{W_{1 \mathrm{in}}}\right)_{n_{0} \text { evee }}=\frac{2^{4 n_{0}\left(n_{0}-\epsilon_{B}\right)^{n_{0}}}}{\left(2 n_{0}+1\right)!}\left(\sum_{k=0}^{n_{0} / 2 n_{0} / 2} \sum_{l=0} \frac{\left[-8\left(n_{0}-\epsilon_{B}\right)\right]^{k+l}}{(2 k)!(2 l)!\left(\frac{1}{2} n-k\right)!\left(\frac{1}{2} n-l\right)!(2 k+2 l+1)}\right)^{-1} \tag{61}
\end{equation*}
$$

when $n_{0}$ is even. When $n_{0}$ is odd, Eqs. (51) and (55) yield the ratio

$$
\begin{align*}
\left(\frac{W_{\text {clec }}}{W_{1 \mathrm{in}}}\right)_{n_{0} \text { odd }}= & \frac{2^{4 n_{0}\left(n_{0}-\epsilon_{B}\right)^{n_{0}}}}{\left(2 n_{0}+1\right)!} \\
& \times\left(\sum_{n=0}^{\left(n_{0}-1\right) / 2^{\prime}\left(n_{0}-1\right) / 2} \sum_{i=0} \frac{(-)^{k+l}\left[8\left(n_{0}-\epsilon_{B}\right)\right]^{k+l+1}}{(2 k+1)!(2 l+1)!\left[\frac{1}{2}\left(n_{0}-1\right)-k\right]!\left[\frac{1}{2}\left(n_{0}-1\right)-l\right]!(2 k+2 l+3)}\right)^{-1} . \tag{62}
\end{align*}
$$



FIG. 1. Transition probability in a circularly polarized field as compared to a linearly polarized field in the low-intensity case. The ratio is plotted against $E_{B} / \omega$, the binding energy expressed in units of a photon energy.

These results are plotted in Fig. 1.
It is seen that circular and linear polarization transition probabilities are equal for $n_{0}=1$, as expected, and that circular results can exceed linear only for a range of $\epsilon_{B}$ values within the $n_{0}$ $=2$ and 3 cases. Generally, as $n_{0}$ increases, the ratio $W_{\text {eire }} / W_{1 \text { in }}$ declines, but superimposed on this general trend is a succession of discontinuities marking the thresholds for new $n_{0}$ values. The maximum value the circular-to-linear ratio can attain in this formalism is 1.5 when $n_{0}=2$, or 1.9 when $n_{0}=3$. Results for the maxima of the circular-to-linear ratio derived from perturbation theory treatments of atomic photoionization are 1.5 (Refs. 17, 18) for $n_{0}=2$, and 2.5 (Ref. 18) for $n_{0}=3$. The measured values in photoionization of alkali atoms are $1.28 \pm 0.2$ (Ref. 15) for $n_{0}=2$, and $2.15 \pm 0.4$ (Ref. 16) for $n_{0}=3$.

## V. HIGH-INTENSITY LIMIT

## A. Circular polarization

The high-intensity ( $z \gg 1$ ) limit for the case of circular polarization is found in a very straightforward way by using the appropriate asymptotic form of the Bessel functions which appear in the $d W / d \Omega$ expression in Eq. (32). The essential starting point in choosing the correct asymptotic form is to determine the relative orders of magnitude of the order, $n$, and argument, $z^{1 / 2} \gamma$, of the Bessel function. Equation (34) for $\gamma$, and Eqs. (36) and (37) for $n, z$ are the essential inputs. Starting from $(n-2 z)^{2} \geqslant 0$, which gives $n^{2} \geqslant 4 z(n$ $-z$ ), it follows that

$$
\begin{equation*}
n \geqslant 2 z^{1 / 2}(n-z)^{1 / 2}>2 z^{1 / 2}\left(n-z-\epsilon_{B}\right)^{1 / 2} \geqslant z^{1 / 2} \gamma . \tag{63}
\end{equation*}
$$

The result (63), showing the order of the Bessel function to always exceed the argument, points to the asymptotic form

$$
\begin{equation*}
J_{n}\left(z^{1 / 2} \gamma\right) \approx(n!)^{-1}\left(\frac{1}{2} z^{1 / 2} \gamma\right)^{n} \tag{64}
\end{equation*}
$$

When substituted in Eq. (32), Eq. (64) gives

$$
\begin{gather*}
\frac{d W}{d \Omega} \approx \frac{\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{(2 \pi)^{2}} \sum_{n=n_{0}}^{\infty} \frac{(n-z)^{2}\left(n-n_{0}\right)^{n+1 / 2}}{(n!)^{2}} z^{n} \\
\times\left|\hat{\phi}_{i}(\overline{\mathrm{p}})\right|^{2} \sin ^{2 n} \theta, \tag{65}
\end{gather*}
$$

since it is justifiable in view of the large values for $z$ and $n_{0}$ to ignore the bracket in Eq. (37), and simply set $n_{0}=z+\epsilon_{B}$. The large value for $n_{0}$ associated with $z \gg 1$ also predicts a very sharp peak in the differential transition probability at $\theta \approx \pi / 2$.
In the special case that $\phi_{i}(\vec{r})$ has spherical symmetry, so that $\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})$ is independent of angular coordinates, the solid-angle integration in Eq. (65) can be performed, which leads to
$W \approx \frac{\left(2 m^{3} \omega^{5}\right)^{1 / 2}}{\pi} \sum_{n=n_{0}}^{\infty} \frac{(n-z)^{2}(4 z)^{n}\left(n-n_{0}\right)^{n+1 / 2}}{(2 n+1)!}\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}$.

## B. Linear polarization

Investigation of the high-intensity limit in the linear polarization case is complicated by the multiparameter nature of the generalized Bessel function which appears in Eq. (45). Many different asymptotic forms of $J_{n}(u, v)$ exist, depending on the relative magnitudes of $n, u, v$. The form appropriate for the physical problem being explored here is developed in Appendix D. The result given in Eqs. (D11)-(D13) is accurate to within a few percent for $z \geqslant 10$.
When Eqs. (D11) and (D13) are employed in the expression for the differential transition probability in Eq. (45), the result is of the form

$$
\begin{equation*}
\frac{d W}{d \Omega}=\sum_{n=n_{0}}^{\infty} f\left(n, z, \epsilon_{B}, \cos \theta\right) e^{g\left(n, z, \epsilon_{B}, \cos \theta\right)} \tag{67}
\end{equation*}
$$

where

$$
\begin{align*}
g\left(n, z, \epsilon_{B}, \cos \theta\right)= & R U^{1 / 2}+3 \alpha(Q-U)^{1 / 2} / 8^{1 / 2} \\
& -2 n \operatorname{arcsinh}[(n-3 z+Q) / 2 z]^{1 / 2} \tag{68}
\end{align*}
$$

with symbols as defined in Eqs. (46) and (D12). Since $z \gg 1$ implies $n_{0} \gg 1$, the sum over $n$ in Eq. (67) can be treated approximately as an integration over the variable $\beta$ defined by

$$
\begin{equation*}
\beta=\left(n-n_{0}\right) / n_{0} . \tag{69}
\end{equation*}
$$

Equation (67) then takes the form

$$
\begin{equation*}
\frac{d W}{d \Omega}=\int_{0}^{\infty} d \beta F\left(\beta, z, \epsilon_{B}, \cos \theta\right) e^{G\left(\beta, z, \epsilon_{B}, \cos \theta\right)} \tag{70}
\end{equation*}
$$

In its most general terms, Eq. (70) is very complicated, and the integration cannot be performed. However, if the exponential in Eq. (70) can be approximated by the first two terms in a Taylor expansion in $\beta$, then an approximate integration can be performed easily. The physical circumstances under which this is possible will be shown to correspond to the so-called "tunneling limit," where the binding energy is much in excess of a photon energy of the applied field. That is, the inequality $\epsilon_{B} \gg 1$ applies.
The power series expansion of the argument of the exponential function in Eq. (70) can be written as

$$
\begin{equation*}
G=G_{0}+G_{0}^{\prime} \beta+\cdots, \tag{71}
\end{equation*}
$$

with obvious meanings for $G_{0}$ and $G_{0}^{\prime}$. From Eqs. (68), (69), and (D12) it can be shown that

$$
\begin{align*}
G_{0}= & -2\left(z+\epsilon_{B}\right) \operatorname{arcsinh}\left(\epsilon_{B} / 2 z\right)^{1 / 2} \\
& +\left[\epsilon_{B}\left(2 z+\epsilon_{B}\right)\right]^{1 / 2},  \tag{72}\\
G_{0}^{\prime}= & -2\left(z+\epsilon_{B}\right) \operatorname{arcsinh}\left(\epsilon_{B} / 2 z\right)^{1 / 2} \\
& +\frac{1}{2}\left(z+\epsilon_{B}\right)\left[\epsilon_{B} /\left(2 z+\epsilon_{B}\right)\right]^{1 / 2} \cos ^{2} \theta . \tag{73}
\end{align*}
$$

It is convenient to introduce the parameter

$$
\begin{equation*}
z_{1} \equiv 2 z / \epsilon_{B}=e^{2} d^{2} / 2 m E_{B} . \tag{74}
\end{equation*}
$$

An upper limit for the value of $G_{0}^{\prime}$ is

$$
\begin{equation*}
G_{0}^{\prime} \leqslant 2 z\left(1+z_{1}^{-1}\right)\left[-\operatorname{arcsinh} z_{1}^{-1 / 2}+\frac{1}{4}\left(1+z_{1}\right)^{-1 / 2}\right] . \tag{75}
\end{equation*}
$$

The bracket on the right-hand side of Eq. (75) is negative for all values $z_{1} \geqslant 0.969$. A negative value for $G_{0}^{\prime}$ is a necessary condition to have convergence of the integral in Eq. (70) when only the first two terms in the power series expansion (71) are retained. The effective range of values of $\beta$ which will contribute is of the order $\Delta \beta \approx\left|G_{0}^{\prime}\right|^{-1}$, and so the linear term in Eq. (71) would be expected to dominate higher-order terms when $G_{0}^{\prime}$ is negative and $\left|G_{0}^{\prime}\right| \gg 1$. From Eq. (75) this requires that

$$
\begin{equation*}
z_{1} \gg 1 \tag{76}
\end{equation*}
$$

The condition (76) justifies an expansion of the arcsinh function in Eqs. (72) and (73), which gives the results

$$
\begin{align*}
& G_{0} \approx-8 z / 3 z_{1}^{3 / 2},  \tag{77}\\
& G_{0}^{\prime} \approx-\left(2 z / z_{1}^{1 / 2}\right)\left(1-\frac{1}{4} \cos ^{2} \theta\right) . \tag{78}
\end{align*}
$$

The form of $G_{0}^{\prime}$ in Eq. (78) makes possible a more explicit consequence of $\left|G_{0}^{\prime}\right| \gg 1$ than just $z_{1} \gg 1$. It is also required that $z \gg z_{1}^{1 / 2}$, or equivalently, it is required that $\epsilon_{B}^{1 / 2} \gg(2 / z)^{1 / 2}$. This last inequality is assured by the constraint

$$
\begin{equation*}
\epsilon_{B} \gg 1 . \tag{79}
\end{equation*}
$$

When conditions (76) and (79) are satisfied (along with the original requirement $z \gg 1$ employed in Appendix D), Eq. (70) becomes

$$
\begin{align*}
\frac{d W}{d \Omega} & \approx e^{f 0} \int_{0}^{\infty} d \beta F e^{-1 G_{0}^{\prime} \beta} \\
& \approx e^{G_{0}} H\left(z, \epsilon_{B}, \cos \theta\right) \tag{80}
\end{align*}
$$

The form (80), with $G_{0}$ given by Eq. (77), is familiar as the form associated with tunneling of a bound particle through a potential barrier when an electric field is imposed. When written in terms of electric field strength as

$$
\begin{equation*}
G_{0}=-\frac{2}{3}\left[m\left(2 E_{B}\right)^{3}\right]^{1 / 2} / e F, \tag{81}
\end{equation*}
$$

where $F=a \omega$ is the amplitude of the electric field, the exponential has the same form for both constant ${ }^{21,22}$ and time-dependent ${ }^{1,19}$ fields.

## C. Intensity parameters

As is evident from the defining relation (74), both quantities $z$ and $z_{1}$ are intensity parameters. The $z$ parameter was present from the outset, but $z_{1}$ arose only when considering $z \gg 1$ asymptotic forms. The exponential form given in Eqs. (77) or (81) does not hold true generally when $z \gg 1$, but occurs only when the further inequalities $z_{1}$ $\gg 1$ and $\epsilon_{B} \gg 1$ [Eqs. (76) and (79)] are also satisfied. In the work of Keldysh, ${ }^{1} z$ is not mentioned at all, and only $z_{1}$ is identified as an intensity parameter. The quantity labeled $\gamma$ by Keldysh is exactly $z_{1}^{-1 / 2}$. Keldysh follows quite a different procedure than the one adopted here. He introduces the condition (79) relatively early in his work by employing a steepest-descent calculation based upon $\epsilon_{B}$ as a large parameter. This is done immediately after his Eq. (15). Keldysh then employs the condition (76) to arrive at the analog of Eq. (80) given in his Eq. (20). This means that the general form given in Eq. (45) is bypassed, and thus it is not possible in the Keldysh formalism to explore the general nature of the limits $z$ $\ll 1$ and $z \gg 1$.
As remarked earlier, the intensity parameter $z$ is one of the intensity parameters associated with free-particle interaction with an electromagnetic field. On the other hand, $z_{1}$ is a bound-particle intensity parameter. It is not surprising to find both of these types of intensity parameters arising in the present investigation, concerned with photodetachment of a particle initially bound to a short-range potential.
The identification of $z_{1}$ as a bound-particle intensity parameter can be made on quite general physical grounds. To assess the intensity of a field, the strength of the field interaction with a bound particle, as expressed by the interaction energy
$e \overrightarrow{\mathrm{~A}} \cdot \overrightarrow{\mathrm{p}} / m$, can be compared with the binding energy of the particle. The ratio of the two energies has the magnitude

$$
\begin{equation*}
\frac{|e \overrightarrow{\mathrm{~A}} \cdot \overrightarrow{\mathrm{p}} / m|}{E_{B}}=O\left(\frac{e a R_{0} E_{B}}{E_{B}}\right)=O\left(e a R_{0}\right), \tag{82}
\end{equation*}
$$

where $R_{0}$ is a range characteristic of the binding potential. The second statement in Eq. (82) arises from replacement of the $\vec{p} / m$ operator according to the theorem

$$
\begin{equation*}
i \overrightarrow{\mathrm{p}} / m=\left[\overrightarrow{\mathrm{r}}, H_{0}\right], \tag{83}
\end{equation*}
$$

followed by assessing the magnitude of the commutator in Eq. (83) as it would appear in a transition matrix element. The range $R_{0}$ comes from $\vec{r}$, and $E_{B}$ is the energy difference between final and initial states as it follows from the difference in the eigenvalues of $H_{0}$ when applied to those states. The square of the result given in Eq. (82) gives a general intensity parameter for bound states,

$$
\begin{equation*}
z_{b}=e^{2} a^{2} R_{0}^{2} \tag{84}
\end{equation*}
$$

Since, for all atomic and molecular problems, the characteristic size of the system is related to the binding energy by ${ }^{12}$

$$
R_{0}^{2} \approx 1 / m E_{B},
$$

then Eq. (84) can be written as

$$
z_{b}=e^{2} a^{2} / m E_{B}
$$

which is exactly of the form of Eq. (74) for $z_{1}$.

## VI. SHORT-TIME BEHAVIOR

The $S$ matrix and transition probability formalism that has been used up to this point has been conventional in the sense that transition amplitudes are calculated by comparing the state of the fully interacting system with a noninteracting system at infinite times. However, a laboratory environment in which very intense fields can be achieved is one in which significant transition probability could occur within times of the order of a single period of the applied plane-wave field. The short-time behavior of the system is now examined in order to determine the conditions under which the infinite-time asymptotic states formalism is meaningful.
Consider a system in which the electromagnetic field is turned on at a finite time $t_{0}$, and the transition amplitude is assessed at a later time $t$. A transition matrix can be defined either as

$$
U_{f i}=\left(\Phi_{f}, \Psi_{i}^{(+)}\right)_{t},
$$

analogous to Eq. (A12), or as

$$
\begin{equation*}
U_{f i}=\left(\Psi_{f}^{(-)}, \Phi_{i}\right)_{t_{0}} \tag{85}
\end{equation*}
$$

analogous to Eq. (A13) or (1). The procedure that previously led from Eq. (1) to Eq. (11) now leads from Eq. (85) to

$$
(U-1)_{f i}=-i\left(\frac{e^{i \vec{p} \cdot \overrightarrow{\mathrm{r}}}}{V^{1 / 2}}, \phi_{i}(\overrightarrow{\mathrm{r}})\right) \int_{0}^{t} d t^{\prime} e^{i \varphi^{2} / 2 m^{2} E_{B} t^{\prime}} V_{A}\left(\overrightarrow{\mathrm{p}}, t^{\prime}\right) \exp \left(i \int_{0}^{t^{\prime}} d \tau V_{A}(\overrightarrow{\mathrm{p}}, \tau)\right)
$$

in which the initial time $t_{0}$ has been taken to be $t_{0}=0$, and where $E_{B}=-E_{i}>0$. The integration by parts which formerly gave Eq. (12) now yields

$$
\begin{gather*}
(U-1)_{f i}=\frac{\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})}{V^{1 / 2}}\left[i\left(\frac{p^{2}}{2 m}+E_{B}\right) \int_{0}^{t} d t^{\prime} e^{\left.i \varphi^{2} / 2 m+E_{B}\right) t^{\prime}} \exp \left(i \int_{0}^{t^{\prime}} d \tau V_{A}(\overrightarrow{\mathrm{p}}, \tau)\right)\right. \\
\left.-e^{i\left(\varphi^{2} / 2 m+E_{B}\right) t} \exp \left(i \int_{0}^{t} d \tau V_{A}(\overrightarrow{\mathrm{p}}, \tau)\right)+1\right] . \tag{86}
\end{gather*}
$$

A comparison of Eq. (86) with the earlier results in Eq. (12) requires first that the relative importance of the last two terms in the square bracket as compared to the first term be assessed, since only the first term survives in the $S$ matrix. The second element of a comparison is that the significance of the difference in integration limits between the first term in Eq. (86) and the integral in Eq. (12) must be evaluated. For explicitness, this will be done within the context of a monochromatic circularly polarized field. A complete treatment would include wave packet effects, but only orders of magnitude are sought here. Since the zero point of the time coordinate has been fixed as the turn-on time of the field, the time as it appears in the vector potential, Eq. (14), should have a constant phase incorporated in it. Equation (14) is thus replaced by

$$
\overrightarrow{\mathrm{A}}=\frac{1}{2} a\left(\vec{\epsilon} e^{i \omega(t+\infty)}+\vec{\epsilon}^{*} e^{-i \omega(t+\infty)}\right),
$$

where $\beta$ is a constant. After the integration over $\tau$ is done, Eq. (86) can be written

$$
\begin{align*}
(U-1)_{f i}=\frac{\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})}{V^{1 / 2}} \exp \left[i \zeta_{c} \sin (\omega \beta-\varphi)\right] & \left\{\left(\frac{p^{2}}{2 m}+E_{B}\right) \int_{0}^{t} d t^{\prime} \exp \left[i\left(\frac{p^{2}}{2 m}+E_{B}+z \omega\right) t^{\prime}-i \zeta_{c} \sin \left(\omega t^{\prime}+\omega \beta-\varphi\right)\right]\right. \\
& -\exp \left[i\left(\frac{p^{2}}{2 m}+E_{B}+z \omega\right) t-i \zeta_{c} \sin (\omega t+\omega \beta-\varphi)\right] \\
& \left.+\exp \left[-i \zeta_{c} \sin (\omega \beta-\varphi)\right]\right\}, \tag{87}
\end{align*}
$$

where the parameters $z, \zeta_{c}$, and $\varphi$ are as defined in Eqs. (17)-(19). When an expansion like Eq. (25) is employed for each of the trigonometric functions appearing in an exponential in the brace in Eq. (87), the result is

$$
\begin{align*}
(U-1)_{f i}=\frac{\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})}{V^{1 / 2}} e^{i \varphi_{c} \sin (\beta \omega-\varphi)} \sum_{n} & J_{n}\left(\zeta_{c}\right) e^{-i n(\omega \beta-\varphi)} \\
& \times\left[i\left(\frac{p^{2}}{2 m}+E_{B}\right) \int_{0}^{t} d t^{\prime} e^{i\left(\varphi^{2} / 2 m^{+} E_{B}+\varepsilon \omega n \omega\right) t^{\prime}}-e^{\left.i \varphi^{2} / 2 m^{+}+E_{B}+\varepsilon \omega n \omega\right) t}+1\right] . \tag{88}
\end{align*}
$$

Again, it is the first term in the square bracket in Eq. (88) which is to be identified with the $S$ matrix derived earlier. This first term is most important when

$$
\begin{equation*}
p^{2} / 2 m+E_{B}+z \omega-n \omega \approx 0 \tag{89}
\end{equation*}
$$

under which condition the first term has a magnitude of approximately ( $p^{2} / 2 m+E_{B}$ )t. The sum of the second and third terms in the square bracket in Eq. (88) vanish when Eq. (89) has exactly the value zero, and the sum of these two terms is of unit magnitude otherwise. The condition for dominance of the first term is then

$$
\begin{equation*}
\omega t \gg \frac{1}{\left(p^{2} / 2 m+E_{B}\right) / \omega} . \tag{90}
\end{equation*}
$$

For a process with a multiphoton threshold, the denominator in Eq. (90) has a value greater than unity, and so condition (90) can be stated conservatively as

$$
\begin{equation*}
\omega t \gg 1 \tag{91}
\end{equation*}
$$

The next issue to be settled is to identify the set of conditions under which the integral in the first term in the brackets in Eq. (88) acquires the deltafunction character imputed to it in the $S$-matrix formalism. The integral can be stated as

$$
\begin{equation*}
\int_{0}^{t} d t^{\prime} e^{i \Delta E t^{\prime}}=e^{i \Delta E / 2}\left(\frac{\sin \frac{1}{2} \Delta E t}{\frac{1}{2} \Delta E}\right) \tag{92}
\end{equation*}
$$

with the definition of $\Delta E$ obvious from a comparison with Eq. (88). A representation of the delta function is

$$
\delta(\Delta E)=\frac{1}{2 \pi} \lim _{t \rightarrow \infty}\left(\frac{\sin \frac{1}{2} \Delta E t}{\frac{1}{2} \Delta E}\right),
$$

and so the question that must be answered is what constitutes a value of $t$ which can be regarded as approaching infinity as far as Eq. (92) is concerned? A graph of Eq. (92) exhibits a sharp peak of
width given by $\frac{1}{2} \Delta E t \approx 1$ in the neighborhood of $t=0$. Delta-function behavior is exhibited when the full peak is encompassed within an energy range $\frac{1}{2} \Delta E \gg \omega$, where $\omega$ is the smallest characteristic energy in this physical problem. These two statements combine to exactly the condition given in Eq. (91).
The implication of Eq. (91) is that the formalism developed earlier in this paper is applicable after the field has been on for several full periods. This presumption will be made hereafter. Actually, one could use a finite-time formalism based on Eq. (86) in place of the $S$-matrix formalism which stems from Eq. (12), but there is no real point in accepting this extra complication. The reason is that another condition will be imposed which makes Eq. (91) irrelevant. It will be required that the total transition probability per unit time be limited to values which do not cause depletion in the target material during a full pulse of the applied field. That is, it will be required that

$$
W \ll(\Delta t)^{-1},
$$

as given in Eq. (48), where $\Delta t$ is the pulse duration. The shortest pulses of significance will be taken to be about $10^{-12} \mathrm{sec}$ for $1.06-\mu \mathrm{m}$ radiation, or $5 \times 10^{-11} \mathrm{sec}$ for $10.6-\mu \mathrm{m}$ radiation. For a $\mathrm{CO}_{2}$ laser ( $10.6 \mu \mathrm{~m}$ ), Eq. (48) requires that the transition probability per unit time be limited to much less than $2 \times 10^{10} \mathrm{sec}^{-1}$. The implication of Eq. (91) is that $W \ll \omega$ [see also Eq. (49)] or, for this example of $10.6-\mu \mathrm{m}$ radiation, $W$ should be much less than $2 \times 10^{14} \mathrm{sec}^{-1}$. The condition (48) is therefore much more stringent than (91), and when Eq. (48) is satisfied, the infinite-time $S$ matrix formalism is fully justified.
Comments about some results of Geltman ${ }^{7,23}$ are appropriate here. He has found that when an atom is subjected to an oscillatory ${ }^{7}$ or static ${ }^{23}$
electric field, the ionization probability does not have a simple exponential time development, but exhibits a plateau phenomenon, with delayed development of exponential behavior. A transition probability per unit time which is independent of time, as is true for the formalism employed here corresponds to exponential time development as shown in Eq. (47). The theoretical framework employed by Geltman is a one-dimensional model atom with a delta-function attractive potential producing a single bound state. Geltman's work, however, is on a very different physical problem than the one considered here. The present problem concerns photodetachment by a plane wave, with emphasis particularly on multiphoton processes. Multiphoton processes require large values of field intensity in order to occur, and such problems are inherently three-dimensional. Specifically, it has been shown ${ }^{6}$ that an intense plane-wave field cannot be approximated as a quasistatic electric field. Even in electric field gauge (or Göppert-Mayer ${ }^{24}$ gauge), the vector potential of an intense plane wave plays a major role. The direction of this vector potential in electric field gauge is orthogonal to the electric field direction, and it is thus, of necessity, absent in a one-dimensional model. A more physical way to say it is that the magnetic field component of a plane wave becomes very important at high field intensity, but a one-dimensional treatment can describe only the electric field component. Geltman's treatment of the ionization of an atom by an intense electric field thus does not apply to the plane-wave case.

## VII. APPLICATION TO H ${ }^{-}$

The negative hydrogen ion is selected as an example with which to illustrate the application of the foregoing formalism. It will be assumed that $\mathrm{H}^{-}$has only one bound state. ${ }^{25}$ The binding potential is certainly of finite range, in view of the neutrality of the residual atom after photodetachment. Furthermore, a simple analytical approximation for the ground-state wave function of $\mathrm{H}^{-}$ has been suggested, ${ }^{8}$ which makes possible the statement of closed analytical forms for $d W / d \Omega$. All of this is advantageous for the application of the present formalism. However, the neutral atom itself can experience excitation and even ionization as a consequence of the applied fields. The interaction of these possibilities with the photodetachment of the excess electron is ignored in the formalism. This may not be a serious limitation on the validity of the results for $\mathrm{H}^{-}$. In the numerical application of the present example, the intensity parameter will be limited to
$z=3$ for a $10.6-\mu \mathrm{m}$ field. This is equivalent to about $3 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$, which would have only modest effect on a neutral $H$ atom, even though it has very strong effects on the extra electron in $\mathrm{H}^{-}$. One way to see this is to note that photodetachment of the extra electron in $\mathrm{H}^{-}$of $0.75-\mathrm{eV}$ binding energy requires a minimum of seven photons when $\lambda=10.6 \mu \mathrm{~m}$, whereas excitation of the $10.2-\mathrm{eV}$ first excited state in the neutral H atom requires a minimum of 88 such photons. Another index of the relative ineffectiveness of a $10.6-\mu \mathrm{m}$ field in perturbing the neutral H atom is that, if the applied field is treated as quasistatic, the resulting second-order Stark effect energy is $4 \times 10^{-6}$ (measured in rydbergs) at the largest ( $z=3$ ) intensity considered below. All of this suggests the general validity of the results to be obtained despite the neglect of field effects on the neutral atom core of the negative ion.

## A. Formalism

The general expressions for the differential transition probability per unit time given in Eqs. (32) and (45) require only the appropriate momen-tum-space wave function in order to apply to the $\mathrm{H}^{-}$case. The wave function given by Armstrong ${ }^{8}$ is

$$
\begin{equation*}
\phi_{i}(r)=\frac{\beta^{1 / 2} f}{(2 \pi)^{1 / 2}} \frac{e^{-\beta_{r}}}{r}, \tag{93}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta=\left(2 m E_{B}\right)^{1 / 2}, \tag{94}
\end{equation*}
$$

and $f$ is an empirical constant with the value

$$
\begin{equation*}
f^{2}=2.65 \tag{95}
\end{equation*}
$$

The momentum-space wave function that follows from Eqs. (93) and (13) is

$$
\begin{equation*}
\hat{\phi}_{i}(\vec{p})=2 f(2 \pi \beta)^{1 / 2} /\left(\beta^{2}+p^{2}\right) . \tag{96}
\end{equation*}
$$

As used in the transition probability, Eq. (96) is to be squared, and the momentum condition arising from the energy delta function, Eq. (33), is to be employed. In other words, the expression needed is

$$
\begin{equation*}
\left[\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right]^{2}=8 \pi f^{2}\left(2 m E_{B}\right)^{1 / 2} /(n-z)^{2}(2 m \omega)^{2} \tag{97}
\end{equation*}
$$

The differential transition probability per unit time for a circularly polarized applied field is, from Eqs. (32) and (97),

$$
\begin{equation*}
\frac{d W}{d \Omega}=\left(f^{2} / \pi\right) \omega \epsilon_{B}^{1 / 2} \sum_{n=n_{0}}^{\infty}\left(n-z-\epsilon_{B}\right)^{1 / 2} J_{n}^{2}\left(z^{1 / 2} \gamma\right), \tag{98}
\end{equation*}
$$

where $\epsilon_{B}=E_{B} / \omega, n_{0}$ is defined by Eq. (37), and $\gamma$ is given in Eq. (34). The corresponding result
for a linearly polarized field is, from Eq. (45), $\frac{d W}{d \Omega}=\left(f^{2} / \pi\right) \omega \epsilon_{B}^{1 / 2} \sum_{n=n_{0}}^{\infty}\left(n-z-\epsilon_{B}\right)^{1 / 2} J_{n}^{2}\left(z^{1 / 2} \alpha,-\frac{z}{2}\right)$,
with $\alpha$ given in Eq. (46).

## B. First-order perturbation limit

The first-order perturbation theory limit of the general theory is found very simply by substitution of Eq. (97) in the low-intensity results given in Sec. IV. For $n_{0}=1$, the low-intensity form for transition probability per unit time given in Eq. (56) is applicable. The result is simply

$$
\begin{equation*}
W=(8 / 3) f^{2} z \omega\left(1-\epsilon_{B}\right)^{3 / 2} \epsilon_{B}^{1 / 2} \tag{100}
\end{equation*}
$$

for both circular and linear polarization. The corresponding cross section, from Eqs. (60) and (97), or else from Eqs. (59) and (100), is

$$
\begin{equation*}
\sigma=\left(16 \pi \alpha_{0} f^{2} / 3 m \omega\right)\left(1-\epsilon_{B}\right)^{3 / 2} \epsilon_{B}^{1 / 2} . \tag{101}
\end{equation*}
$$

These limiting results are now to be compared with a direct first-order perturbation calculation of photodetachment based on the ground-state wave function in Eq. (93). The lowest-order final-state wave function is simply the plane wave

$$
\begin{equation*}
\phi_{f}(\overrightarrow{\mathrm{r}})=V^{-1 / 2} \exp (\overrightarrow{\mathrm{p}} \cdot \overrightarrow{\mathrm{r}}) . \tag{102}
\end{equation*}
$$

This is consistent with Eq. (7) in lowest order. The transition matrix element is found by evaluating the first-order term in the interaction Hamiltonian, Eq. (6), between the states given in Eqs. (93) and (102). This gives

$$
\begin{align*}
V_{A_{f i}}(t) & =\left(\phi_{f}, m^{-1} e \overrightarrow{\mathrm{~A}} \cdot(-i \vec{\nabla}) \phi_{i}\right)=\left(m^{-1} e \overrightarrow{\mathrm{~A}} \cdot(-i \vec{\nabla}) \phi_{f}, \phi_{i}\right) \\
& =(e \overrightarrow{\mathrm{~A}} \cdot \overrightarrow{\mathrm{p}} / m)\left(\phi_{f}, \phi_{i}\right), \tag{103}
\end{align*}
$$

which follows from the hermiticity of $V_{A}(t)$, and the fact that $\phi_{f}$ is an eigenfunction of the momentum operator. When $\overrightarrow{\mathrm{A}}$ represents a linearly polarized monochromatic plane wave given by

$$
\begin{equation*}
\overrightarrow{\mathrm{A}}=\vec{a} \vec{\epsilon} \cos \omega t, \tag{104}
\end{equation*}
$$

the space part of Eq. (103) is

$$
\begin{equation*}
V_{A_{f i}}=4 f\left(\frac{2 \pi \omega z}{V m}\right)^{1 / 2} \frac{\left(2 m E_{B}\right)^{1 / 4} p \cos \theta}{p^{2}+2 m E_{B}}, \tag{105}
\end{equation*}
$$

where $\theta$ is the angle between the momentum vector $\vec{p}$ and the polarization vector of the field. The "golden rule" must be written in the form ${ }^{26}$

$$
\begin{equation*}
w=(\pi / 2)\left|V_{A_{f i}}\right|^{2} \delta\left(E_{f}-E_{i}-\omega\right), \tag{106}
\end{equation*}
$$

where only the delta function associated with absorption of energy from the field is retained, and the usual golden rule factor of $2 \pi$ is replaced by $\pi / 2$ because each Fourier component in Eq. (104)
has a factor of $\frac{1}{2}$ associated with it. As before, $E_{i}=-E_{B}$. The total transition probability per unit time is found by substituting Eq. (105) in Eq. (106) and then using Eq. (106) in Eq. (30). The final outcome is exactly Eq. (100), thus demonstrating that the formalism developed in this paper reduces to the correct low-intensity, first-order limit.

## C. Results with radiation of wavelength $10.6 \mu \mathrm{~m}$

Explicit numerical results are now exhibited for the case of a negative hydrogen ion irradiated by a monochromatic field of wavelength $10.6 \mu \mathrm{~m}$. The binding energy of $\mathrm{H}^{-}$is taken to be 0.75 eV . An intensity parameter of $z=1$ certainly can be considered an intense field, but this corresponds to only $1.1 \times 10^{10} \mathrm{~W} / \mathrm{cm}^{2}$ of $10.6-\mu \mathrm{m}$ radiation, which is an intensity readily achieved with a large $\mathrm{CO}_{2}$ laser. The transition probabilities which emerge from the calculation are such that intensity parameters up to $z=2$ or $z=3$ fall within the depletion limit set in Eq. (48), and discussed further in Sec. VI. In general, when explicit intensity effects are described, the value $z=1$ is selected as an example. However, in a few cases, the results are extended up to the intensity $z=10$, beyond the depletion limit accepted here, in order to illustrate in an exaggerated way some of the effects of intensity.
For the set of circumstances just prescribed, with $\lambda=10.6 \mu \mathrm{~m}$ (or $\omega=0.117 \mathrm{eV}$ in energy units) and $E_{B}=0.75 \mathrm{eV}$ (or $\epsilon_{B}=6.41$ ), the differential transition probability for circular polarization and for $z=1$ is shown in Fig. 2. This is the outcome of Eq. (98), in which the value of $n_{0}$ for $z=1$ is $n_{0}=8$. The shape of the angular distribution is quite smooth, rising to a prominent peak in the sideward direction. The forward direction in the circular polarization case is taken to be the direction of propagation of the field. The general character of the angular distribution remains much the same for all intensities, with lower intensities associated with a lower and broader peak, and higher intensities leading to a higher and narrower peak.
The angular distribution for linear polarization of the field exhibits much more structure and variability than does the circular polarization case. Figure 3 shows the results of Eq. (99) applied to a "low-intensity" case, where $z=10^{-3}$. (This corresponds to about $10^{7} \mathrm{~W} / \mathrm{cm}^{2}$ of $\mathrm{CO}_{2}$ laser radiation, which is not everyone's notion of low intensity.) The threshold order is $n_{0}=7$, and essentially the entire differential transition probability arises from this first term in the $n$ sum. A double-peak structure is shown, with


FIG. 2. Angular distribution of electrons photodetached from $\mathrm{H}^{-}$by an intense circularly polarized plane wave of $10.6-\mu \mathrm{m}$ wavelength. The intensity parameter is $z=1$. The forward direction is the direction of propagation of the field.
the peak in the forward direction being the larger of the two. For linear polarization, the forward direction is the direction of polarization of the field. An important general property of linear polarization is that the angular distributions for odd values of $n$ share one set of characteristics, and even- $n$ angular distributions exhibit a different set. Figure 3 is typical of odd- $n$ behavior, with a maximum in the forward direction, and a zero at $90^{\circ}$. The zero in the sideward direction follows from the fact that $\alpha$, given in Eq. (46), is zero at $90^{\circ}$, and from Eq. (B6), $J_{n}\left(z^{1 / 2} \alpha,-\frac{1}{2} z\right)$ vanishes when $\alpha$ does.
The differences between odd- $n$ and even- $n$ angular distributions are shown clearly in Fig. 4, which is a graph of Eq. (99) for $z=1$. In this case, the lowest order is $n_{0}=8$, but $n=9$ is also of major significance. Both $n=8$ and $n=9$ contributions are shown in Fig. 4, along with a total angular distribution arising from all orders. The distribution for $n=9$ shows the same maximum in the forward direction and zero in the sideward direction that was seen in Fig. 3, although there are now three peaks. The $n=8$ distribution, however, is quite small (although not zero) in the forward direction, has its first peak at about $45^{\circ}$, and


FIG. 3. Angular distribution of electrons photodetached from $\mathrm{H}^{-}$by a low-intensity linearly polarized plane wave of $10.6-\mu \mathrm{m}$ wavelength. The intensity parameter is $z=10^{-3}$. The forward direction is the polarization direction of the field.
shows a secondary peak in the sideward direction. The fact that $J_{n}\left(z^{1 / 2} \alpha,-z / 2\right)$ is not zero when $\alpha$ $=0$ and $n$ is even follows from Eq. (B6). The total angular distribution in Fig. 4 has a fairly complicated structure. The complexity of this structure increases rapidly when larger values of $z$ are considered.
When the angular distribution is integrated over solid angle, and the resulting total transition probability per unit time is plotted as a function of intensity, $z$, the rich diversity of structure seen in the angular distributions is smoothed over, and the relatively featureless curves shown in Figs. 5 and 6 arise for the circular and linear polarization cases, respectively. In each figure, the solid curve is the plot of calculated $W$ versus $z$, whereas the dashed curve shows an extrapolation of the low-intensity result with a constant slope of seven in these logarithmic graphs. That is, the lowintensity limit contains contributions only from


FIG. 4. Angular distribution of photons photodetached from $H^{-}$by an intense linearly polarized plane wave of $10.6-\mu \mathrm{m}$ wavelength. The intensity parameter is $z=1$. The forward direction is the polarization direction of the field. The dashed curve is the contribution from the lowest order, $n_{0}=8$. The dotted curve is from $n=9$. The solid curve is the total contribution of all orders.


FIG. 5. Total transition probability per unit time for photodetachment of $\mathrm{H}^{-}$by $10.6-\mu \mathrm{m}$ circularly polarized radiation as a function of field intensity. The solid curve is the calculated result. The limit of reliability is at $z=3$. The dashed line is a constant-slope extrapolation of the low-intensity limit.


FIG. 6. Total transition probability per unit time for photodetachment of $\mathrm{H}^{-}$by $10.6-\mu \mathrm{m}$ linearly polarized radiation as a function of field intensity. The solid curve is the calculated result. The limit of reliability is at $z=3$. The dashed line is a constant-slope extrapolation of the low-intensity limit.
$n=7$, which is the value of $n_{0}$ when $z \rightarrow 0$, and thus $d(\log W) / d(\log z)=7$. The graphs are carried as far as $z=10$ in order to emphasize that the full calculated transition probability departs from straight-line behavior at high intensity. Nevertheless, up to $z=2$ or 3 , which is as far as the calculated results are trustworthy, the departure from linearity is not remarkable. These conclusions figure importantly in the discussion of possible demonstrations of the failure of perturbation theory, which will be given in Sec. IX.

The nearly featureless simplicity of Figs. 5 and 6 is largely an illusion. The total $W$-versus- $z$ curves of Figs. 5 and 6 are repeated in Figs. 7 and 8 , along with the separate contributions to $W$ arising from $n$ of 7, 8, and 9. In both circular and linear polarization cases, the lowest order, $n=7$, is the dominant contribution to the total transition probability when $z$ is small. It then declines in importance, and finally falls to zero


FIG. 7. Total transition probability per unit time for circular polarization as a function of intensity. The solid curve is the same as in Fig. 5, and represents the sum of all orders. The curves labeled $n=7,8$, and 9 give the separate contributions of those orders.


FIG. 8. Total transition probability per unit time for linear polarization as a function of intensity. The solid curve is the same as in Fig. 6, and represents the sum of all orders. The curves labeled $n=7,8$, and 9 give the separate contributions of those orders.
at $z=0.59$ since, according to Eq. (37), the lowest order which can contribute beyond $z=0.59$ is $n_{0}=8$. Recall that $\epsilon_{B}=6.41$ in this example. The eighth order contribution is dominant for a while, and goes to zero in its turn at $z=1.59$.
As $z$ increases, not only does the order, $n_{0}$, of the lowest-order contribution increase, but the relative contributions of terms with $n>n_{0}$ also increase. This can be seen to some degree in Figs. 7 and 8, but it is shown much more clearly in Figs. 9, 10, and 11. Figure 9 refers to circular polarization with $z=1$. It shows the partial contribution, $W_{n}$, of each order to the total transition probability per unit time, $W$. Not only does Fig. 9 show the most important order to be $n=10$, rather than the lowest order, $n_{0}=8$, but orders 9 through 14 are all important, and all give larger contributions than $n_{0}$. This is an outcome quite startling from a perturbation-theory standpoint. In fact the intensity corresponding to $z=1$ lies beyond the radius of convergence of perturbation theory for this problem, as is shown in Sec. IX. For larger values of $z$, the pattern of $W$ versus $n$ broadens even more, with more different orders making important contributions, and with the peak value of $n$ even farther removed from $n_{0}$.
Figure 10 gives the variation of $W_{n}$ with $n$ for linear polarization with $z=1$. In this case, the lowest order does dominate, although the few following orders are significant. Actually, the lowest order remains dominant in the linear polarization case even when $z$ is larger than unity. The effect of increasing intensity is to enlarge the set of orders which make an important contribution to the total $W$. This is shown in exaggerated form in Fig. 11, for the unacceptably [for Eq. (99)] large value $z=10$. The lowest order here is $n_{0}$ $=17$. Orders as large as $n=30$ remain significant.


FIG. 9. The partial contribution, $W_{n}$, of each order $n$ to the total transition probability per unit time for photodetachment of $\mathrm{H}^{-}$by circularly polarized $10.6-\mu \mathrm{m}$ radiation at $z=1$. The lowest order is $n_{0}=8$.
D. Comparison of circular and linear polarization results

In Sec. IV, the ratio of transition probability arising from circular polarization to that associated with linear polarization was evaluated for arbitrary $\epsilon_{B}$ in the low intensity, or perturbation limit. The circular-to-linear ratio thus found, has the value $1.04 \times 10^{-3}$ for $\epsilon_{B}=6.41$, appropriate to the $\mathrm{H}^{-}$ion in $10.6-\mu \mathrm{m}$ radiation. This result comes directly from Eq. (62).
A more novel type of polarization comparison will now be made. With $\epsilon_{B}$ set at the value for $\mathrm{H}^{-}$ in $10.6-\mu \mathrm{m}$ radiation, the effect of intensity on the circular-to-linear ratio is explored. The results are shown in Fig. 12. The ratio shows a striking rise as the intensity increases. When $z=10^{-3}$, the ratio has essentially the zero-intensity limiting value of $10^{-3}$. This increases to about $4 \times 10^{-2}$ at $z=1$, and rises further to about $10^{-1}$ when $z$ is in the neighborhood of 2 or 3 , which is about the limit of validity of the calculations. The rate of increase of the circular-tolinear ratio has begun to diminish at this inten-


FIG. 10. The partial contribution, $W_{n}$, of each order $n$ to the total transition probability per unit time for photodetachment of $\mathrm{H}^{-}$by linearly polarized $10.6-\mu \mathrm{m}$ radiation at $z=1$. The lowest order is $n_{0}=8$.
sity, and this trend toward leveling off is shown by plotting the ratio as far as $z=10$.

The spectacular hundredfold increase in the cir-cular-to-linear ratio between the small-intensity limit and the region around $z=3$ is probably the most striking of all specific intensity effects. Its physical basis is easily understood. The reason linear polarization dominates circular polarization for high-order processes in the low-intensity limit is that there are many more angular momentum substates available in the linear case. The


FIG. 11. The partial contribution, $W_{n}$, of each order $n$ to the total transition probability per unit time for photodetachment of $\mathrm{H}^{-}$by linearly polarized $10.6-\mu \mathrm{m}$ radiation at $z=10$. The lowest order is $n_{0}=17$. The intensity is too high for the results to be reliable. The intent of this figure is to show the nature of the change from Fig. 10.
ground state of $\mathrm{H}^{-}$is an $S$ state, and an interaction with the field of order $n_{0}$ leads to a final state which can have only the angular momentum $l=n_{0}$ for circularly polarized radiation, but can have any of alternate angular momentum states between


FIG. 12. Transition probability for photodetachment of $\mathrm{H}^{-}$by $10.6-\mu \mathrm{m}$ radiation by a circularly polarized field as compared to a linearly polarized field. The ratio is plotted as a function of field intensity, $z$. The limit of reliability is $z=3$.
$l=0$ and $l=n_{0}$ for the linearly polarized case. That is, the comparison is between a single channel in the circular case, and either $\frac{1}{2} n_{0}+1$ (for $n_{0}$ even) or $\frac{1}{2}\left(n_{0}+1\right)$ (for $n_{0}$ odd) channels in the linear case. ${ }^{10}$ However, when the intensity increases, processes with $n>n_{0}$ become increasingly important. A comparison of Figs. 9 and 10 shows that both the number of higher-order states which contribute, and the relative importance of each of these higher-order states, are much larger for circular than for linear polarization. In the circular case, therefore, the extra channels which open up due to the $n>n_{0}$ states as $z$ increases are more important than for the linear case. There is thus a tendency for circular polarization to regain some of its importance relative to linear polarization when $z$ increases, even though $n_{0}$ is large.

## VIII. APPLICATION TO H

Photoionization of the initially neutral hydrogen atom is not a problem which really suits the validity conditions given in Secs. II and IIID because of the possibility of bound-state resonances, and because of the long range of the Coulomb interaction between the detached electron and the residual positive ion. Nevertheless, the present theory might have some relevance to the hydrogen atom problem, and some interesting results can be shown.
The basic expressions stated in Eqs. (32) and (45) require for their application only a knowledge of the appropriate momentum-space wave function, $\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})$. If the hydrogen atom is initially in its ground state, with the configuration-space wave function

$$
\phi_{i}(\overrightarrow{\mathbf{r}})=\left(\pi a_{0}^{3}\right)^{-1 / 2} \exp \left(-r / a_{0}\right),
$$

where $a_{0}$ is the Bohr radius, then

$$
\begin{equation*}
\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})=\frac{2^{3}\left(\pi a_{0}^{3}\right)^{1 / 2}}{\left(1+p^{2} a_{0}^{2}\right)^{2}} \tag{107}
\end{equation*}
$$

from Eq. (13). General results can now be calculated from Eqs. (32) and (45).
Only the low-intensity, first-order result will be considered here. From Eqs. (58) and (107), this is

$$
\begin{equation*}
\frac{d W}{d \Omega}=\frac{2^{5}}{\pi} a_{0}^{3}\left(2 m^{3} \omega^{5}\right)^{1 / 2}\left(1-\epsilon_{B}\right)^{3 / 2} \frac{z \cos ^{2} \theta}{\left(1+p^{2} a_{0}^{2}\right)^{4}} \tag{108}
\end{equation*}
$$

When divided by the incoming flux, given in Eq. (59), the expression (108) becomes the differential cross section

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{2^{5} \alpha_{0}\left(p a_{0}\right)^{3}}{m \omega} \frac{\cos ^{2} \theta}{\left(1+p^{2} a_{0}^{2}\right)^{4}} \tag{109}
\end{equation*}
$$

after using the kinematical relationship

$$
\left(1-\epsilon_{B}\right)=p^{2} / 2 m \omega,
$$

which arises from Eq. (33) in the low-intensity first-order limit. Equation (109) corresponds to the standard textbook result ${ }^{27}$ for the photoelectric effect in hydrogen when the final state is approximated as a plane wave. The applied field is treated in dipole approximation in arriving at Eq. (109).
Another instructive remark that can be made about hydrogen concerns the intensity parameter, $z_{1}$. This parameter is defined in Eq. (74). For hydrogen,

$$
2 m E_{B}=a_{0}^{-2}
$$

where $a_{0}$ is the Bohr radius, and thus $z_{1}$ is

$$
\begin{equation*}
z_{1}=e^{2} a^{2} a_{0}^{2} \tag{110}
\end{equation*}
$$

exactly of the form of Eq. (84). As discussed in Sec. VC, $z_{1}$ is explicitly a bound-state intensity parameter, and should be expected to be more important in the hydrogen atom problem than is $z$. The parameter $z$ is more important than $z_{1}$ in the negative ion problem. The form of $z_{1}$ shown in Eq. (110) has previously been identified ${ }^{28,29}$ as the relevant intensity parameter for electromagnetic interactions with hydrogen atoms.

## IX. CONVERGENCE OF PERTURBATION THEORY

In this section, the radius of convergence of a perturbation expansion will be found for one of the closed forms achieved above for a transition probability expression. This sets the stage for references about perturbation expansions in other problems in electrodynamics. In particular, it may have bearing on an experimental investigation of intense-field behavior. ${ }^{9}$
When an expression such as Eq. (98) or Eq. (99) is expanded in powers of $z$, the power series so formed is a perturbation expansion of the differential transition probability. The reason is that the intensity parameter, $z$, as defined in Eq. (17) can also be written as

$$
\begin{equation*}
z=\alpha_{0} \rho x^{2} \lambda_{c} . \tag{111}
\end{equation*}
$$

Thus, an expansion in powers of $z$ is equivalent to an expansion in powers of $\alpha_{0}$, the fine-structure constant. In Eq. (111), $\lambda_{c}$ is the Compton wavelength of the electron, $\lambda$ is the wavelength of the applied field (where $x \equiv \lambda / 2 \pi$ ), and $\rho$ is the energy density of the field divided by $\omega$. In other words, $\rho$ can be viewed as the "photon" density of the field, since it is the field energy density divided by the energy of a single photon of energy $\hbar \omega$. The physical significance of the intensity parameter, $z$, is evident from Eq. (111). It is
just the product of the fundamental electromagnetic field-charged particle coupling strength $\alpha_{0}$, times the number of "photons" contained in an effective interaction volume $x^{2} \lambda_{c}$. It really should be expected that the interaction between the electromagnetic field and a charged particle should involve more than just the basic coupling constant, $\alpha_{0}$. The electromagnetic field is a boson field, and the more particles there are in a given mode, the stronger the interaction should be. The significance of this "gregarious" nature of bosons in an intense-field problem has been remarked upon previously. ${ }^{30}$
It is not possible to do a general exploration of the perturbation expansion properties of Eqs. (32) and (45), because $\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}$ is unspecified in these equations, and $p$ is a function of $z$ as a result of the conservation condition, Eq. (33). This shortcoming does not apply to the specific results for $\mathrm{H}^{-}$stated in Eqs. (98) and (99). The complexities of the generalized Bessel function make the analytical properties of Eq. (99) quite difficult to explore, ${ }^{11}$ and so attention will be focused on Eq. (98).

The radius of convergence of an expansion of Eq. (98) as a function of $z$ is quite easy to establish. The argument of the Bessel function is
$z^{1 / 2} \gamma$, with $\gamma$ a function of $z$ as shown in the definition Eq. (34). Since the Bessel function can be written as

$$
\begin{equation*}
J_{n}\left(z^{1 / 2} \gamma\right)=\left(\frac{1}{2} z^{1 / 2} \gamma\right)^{n} \sum_{k=0}^{\infty} f_{k}\left(z \gamma^{2}\right), \tag{112}
\end{equation*}
$$

then the squared Bessel function is

$$
\begin{equation*}
J_{n}^{2}\left(z^{1 / 2} \gamma\right)=\left(\frac{1}{4} z \gamma^{2}\right)^{n} \sum_{k=0}^{\infty} f_{k}\left(z \gamma^{2}\right) \sum_{l=0}^{\infty} f_{l}\left(z \gamma^{2}\right) \tag{113}
\end{equation*}
$$

Since $J_{n}(\xi)$ is an analytic function of $\xi$ for all complex $\xi$ such that $|\xi|<\infty$, then $\sum f_{k}(\xi)$ as it appears in Eq. (112) is also an entire function of $\xi$. Then from Eq. (113), $J_{n}^{2}\left(z^{1 / 2} \gamma\right)$ is an entire function of $z \gamma^{2}$. The only singularities in Eq. (98) thus arise from the branch point in each term in the series at $z=n-\epsilon_{B}$ contributed by the $\left(n-z-\epsilon_{B}\right)^{1 / 2}$ factors. The radius of convergence of an expansion in $z$ is given by the singularity nearest to the origin. That is, this radius of convergence is

$$
\begin{equation*}
z<n_{0}-\epsilon_{B}=\left[\epsilon_{B}\right]-\epsilon_{B}, \tag{114}
\end{equation*}
$$

from Eq. (37). The square bracket in Eq. (114) signifies the smallest integer containing the quantity within the bracket. The radius of convergence given by Eq. (114) is illustrated in Fig. 13 as a function of $\epsilon_{B}$. For example, in the problem of $\mathrm{H}^{-}$photodetachment by $10.6-\mu \mathrm{m}$ radiation, $\epsilon_{B}$ $=6.41,\left[\epsilon_{B}\right]=7$, and so Eq. (114) gives $z<0.59$. In the light of Eq. (37), it is clear by inspection


FIG. 13. The radius of convergence of a perturbation expansion of Eq. (98), the differential transition probability for photodetachment of $\mathrm{H}^{-}$by circularly polarized radiation. The radius of convergence is plotted against $E_{B} / \omega$, the binding energy expressed in units of a photon energy.
that the radius of convergence of Eq. (98) cannot exceed the limit stated in Eq. (114). Should $z$ exceed the value in (114), the value of $n_{0}$ is indexed upward by one unit according to Eq. (37), and this sudden dropping of a term from the sum over $n$ is nonanalytic behavior.
It is instructive to examine the numerical results developed from Eq. (98) to see the nature of the effects manifested when the perturbation limit is exceeded. The angular distribution in Fig. 2 shows nothing unusual. This figure is for $z=1$, which is beyond the radius of convergence, but smaller $z$ values yield angular distributions much the same as Fig. 2, only lower and broader. Figure 5 also shows nothing unusual in the neighborhood of $z=0.59$. The curve remains quite smooth, nearly straight, and quite close to the low-intensity slope. The resolution of the graph of Fig. 5 into its components, as in Fig. 7, gives the first indication of failure of perturbation theory. The low-intensity lowest order, $n_{0}=7$, ceases to contribute at $z=0.59$, and higher-order terms take over. This is not evident in the total transition probability, but it is manifested in the polarization ratio results of Fig. 12, where, as discussed in Sec. VII D, the significant contributions of higher-order terms ease the angular momentum constraints associated with circular polarization. Other evidence of the failure of perturbation theory is clearly to be seen in Fig. 9, where the most important order is two orders higher than the lowest order, and even the fif-teenth-order term is more important than the eighth (lowest) order. Experimental detection of this phenomenon would require energy resolution of the photodetached electrons, in order to determine the order of the process causing detachment, as established by Eq. (35).

The next step is to inquire about the relationship of Eq. (98) to the exact analytical expression for the photoionization of $\mathrm{H}^{-}$by a circularly polarized plane wave. Equation (98) falls short in two respects. One limitation is that the ground-state
wave function employed for $\mathrm{H}^{-}$is not exact, but is simply an analytical approximation. ${ }^{8}$ In view of the lack of a precise analytical form for this wave function, there is no remedy for this defect. However, a very large class of possible $\hat{\phi}_{i}(\vec{p})$ functions will give rise to the result (114), in view of the fact that the limiting singularity was not contributed by $\left|\hat{\phi}_{i}(\overrightarrow{\mathrm{p}})\right|^{2}$, but was preexisting in Eq. (32). It is thus not unreasonable to conjecture that Eq. (114) is a generally valid outcome of Eq. (98). If it is supposed that Eq. (98) really is an exact application of Eq. (32) to the $\mathrm{H}^{-}$problem, what then, are the limitations of Eq. (32)? The most fundamental limitation is the approximate nature of Eq. (3), which is at the heart of all subsequent results. No further analysis is possible without a formal expression for correction terms to Eq. (3). None is available, but it is instructive nevertheless to consult Eq. (A18), which would be a complete formal expression for the $S$ matrix were $V_{B}$ not influenced by the applied field. Equation (32) represents the contribution of the first term in Eq. (A18). The second term has been neglected. However, the structure of the inner products in the second term in (A18) is such that one always contains a $V_{A}$ interaction term, and the other contains $V_{B}$. The leading term in Eq. (A18) contains no $V_{B}$ at all, except indirectly in $\psi_{B i}$ (which is also in the second term). Thus, the presence of the $V_{B}$ operator in the second term gives it an analytical structure distinct from the first term. New singularities in the $z$ plane can be introduced by the second term, but the branch points from the first term cannot be canceled by the second term. Therefore, the radius of convergence in Eq. (114) can be reduced, but not enlarged, if it were possible to consider the complete analytical structure of the full transition probability. Equation (114) is an upper bound (though not necessarily a least upper bound) for the radius of convergence.
Some inferences for other physical problems can be drawn from the $\mathrm{H}^{-}$results analyzed here. Lompre, et al. ${ }^{9}$ have conducted high-order multiphoton ionization experiments on noble gases at very high field intensity, and find no departure from $d(\log W) / d\left(\log z_{1}\right)=n_{0}$, where $n_{0}$ is the lowintensity limiting slope. The relevant intensity parameter for this atomic photoionization problem should be essentially the $z_{1}$ of Eq. (74), (84), or (110). As stated earlier, this is related to the Keldysh intensity parameter $\gamma$ by $z_{1}=\gamma^{-2}$. Lompre, et al. carry their experiments with 1.06$\mu_{\mathrm{m}}$ radiation as far as $10^{15} \mathrm{~W} / \mathrm{cm}^{2}$, where $z_{1} \approx 10$. Since this appears to be a true intense-field environment, they note with great interest the maintenance of a constant slope in the logarithmic
graph of transition probability versus intensity. This may very well be a phenomenon of the same sort indicated in Fig. 5, where a nearly constant value of $d(\log W) / d(\log z)$ is maintained well beyond the failure point of perturbation theory. The difficulty is that total-yield experiments simply do not offer a sensitive test of the failure of perturbative behavior (or the onset of explicit intensefield behavior).

## APPENDIX A: $S$-MATRIX FORMALISM WITH TWO POTENTIALS

The usual $S$-matrix formalism for transitions induced in a system will be extended here to the case where there are two distinct independent interaction terms. Initially, both interactions will be considered to be of equivalent importance, and both can be time dependent. Distinctions between the interaction terms will be introduced as the formalism is developed.

The system under consideration is described in full by the equation in the Schrödinger picture

$$
\begin{equation*}
\left(i \partial_{t}-H_{0}-V_{A}-V_{B}\right) \Psi=0, \tag{A1}
\end{equation*}
$$

where $V_{A}$ and $V_{B}$ can both be time dependent; $H_{0}$, $V_{A}, V_{B}$ are Hilbert space operators, $\Psi$ is a vector in Hilbert space, $t$ is a parameter external to the Hilbert space, and $i \partial_{t}$ is implicitly multiplied by the unit operator of the Hilbert space. It is presumed that the solution vectors $\Psi_{A}, \Psi_{B}$ to the equations

$$
\begin{align*}
& \left(i \partial_{t}-H_{0}-V_{A}\right) \Psi_{A}=0,  \tag{A2}\\
& \left(i \partial_{t}-H_{0}-V_{B}\right) \Psi_{B}=0, \tag{A3}
\end{align*}
$$

are known. The corresponding Green's operators satisfy the equations

$$
\begin{align*}
& \left(i \partial_{t}-H_{0}-V_{A}\right) G_{A}\left(t, t_{0}\right)=\delta\left(t-t_{0}\right),  \tag{A4}\\
& \left(i \partial_{t}-H_{0}-V_{B}\right) G_{B}\left(t, t_{0}\right)=\delta\left(t-t_{0}\right), \tag{A5}
\end{align*}
$$

with a unit operator of the Hilbert space implicit on the right-hand side. The retarded solution of Eq. (A4) is

$$
\begin{equation*}
G_{A}^{(+)}\left(t, t_{0}\right)=-i \Theta\left(t-t_{0}\right) \sum_{j}|A, j, t\rangle\left\langle A, j, t_{0}\right|, \tag{A6}
\end{equation*}
$$

where, for convenience, Dirac bra-ket notation is used for the state vectors with the correspondence

$$
\Psi_{A j}(t) \mapsto|A, j, t\rangle,
$$

and the index $j$ represents all the quantum numbers which define the state. The advanced solution of Eq. (A4) is

$$
\begin{align*}
G_{A}^{(-)}\left(t, t_{0}\right) & =G_{A}^{(+) \dagger}\left(t_{0}, t\right) \\
& =i \Theta\left(t_{0}-t\right) \sum_{j}|A, j, t\rangle\left\langle A, j, t_{0}\right| . \tag{A7}
\end{align*}
$$

The retarded and advanced Green's operator solutions of Eq. (A5) are, of course, of the same form as Eqs. (A6) and (A7). The action of the Green's operator on a state vector is seen immediately to be

$$
\begin{align*}
& G_{A}^{(+)}\left(t, t_{0}\right) \Psi_{A}\left(t_{0}\right)=-i \Theta\left(t-t_{0}\right) \Psi_{A}(t),  \tag{A8}\\
& G_{A}^{(-)}\left(t, t_{0}\right) \Psi_{A}\left(t_{0}\right)=i \Theta\left(t_{0}-t\right) \Psi_{A}(t) . \tag{A9}
\end{align*}
$$

The solution of Eq. (A1) is expressible either as
$\Psi^{(t)}(t)=\Psi_{A}(t)+\int d t_{1} G_{A}^{(t)}\left(t, t_{1}\right) V_{B}\left(t_{1}\right) \Psi^{(t)}\left(t_{1}\right)$,
or as
$\Psi^{(t)}(t)=\Psi_{B}(t)+\int d t_{1} G_{B}^{(t)}\left(t, t_{1}\right) V_{A}\left(t_{1}\right) \Psi^{(4)}\left(t_{1}\right)$.
Up to this point, the interaction operators $V_{A}$ and $V_{B}$ have been treated entirely symmetrically. Now it will be supposed that $V_{A}$ is turned off at asymptotic times, but $V_{B}$ is not; and it is the transitions caused by $V_{A}$ which are to be calculated.

The transition $S$ matrix may then be expressed either in terms of the in-state $\Psi^{(4)}$ as

$$
\begin{equation*}
S_{f i}=\lim _{t \rightarrow \infty}\left(\Psi_{B_{f}}, \Psi_{i}^{(t)}\right) \tag{A12}
\end{equation*}
$$

or in terms of the out-state $\Psi^{(-)}$as

$$
\begin{equation*}
S_{f i}=\lim _{t \rightarrow-\infty}\left(\Psi_{f}^{(-)}, \Psi_{B_{i}}\right), \tag{A13}
\end{equation*}
$$

where the subscripts $i$ and $f$ represent initial and final conditions; respectively. The physical meaning of Eq. (A12), for example, is that the $S$ matrix is the probability amplitude that an instate of the complete system (including both $V_{A}$ and $V_{B}$ ) will, at infinite time, be in some particular state of the system in which only $V_{B}$ is present.
The form of the $S$ matrix in Eq. (A12) will be examined first. For $\Psi_{i}^{(+)}$, the solution given in Eq. (A11) will be used, since this result contains $\Psi_{B}$ as the homogeneous term. Direct substitution gives

$$
\begin{aligned}
S_{f i} & =\lim _{t \rightarrow \infty}\left(\Psi_{B_{f}}, \Psi_{B_{i}}\right)+\lim _{t \rightarrow \infty} \int d t_{1}\left(\Psi_{B_{f}}(t), G_{B}^{(+)}\left(t, t_{1}\right) V_{A}\left(t_{1}\right) \Psi_{i}^{(+)}\left(t_{1}\right)\right) \\
& =\delta_{f i}+\lim _{t \rightarrow \infty} \int d t_{1}\left(G_{B}^{(-)}\left(t_{1}, t\right) \Psi_{B_{f}}(t), V_{A}\left(t_{1}\right) \Psi_{i}^{(+)}\left(t_{1}\right)\right)
\end{aligned}
$$

If Eq. (A9) is used with subscript $B$, then the only appearance of time $t$ in the integrand is in the theta function. The infinite-time limit is

$$
\lim _{t \rightarrow \infty} \Theta\left(t-t_{1}\right)=1
$$

so the $S$ matrix takes the form

$$
\begin{equation*}
S_{f i}=\delta_{f i}-i \int d t_{1}\left(\Psi_{\theta_{f}}, V_{A} \Psi_{i}^{(+)}\right)_{t_{1}}, \tag{A14}
\end{equation*}
$$

where the subscript $t_{1}$ on the scalar product in the integrand means that all factors in that product have the argument $t_{1}$. By repeated use of Eqs. (A11) or (A10), the expression in (A14) can be expanded in powers of $V_{A}$ or $V_{B}$. Suppose Eq. (A11) is used in (A14), and $\delta_{f i}$ is included with $S_{f i}$. This gives

$$
\begin{align*}
(S-1)_{f i}= & -i \int d t_{1}\left(\Psi_{B_{f}}, V_{A} \Psi_{B_{i}}\right)_{t_{1}} \\
& -i \int d t_{1} \int d t_{2}\left(\Psi_{B_{f}}\left(t_{1}\right), V_{A}\left(t_{1}\right) G_{B}^{(+)}\left(t_{1}, t_{2}\right) V_{A}\left(t_{2}\right) \Psi_{i}^{(+)}\left(t_{2}\right)\right) \tag{A15}
\end{align*}
$$

which can be further expanded by repeated use of Eq. (A11). Equation (A15) is a conventional perturbation expression in which $V_{B}$ could have been incorporated in $H_{0}$, and $V_{A}$ treated as the only perturbing potential. Of more interest here is the case in which an expansion in powers of $V_{B}$ is more tractable than an expansion in powers of $V_{A}$ An expansion in powers of $V_{B}$ is commenced by the substitution of Eq. (A10) in Eq. (A14). The result is then

$$
\begin{align*}
(S-1)_{f i}= & -i \int d t_{1}\left(\Psi_{B_{f}}, V_{A} \Psi_{A_{i}}\right)_{t_{1}} \\
& -i \int d t_{1} \int d t_{2}\left(\Psi_{B_{f}}\left(t_{1}\right), V_{A}\left(t_{1}\right) G_{A}^{(+)}\left(t_{1}, t_{2}\right) V_{B}\left(t_{2}\right) \Psi_{i}^{(+)}\left(t_{2}\right)\right) \tag{A16}
\end{align*}
$$

Repeated substitution of Eq. (A10) in Eq. (A16) gives a series in which $V_{A}$ appears once in each term, and $V_{B}$ appears with successively higher powers in each term.

If Eq. (A13) is used in place of (A12) as the defining expression for the $S$ matrix, then the result corresponding to Eq. (A16) is

$$
\begin{align*}
(S-1)_{f i}= & -i \int d t_{1}\left(\Psi_{A_{f}}, V_{A} \Psi_{B_{i}}\right)_{t_{1}} \\
& -i \int d t_{1} \int d t_{2}\left(\Psi_{f}^{(-)}\left(t_{2}\right), V_{B}\left(t_{2}\right) G_{A}^{(+)}\left(t_{2}, t_{1}\right) V_{A}\left(t_{1}\right) \Psi_{B_{i}}\left(t_{1}\right)\right) . \tag{A17}
\end{align*}
$$

As in Eq. (A16), repeated substitution of Eq. (A10) in Eq. (A17) gives a perturbation expansion in $V_{B}$. A useful form of Eq. (A17) is obtained by replacing the Green's operator with expression (A6) to yield

$$
\begin{equation*}
(S-1)_{f i}=-i \int d t_{1}\left(\Psi_{A}, V_{A} \Psi_{B_{i}}\right)_{t_{1}}+(-i)^{2} \sum_{j} \int d t_{1} \int d t_{2} \Theta\left(t_{2}-t_{1}\right)\left(\Psi_{f}^{(-)}, V_{B} \Psi_{A_{j}}\right)_{t_{2}}\left(\Psi_{A_{j}}, V_{A} \Psi_{B_{i}}\right)_{t_{1}} . \tag{A18}
\end{equation*}
$$

## APPENDIX B: GENERAL PROPERTIES

OF THE GENERALIZED BESSEL FUNCTION $\boldsymbol{J}_{n}(u, v)$
A generalized Bessel function of integer order may be defined by
$J_{n}(u, v)=(2 \pi)^{-1} \int_{-\boldsymbol{r}}^{\boldsymbol{\Sigma}} d \theta \exp [i(u \sin \theta+v \sin 2 \theta-n \theta)]$.

The infinite series representation

$$
\begin{equation*}
J_{n}(u, v)=\sum_{k=-\infty}^{\infty} J_{n-2 k}(u) J_{k}(v) \tag{B2}
\end{equation*}
$$

can be derived from Eq. (B1), or can be used as the defining relation. The series representation can be used to extend the definition to arbitrary orders if desired. Functions closely related to $J_{n}(u, v)$ have been identified and explored to some degree since the early work ${ }^{11,31-34}$ on linearly polarized intense fields, but not in a systematic way.

For purposes of numerical calculation, the doubly infinite sum of Eq. (B2) is more conveniently cast in the form

$$
\begin{align*}
J_{n}(u, v)= & J_{0}(u) J_{n / 2}(v) \\
& +\sum_{k=1}^{\infty} J_{2 k}(u)\left[J_{k+n / 2}(v)+J_{k+n / 2}(v)\right] \tag{B3}
\end{align*}
$$

for even $n$, or in the form

$$
\begin{equation*}
J_{n}(u, v)=\sum_{k=1}^{\infty} J_{2 k-1}(u)\left[J_{*+(n+1) / 2}(v)-J_{k+(n-1) / 2}(v)\right] \tag{B4}
\end{equation*}
$$

for odd $n$.
From either Eq. (B1) or (B2) it follows immediately that

$$
\begin{equation*}
J_{n}(u, 0)=J_{n}(u) \tag{B5}
\end{equation*}
$$

and

$$
J_{n}(0, v)=\left\{\begin{array}{l}
J_{n / 2}(v), \quad n \text { even }  \tag{B6}\\
0, \quad n \text { odd. }
\end{array}\right.
$$

Further direct results are

$$
\begin{align*}
& J_{n}(-u, v)=(-)^{n} J_{n}(u, v),  \tag{B7}\\
& J_{n}(u,-v)=(-)^{n} J_{\pi}(u, v) .
\end{align*}
$$

The standard recurrence relations for the Bessel functions have their analogs with the $J_{n}(u, v)$. It follows directly from Eq. (B1) or (B2) that

$$
\begin{equation*}
J_{n-1}(u, v)-J_{n+1}(u, v)=2 \partial_{x} J_{n}(u, v) \tag{B8}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{n-2}(u, v)-J_{n+2}(u, v)=2 \partial_{v} J_{n}(u, v) \tag{B9}
\end{equation*}
$$

An integration by parts in Eq. (B1) yields

$$
\begin{align*}
2 n J_{n}(u, v)= & u\left[J_{n-1}(u, v)+J_{n+1}(u, v)\right] \\
& +2 v\left[J_{n-2}(u, v)+J_{n+2}(u, v)\right] \tag{B10}
\end{align*}
$$

Various other results can be obtained by combinations of Eqs. (B8)-(B10), for example,

$$
\begin{aligned}
& u \partial_{v} J_{n}(u, v)+2 v \partial_{v} J_{n}(u, v)= n J_{n}(u, v)-u J_{n+1}(u, v) \\
&-2 v J_{n+2}(u, v), \\
& u \partial_{2} J_{n}(u, v)+2 v \partial_{v} J_{n}(u, v)=-n J_{n}(u, v)+u J_{n-1}(u, v) \\
&+2 v J_{n-2}(u, v), \\
& \frac{1}{2} \partial_{v} J_{n}(u, v)=\partial_{*} J_{n-1}(u, v)+\partial_{w} J_{n+1}(u, v) .
\end{aligned}
$$

Two important theorems can be proved from Eq. (B1). One is that

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} e^{i n \oplus} J_{n}(u, v)=\exp [i(u \sin \phi+v \sin 2 \phi)] \tag{B11}
\end{equation*}
$$

which corresponds directly to the generating function relation for the Bessel functions. The other theorem is

$$
\begin{equation*}
\sum_{k=-\infty}^{\infty} J_{n \neq k}(u, v) J_{k}\left(u^{\prime}, v^{\prime}\right)=J_{n}\left(u \pm u^{\prime}, v \pm v^{\prime}\right) \tag{B12}
\end{equation*}
$$

which is analogous to Neumann's addition theorem for the Bessel functions, and which has various useful special cases.

Small-argument results for $J_{n}(u, v)$ are easily
stated if only one argument is small. For $|v|$ <<1, the first-order result is

$$
\begin{equation*}
J_{n}(u, v) \approx J_{n}(u)+\frac{1}{2} v\left[J_{n-2}(u)-J_{n+2}(u)\right] \tag{B13}
\end{equation*}
$$

with various other forms available through use of the recurrence relations. When $|u| \ll 1$ and $n$ is odd, one has

$$
\begin{equation*}
J_{n}(u, v) \approx \frac{1}{2} u\left[J_{(n-1) / 2}(v)-J_{(n+1) / 2}(v)\right] . \tag{B14}
\end{equation*}
$$

When $|u|^{\prime \ll 1}$ and $n$ is even the lowest order in $u$ is quadratic, and is

$$
\begin{equation*}
J_{n}(u, v) \approx\left[1-\frac{u^{2}}{4}\left(1-\frac{n}{2 v}\right)\right] J_{n / 2}(v) . \tag{B15}
\end{equation*}
$$

The case when both arguments are small, and $|v|=0\left(|u|^{2}\right)$ is treated in Appendix C.
Asymptotic results for $J_{n}(u, v)$ depend upon the relative magnitudes of $n, u$, and $v$, and generally involve complicated expressions. Asymptotic results for the case of direct interest here are given in Appendix D. The partial differential equation satisfied by $J_{n}(u, v)$ is too complicated to be particularly interesting. The results given in
this appendix represent just a sampling of some of the more easily proved properties of the $J_{n}(u, v)$ functions.

## APPENDIX C: SMALL-ARGUMENT LIMIT OF THE GENERALIZED BESSEL FUNCTION $\boldsymbol{J}_{n}(u, \nu)$

The particular limit to be found is

$$
\lim _{z \rightarrow 0} J_{n}\left(z^{1 / 2} \mu, z \nu\right),
$$

where $z$ is a positive real number. That is, the notation is introduced that

$$
\begin{equation*}
u=z^{1 / 2} \mu, \quad v=z \nu \tag{C1}
\end{equation*}
$$

and $z$ is here a small parameter.
For even $n$, the form (B3) can be used. The lowest order in which $z$ appears in $J_{0}(u) J_{n / 2}(v)$ is $n / 2$. The product $J_{2 n}(u) J_{n+n / 2}(v)$ contributes terms of minimum order $2 k+n / 2$ in $z$, and since the $k$ sum starts at $k=1$, this term can be neglected. The product $J_{2 k}(u) J_{k+n / 2}(v)$ contributes terms of minimum order $n / 2$ in $z$ for $k \leqslant n / 2$. The function $J_{n}\left(z^{1 / 2} \mu, z \nu\right)$ thus behaves as $z^{n / 2}$ for small $z$, and is given by

$$
\begin{align*}
\lim _{z \rightarrow 0} J_{n}\left(z^{1 / 2} \mu, z \nu\right) & =\lim _{z \rightarrow 0}\left(J_{0}\left(z^{1 / 2} \mu\right) J_{n / 2}(z \nu)+\sum_{k=1}^{n / 2} J_{2 k}\left(z^{1 / 2} \mu\right) J_{*+n / 2}(z \nu)\right) \\
& =\lim _{z \rightarrow 0}\left[\frac{1}{\left(\frac{1}{2} n\right)!}\left(\frac{z \nu}{2}\right)^{n / 2}+\sum_{k=1}^{n / 2} \frac{1}{(2 k)!}\left(\frac{z^{1 / 2} \mu}{2}\right)^{2 k} \frac{1}{\left(-k+\frac{1}{2} n\right)!}\left(\frac{z \nu}{2}\right)^{*+n / 2}\right] \\
& =\lim _{z=0}\left(\frac{z \nu}{2}\right)^{n / 2} \sum_{k=0}^{n / 2} \frac{\left(\mu^{2} / 2 \nu\right)^{k}}{(2 k)!\left(\frac{1}{2} n-k\right)!} . \tag{C2}
\end{align*}
$$

The same type of analysis for odd values of $n$, starting from Eq. (B4), gives

$$
\begin{align*}
\lim _{z \rightarrow 0} J_{n}\left(z^{1 / 2} \mu, z \nu\right) & =\lim _{z=0} \sum_{k=1}^{(n+1))^{2}}\left[J_{2 k-1}\left(z^{1 / 2} \mu\right) J_{k+(n+1) / 2}(z \nu)\right] \\
& =\lim _{z \rightarrow 0}\left(\frac{z \nu}{2}\right)^{n / 2} \sum_{k=0}^{(n-1) / 2} \frac{\left(\mu^{2} / 2 \nu\right)^{n+1 / 2}}{(2 k+1)!\left[\frac{1}{2}(n-1)-k\right]!} . \tag{C3}
\end{align*}
$$

In each case, the result contains a factor $z^{n / 2}$, and a finite sum depending on $\mu, \nu$, and $n$.

## APPENDIX D: ASYMPTOTIC LIMIT

OF THE GENERALIZED BESSEL FUNCTION $J_{n}(u, v)$
Many possible asymptotic limits exist for $J_{n}(u, v)$, depending on the relative magnitudes of the order and the two arguments. The case that will be investigated here is the most general case that is relevant to the physical problem presented in this paper. Specifically, the conditions of interest are

$$
\begin{align*}
& u=z^{1 / 2} \alpha, \quad v=-z / 2 \\
& \alpha=8^{1 / 2}\left(n-z-\epsilon_{B}\right)^{1 / 2} \cos \theta, \\
& n \geqslant z+\epsilon_{B},  \tag{D1}\\
& n, z, \epsilon_{B}, \quad \text { real and positive, } \\
& z \gg 1,
\end{align*}
$$

where the $u, v$ parameters are as they appear in Eq. (45), $\alpha$ is defined in Eq. (46), the lower limit of $n$ is as shown in Eq. (36), and $\epsilon_{B} \equiv E_{B} / \omega$. The asymptotic nature of the problem is fixed by the large magnitude of the intensity parameter, $z$,
which requires large magnitudes for $n, u, v$.
From Eq. (B1), the function to be explored can be written as

$$
\begin{equation*}
J_{n}\left(z^{1 / 2} \alpha,-z / 2\right)=(2 \pi)^{-1} \int_{-\pi}^{\pi} d \phi e^{z(\phi)}, \tag{D2}
\end{equation*}
$$

where

$$
\begin{align*}
& g(\phi)=i\left(\alpha z^{-1 / 2} \sin \phi-\frac{1}{2} \sin 2 \phi-n \phi / z\right), \\
& g^{\prime}(\phi)=i\left(\alpha z^{-1 / 2} \cos \phi-\cos 2 \phi-n / z\right),  \tag{D3}\\
& g^{\prime \prime}(\phi)=i\left(-\alpha z^{-1 / 2} \sin \phi+2 \sin 2 \phi\right) .
\end{align*}
$$

The saddle points of $g(\phi)$ in the complex $\phi$ plane are found from $g^{\prime}(\phi)=0$, which gives

$$
\begin{equation*}
\cos ^{2} \phi_{0}-\frac{\alpha}{2 z^{1 / 2}} \cos \phi_{0}+\frac{1}{2}\left(\frac{n}{z}-1\right)=0 \tag{D4}
\end{equation*}
$$

where $\phi_{0}$ designates the saddle point. The solutions of Eq. (D4) are

$$
\begin{equation*}
\cos \phi_{0}=\frac{1}{4 z^{1 / 2}}\left\{\alpha_{ \pm i}\left[8(n-z)-\alpha^{2}\right]^{1 / 2}\right\} \tag{D5}
\end{equation*}
$$

From the definition of $\alpha$ in Eq. (D1), the radicand in Eq. (D5) is

$$
\begin{align*}
8(n-z)-\alpha^{2} & =8\left[\left(n-z-\epsilon_{B}\right) \sin ^{2} \phi+\epsilon_{B}\right] \\
& \geqslant 8 \epsilon_{B}, \tag{D6}
\end{align*}
$$

where the inequality follows from $n \geqslant z+\epsilon_{B}$ as given in Eq. (D1). The saddle points, therefore, are not on the real axis. This is made explicit by setting

$$
\phi_{0}=\phi_{r}+i \phi_{i}, \quad \phi_{r}, \phi_{i} \text { real }
$$

Equation (D5) is equivalent to the two equations

$$
\begin{align*}
& \cos \phi_{r} \cosh \phi_{i}=\alpha / 4 z^{1 / 2},  \tag{D7}\\
& \sin \phi_{r} \sinh \phi_{i}=\mp\left[8(n-z)-\alpha^{2}\right]^{1 / 2} / 4 z^{1 / 2}
\end{align*}
$$

These equations can be solved to give
$\cos \phi_{r}=\left(2 z^{1 / 2}\right)^{-1}\left\{(n+z)-\left[(n+z)^{2}-z \alpha^{2}\right]^{1 / 2}\right\}^{1 / 2}$,
$\sin \phi_{r}= \pm\left(2 z^{1 / 2}\right)^{-1}\left\{(3 z-n)+\left[(n+z)^{2}-z \alpha^{2}\right]^{1 / 2}\right\}^{1 / 2}$,
$\cosh \phi_{i}=\left(2 z^{1 / 2}\right)^{-1}\left\{(n+z)+\left[(n+z)^{2}-z \alpha^{2}\right]^{1 / 2}\right\}^{1 / 2}$,
$\sinh \phi_{i}= \pm\left(2 z^{1 / 2}\right)^{-1}\left\{-(3 z-n)+\left[(n+z)^{2}-z \alpha^{2}\right]^{1 / 2}\right\}^{1 / 2}$.
Of the four saddle points that lie between $\phi_{r}=-\pi$ and $\phi_{r}=+\pi$, two lie above the real axis and the other two below. It is the latter two saddle points through which the original path of integration can be deformed, so that the integral can be evaluated by steepest-descent approximation.
The result of a steepest-descent approximation to the integral in Eq. (D2) can be written in general as

$$
\begin{equation*}
J_{n}\left(z^{1 / 2} \alpha,-\frac{1}{2} z\right) \approx \sum \frac{\exp \left[z g\left(\phi_{0}\right)\right]}{\left[-2 \pi z g^{\prime \prime}\left(\phi_{0}\right)\right]^{1 / 2}}, \tag{D9}
\end{equation*}
$$

where the sum is carried out over the saddle points through which the steepest-descent path passes, and $g\left(\phi_{0}\right), g^{\prime \prime}\left(\phi_{0}\right)$ are found from Eq. (D3) with the values (D8) substituted. The values of $\sin \phi_{0}$ which appear in $g\left(\phi_{0}\right), g^{\prime \prime}\left(\phi_{0}\right)$ are

$$
\begin{equation*}
\sin \phi_{0}= \pm\left(2 z^{1 / 2}\right)^{-1}\left(\left\{n+z-\frac{1}{4} \alpha^{2}+\left[(n+z)^{2}-z \alpha^{2}\right]^{1 / 2}\right\}^{1 / 2}-i\left\{-n-z+\frac{1}{4} \alpha^{2}+\left[(n+z)^{2}-z \alpha^{2}\right]^{1 / 2}\right\}^{1 / 2}\right) . \tag{D10}
\end{equation*}
$$

This, together with $\cos \phi_{0}$ in Eq. (D5), gives all the information necessary to fix $g\left(\phi_{0}\right)$ and $g^{\prime \prime}\left(\phi_{0}\right)$. At one saddle point, the upper sign is to be used in boths Eqs. (D5) and (D10), and the lower sign in both (D5) and (D10) is associated with the second saddle point which lies along the deformed path of integration.

With $g\left(\phi_{0}\right), g^{\prime \prime}\left(\phi_{0}\right)$ expressed by means of Eqs. (D5) and (D10), and the results employed in Eq. (D9), the asymptotic form thus found for $J_{n}(u, v)$ is

$$
\begin{align*}
J_{n}\left(z^{1 / 2} \alpha,-\frac{1}{2} z\right) \approx & (2 \pi Q R)^{-1 / 2}\left(2 z^{1 / 2}\right)^{n}\left[(n+z+Q)^{1 / 2}+(n-3 z+Q)^{1 / 2}\right]^{n} \\
& \times\left[\left(Q^{1 / 2}+U^{1 / 2}\right)^{1 / 2} \cos \chi-\left(Q^{1 / 2}-U^{1 / 2}\right)^{1 / 2} \sin \chi\right] \exp \left[R U^{1 / 2} / 2+3 \alpha(Q-U)^{1 / 2} /(32)^{1 / 2}\right] \tag{D11}
\end{align*}
$$

where

$$
\begin{aligned}
\chi= & 3 \alpha U^{1 / 2} /(32)^{1 / 2}-R(Q-U)^{1 / 2} / 2 \\
& -n \arccos \left[(n+z-Q)^{1 / 2} / 2 z^{1 / 2}\right], \\
Q= & {\left[(n+z)^{2}-z \alpha^{2}\right]^{1 / 2}, } \\
R= & \left(n-z-\frac{1}{8} \alpha^{2}\right)^{1 / 2}, \\
U= & \frac{1}{2}(n+z+Q)-\frac{1}{8} \alpha^{2} .
\end{aligned}
$$

An alternate way to express Eq. (D11) arises from the relation

$$
\begin{align*}
& \left(2 z^{1 / 2}\right)^{n}\left[(n+z+Q)^{1 / 2}+(n-3 z+Q)^{1 / 2}\right]^{n} \\
& \quad=\exp \left\{-n \operatorname{arcsinh}\left[(n-3 z+Q)^{1 / 2} / 2 z^{1 / 2}\right]\right\} \tag{D13}
\end{align*}
$$

Equation (D11) is the most general asymptotic form of $J_{n}(u, v)$ which follows from the conditions stated in Eq. (D1).
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