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We have measured the absolute wave numbers of the 2s 3S,-2p *P, transitions in ’Li* by laser fluorescence
spectroscopy on an ion beam. Using the hyperfine structure (hfs) theory of Jette, Lee, and Das, we have
extracted the following hfs-free wave numbers: o(2s °S,-2p *P,)=18 231.3030(12), o'(2s °S -
2p *P,)=18 226.1082(12), and o'(2s 3S,-2p°P,)=18 228.1979(12) cm™~". By subtracting the theoretical values of
Accad, Pekeris, and Schiff, we obtain the differential Lamb shifts $ (25 °S,-2p 3P)=1.2539(16), s(2s °S}-
2p *P,)=1.2543(16), and $(2s °S,-2p *P,)=1.2545(16) cm™'. These results are in agreement with the
calculations of Ermolaev and with earlier measurements by Bacis and Berry. The fine-structure intervals
obtained from the absolute wave numbers are in agreement with the theory of Accad et al. and with the
measurements of Bacis and Berry, but they exhibit a disagreement, which amounts in one case to two standard
deviations, with the recent more precise results of zu Putlitz and co-workers.

I. INTRODUCTION

The Lamb shift, fine structure (fs), and hyper-
fine structure (hfs) in the spectrum of Li*, the
second member of the helium isoelectronic se-
quence, have been studied extensively over the
years.'™ In contrast to the hydrogenic case, the
excited states of a given principal quantum num-
ber are far from degenerate, making it impossible
to measure the Lamb shift by microwave tech- .
niques. In spite of this, the experimental accur-
acy® is currently superior to that of the theoreti-
cal calculations.'® The major obstacle for the-
orists is not the lack of accurate nonrelativistic
wave functions, which have been available for some
time'®; the central problem is the difficulty in
carrying out two-electron oscillator-strength sums
over all discrete and continuum states of the ion.'®
The development of consistent and sophisticated
methods for the inclusion of quantum electrodyn-
amic effects in calculations on two-electron atoms
would be a major step forward in the theory. It
has already been shown in the case of He that the
theory can be advanced to the point that a fine-
structure measurement on a two-electron atom
can yield a measurement of the fs constant a to
better than 1 ppm, which is more accurate than
the value of a derived from hydrogen fs measure-
ments.'” Recent measurements of the Lamb shift,
fs, and hfs in Li* have generated an urgent need
for further theoretical progress.

In the present paper we will describe a new ex-
periment which significantly improves our know-
ledge of the differential 2s3S,-2p 3P, Lamb shifts
in "Li* and which adds some useful information
concerning the serious discrepancy between the
experimental and theoretical values of the 2p°P,
fs intervals.'* Briefly, the measurement carried
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out was a determination of the absolute wave num-
bers of the 2s35,-2p °P, transitions at 548.5 nm
(see Fig. 1) using laser fluorescence spectroscopy
on a Doppler-tuned ion beam. An important new
averaging technique was introduced which allowed
the wave numbers to be measured to an accuracy
of 0.0012 cm™ and eliminated the need for accurate
knowledge of the ion-beam energy. With the aid of
the fs and hfs calculations to be described in the
following section, these measurements enabled us
to determine the differential Lamb shifts to an ac-
curacy of 0.0016 cm™.

II. THEORY

The most accurate calculations of the Li* 2s3S,-
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FIG. 1. Partial Grotrian diagram of "Li* showing the
levels investigated.
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2p %P, interval are those of Accad, Pekeris, and
Schiff (APS).'¢+'® Accurate nonrelativistic wave
functions were obtained by a variational calcula-
tion employing a triple series of Laguerre poly-
nomials of the perimetric coordinates (linear com-
binations of the distances of the two electrons from
the nucleus and the interelectronic distance), thus
effectively including the correlation effects which
are quite important for n =2 states. Relativistic
effects up to order o were added by perturbation
theory, as was the mass-polarization correction
for the finite mass of the nucleus. They also com-
puted the fs intervals to order a® Neither the
Lamb shift nor the effect of singlet-triplet mixing
were included in the original calculation. The im-
portance of the latter was emphasized by Ermolaev
and Jones,'® and the resulting shift of the 2p 3P,
level was computed by them and by APS.'® At the
present time, then, the best theoretical estimates
of the transition wave numbers excluding radiative
corrections are'¢:!8

¢(0)=18232.5569(10) cm™,
0(1)=18227.3625(10) cm™,
0(2)=18229.4524(10) cm™ ,

where o(J) is the wave number of the 2s35,-2p 3P,
transition.

The earliest calculation of the order a® radi-
ative corrections to the 2s3S, energy was Dalgar-
no’s estimate®:

E, =1.14(10) cm™,

(Note that some authors state the shift of the ion-
ization potential; this differs by a sign from the
energy-level shifts we list.) Berry and Bacis®
extrapolated the He calculations of Suh and Zaidi*
to obtain

E;=0.99(4) cm™,

They had made a preliminary measurement® of the
2s53S,-2p °P, differential Lamb shift, obtaining??

8(2s°%5,-2p°P,) =1.274(15) cm™,

and they suggested that the large discrepancy was
due to an unexpectedly large negative shift of the
2p°P, level. Ermolaev has calculated'® the shifts
of both levels, showing that indeed the 2p °P, level
has a Lamb shift which is nearly two orders of
magnitude greater than the value +0.007 cm™ ex-
pected for a 2p electron in a Z =2 hydrogenic ion.
The major contribution to E,(2p °P,) comes from
the electron density term 6E,, which is propor-
tional to the electron correlation function, For
the n°P states, but not the #'P ones, the corre-
lation is quite substantial and negative: The elec-
tron density at the nucleus is lower than in the
|1s) state of the hydrogenic ion. A second contrib-

ution to E; is 6E,, a sum of terms involving elec-
tric-dipole oscillator strengths between the given
state and all other states of the ion. Ermolaev has
computed this by an effective-oscillator-strength-
sum method employing simple wave functions; the
same method applied to He gives results in rea-
sonable agreement with the direct summation by
Suh and Zaidi.?* The uncertainty in the term 3E,
is estimated to be +0.040 cm™ in the case of 2s3S,
and +£0.037 cm™ for 2p°P,. Altogether, Ermolaev
calculates

E,(2s35,)=1.025(55) cm™,
E,(2°P,)=-0.291(41) cm™*.

In any actual measurement on Li* one must deal
with the additional complication of hyperfine struc-
ture. The hfs splittings are only an order of mag-
nitude smaller than the fine structure, so that lev-
els of the same F but different J are mixed. Jette,
Lee, and Das® have carried out a linked-cluster
many-body perturbation calculation of the 2p °P
hfs. Their work has been confirmed to +0.0003
cm™ by a variety of experimental techniques,'?-!4-24
and we have also measured the hyperfine intervals
by the same method used by Lurio and co-work-
ers,'?:13 with results in good agreement. Thus we
conclude that the hfs is well understood at the level
of precision (+0.001 cm™) aimed at in the Lamb
shift and fs measurements to be described below.
In order to extract a Lamb-shift value from the
measured wave number of a particular hyperfine
component, we first obtain the hypothetical inter-
val ¢(J) that would exist in the absence of hfs,
using the theoretical hfs energies of Jette, Lee,
and Das. This can then be compared directly with
a 2s35,-2p %P, interval calculated by APS to yield
a Lamb shift.

III. EXPERIMENTAL METHOD

Laser fluorescence spectroscopy on a Doppler-
tuned ion beam has been used by several
groups,'?+ 13,2527 principally because of the narrow
optical linewidths® and the relative ease with which
the frequency scale may be calibrated. However,
unless small frequency intervals are being mea-
sured, the ultimate limit on the accuracy of such
experiments is usually the precision with which
the ion-beam energy can be measured. This en-
ergy is not simply related to the accelerating volt-
age because of ion-source plasma potentials, un-
known potential distributions within the source,
contact potentials, and charging of surfaces within
the vacuum chamber. We have developed a method
which yields absolute wave numbers to +0.001
em™ without precise knowledge of the absolute ion-

- beam energy. It requires a minimum of two mea-
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surements to determine a wave number, and the
ion-beam energy must remain very stable during
these measurements. Consider an ion beam and a
laser beam traveling in opposed directions at an
angle 6, and superimposed over some region (see
Fig. 2). In order to achieve resonance with an op-
tical transition at frequency v, in the ion’s rest
frame, the laser frequency v, will have to be set
to a frequency v, =v, <y, because of the blue Dop-
pler shift. For a given beam energy E, the reso-
nance condition is given by the relativistic Doppler
formula

Vo= v.(1+B, coée)ua, (1)

in which B,=v,/c~ (2E,/Mc*)"?, y,=(1 -p2)2,
and M is the ionic mass. If the laser beam is
reflected precisely back on itself, resonance can
also be achieved at a new laser frequency v, =v,
>v,, using the red Doppler shift of the retrore-
flected beam. For this case,

Vo= v,(1 =B, cosb) v, ’ (2)

and we can always choose v, and vy, so that reso-
nance occurs at approximately the same beam en-
ergy E,~E,. Equations (1) and (2) may readily be
solved for v, by eliminating cosf, yielding

Vo =VaVp(Ba+By)/(vy By /vy + 7.,{3,,/1/,,)_. 3)

This expression is remarkably insensitive to vari-
ations of both E, and E, by the same amount, cor-
responding to an uncertainty in the absolute ion-
beam energy. Thus, if we let E,=E{’+AE and
E,=E{®+AE, we find for typical experimental
parameters that dv, /dE~5X10® cm™/eV. In
fact, it is easy to see from Eq. (3) that v, is en-
tirely independent of E,,E, in the special case
E,=E,. We show in Eq. (9) below that the energies
E, and E, really enter in the form E}/? -E}/?, in
first order, and this expression can be determined
much more precisely than E, or E, .

For historical reasons® we chose an ion-beam-

optical S,

laser-beam intersection angle §~ 11° rather than
collinear geometry (see Fig. 2). A cw-dye-laser
beam passes through a fiducial aperture S,, inter-
sects a Li* beam, passes through a second aper-
ture S,, and is then reflected upon itself, using S,
and S, to guarantee accurate alignment. The laser
power was typically 8-15-mW single mode, spread
over a diameter of 4 mm by a beam expander and
a spatial filter. An isolator was used to prevent
the return beam from entering the laser and caus-
ing instabilities. In practice it was also neces-
sary to deviate the return beam by about 0.4 mrad
in the direction perpendicular to the plane of in-
tersection of the laser and ion beams. This angle
adds in quadrature with 6 and has a negligible ef-
fect.

The laser frequency was stabilized and mea-
sured by locking it to a suitably chosen I, absorp-
tion line, whose centroid wave number is known
absolutely to +0.001 cm™ from the work of Luc
and Gerstenkorn.®’3! Although it is possible to
achieve a conventional first derivative lock to the
peak of the I, line using a jitter applied to the laser
cavity mirror, such a lock proved too unstable for
the desired precision. The I, lines are superpos-
itions of many hfs components, resulting in marked
asymmetry near the peak of the even-J lines and
very flat tops for the odd-J lines. The effect of
this was excessive drift and uncertainty in the
laser frequency. Furthermore, the centroid and
the peak absorption frequency do not coincide, so
that an understanding of the I, line shape is neces-
sary in any case. Consequently, we chose to.lock
the laser cavity sequentially to the half-maximum-
absorption points of a chosen I, line using the dc-
ratio method.

The details of the laser lock were as follows. A
portion of the laser light was picked off and passed
through a beamsplitter; half went directly to a Si
photodiode (B in Fig. 2), and the other half tra-
versed an insulated room-temperature I, absorp-
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FIG. 2. Schematic diagram of the apparatus. A photomultiplier views the intersection region through the cxrcular

mesh on top of the postacceleration box.
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tion cell before striking a second photodiode (A).
After separate amplification of the two photocur-
rents I, and I, the ratio I,/I, was formed by an
analog divider. This ratio is proportional to the
transmittance of the I, cell, independent of laser
amplitude fluctuations. In order to suppress spur-
ious variations of this ratio arising from laser
pointing instability, the direction of the input beam
to the I, system was narrowly defined by a pair of
2-mm apertures separated by about 70 cm. The
divider output was compared with apreset reference
voltage V_,,; thedifference, after further amplifica-
tionwith a0.22-sec time constant, served as the cor-
rection signal for locking the laser cavity mode to
the side of the I, line. Depending on the desired
side of the I, line, the correction signal was in-
verted or not, and then fed to the cavity auxiliary
input of a Spectra-Physics 481A laser controller
to complete the loop. A second loop locked the
laser’s mode-selecting étalon to the cavity mode
using a conventional first derivative lock with a
1-kHz jitter applied to the é&talon’s piezoelectric
transducer. By varying V_,, the laser could be
locked to any chosen point on an I, line with a
maximum excursion of +2.5 X10™* cm™ for the
weaker lines, and +1.0 X10™ cm™ for the strong-
est, over the time taken to accumulate a complete
spectrum. The laser FM noise outside the band-
pass of the loop was inconsequential in view of the
0.1-sec dwell time of the multichannel analyzer
(MCA) used to record the spectra.

The ion beam was produced by a low-pressure.
oscillating-electron-bombardment ion source lo-
cally designed and constructed. It produced typi-
cally 100 nA of "Li" at the laser intersection, some
1.7 m downstream. Roughly 3% of the ions were
in the 2s3S, metastable level, a very significant
improvement over previous experiments.'?"'* A -
full description of the source will be given else-
where.® The ion beam was accelerated to energies
in the range of 4100-6300 eV and mass-selected
by a Wien-type mass filter. At the entrance to the
scanning box (see Fig. 2) the ion beam was further
accelerated as it passed between a pair of closely
spaced grids oriented perpendicularly to the ion
velocity in order to avoid deflection of the beam,
The scan box voltage at resonance was typically
-450 V.,

In a typical experiment, the laser was locked
first to vZ, the low-frequency half-point of the I,
line chosen for the “a” measurement. The ion-
beam energy was then scanned by varying the po-
tential applied to the postacceleration box sur-
rounding the interaction region. The laser-induced
fluorescence emitted into a cone perpendicular to
the plane of intersection was viewed by a cooled
photomultiplier, and a spectrum was accumulated

by recording the photocurrent versus scan voltage
on the MCA. The MCA’s channel-advance pulses
were counted by a scaler whose output was pro-
cessed by a D/A converter to produce a staircase
scan voltage. After amplification the staircase
voltage was added to a dc pedestal voltage and ap-
plied to the postacceleration box. The calibration
of the scan voltage versus channel number was
checked before and after each spectrum, and was
stable and accurate to better than 0.01%. Depend-
ing on the signal-to-noise ratio, between 5 and 20
scans at 0.1-sec/channel, were required to obtain
a spectrum. This procedure was then repeated
with the laser locked to v¥, vI, and vf, where
the superscripts (L, H) refer to the (low, high) fre-
quency sides of the I, lines, whose centroids are
VoK v,) and v,(>1,). To obtain an experimental
measure of ion-beam-energy drift over the course
of the measurements, the laser was returned to
the a I, line and the vL and v¥ runs were repeated.
Thus, each experiment produced six spectra in
the sequence a-b-a, or occasionally b-a-b.

IV. DATA ANALYSIS

A typical fluorescence spectrum is shown in Fig.
3 for a peak energy of 5.5 keV; the calibration is
approximately 1.2 eV/channel. The resonance line
shape is determined primarily by the energy dis-
tribution of the ion beam; the overall width of the
line arises from energy spread and angular di-
vergence of the ion beam in roughly comparable
amounts. In the spectrum shown the full width at
half maximum (FWHM) is 15 eV, corresponding to
an optical resolution of 950 MHz, and the shape is
noticeably asymmetrical, as has been observed by
other workers.'?*!* In order to extract a single

signal (arb. units)

2 1 1 L | 1 |
150 200 250
channel

FIG. 3. A sample fluorescence spectrum, showing the
$—3 component of the 2535,-2p°P, transition, at a beam
energy of 5.5 keV, Total data accumulation time is 0.5
sec/channel, The dotted line is the least-squares fit.
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number which characterizes the position of the
peak of the line, we made a least-squares fit to an
asymmetrical Gaussian plus a background:

C(N)=A exp[-(N -N,)?/¥*] +B,

where

y= Yy, N<N,
Tr> N>N0‘

Here, -C(N) is the number of counts in channel N,
and the fitted parameters are A, B, N,, y,, and
¥Yr- The exact shape of the curve is of no impor-
tance; the method relies on the fact that the fitted
parameter N, is related to the “true center” of the
line (in the hypothetical situation of no Doppler
width) in the same way for each of the four choices
vE, vH v, and v¥ discussed above.

The N, values were converted to beam energies
using the scan calibrations; the final beam energy
E for a given N, was the sum of the total voltage
on the box and the acceleration voltage applied be-
tween the ion source and ground. The latter was
measured to 0.1% accuracy. Over the complete set
of data, the rms drift of E between the first pair
and last pair within a set of six measurements was
1.1 V. Several runs in which the drift was sub-
stantially greater than this were not included in the
data analyzed; these larger drifts generally re-
sulted when the source had not been conditioned
by running it for sufficient time following a lithium
reloading. The repeated value of EX or E¥ was
averaged with the original one, so that a set of six
spectra produced four peak positions EL, E# EL,
and Ef, from which the wave number of a single
Li" transition was extracted.

The extraction of the Li* wave numbers was
complicated by the fact that the spectra were taken
with the laser set to half-maximum-absorption
points of I, lines, whereas it is the centroids of
these lines which are known. From the measured
hfs constants of Levenson and Schawlow,® it is
possible to model accurately the line profile of a
given rotational component of the I, B-X transition,
using the summed absorption coefficients of the
various hfs components. A detailed discussion of
the I, line shape is given in the Appendix. From
such a model, the position of the centroid v rel-
ative to the half-maximum-absorption points can
be calculated; this is expressed by a parameter

r=(-vi)/(w¥ -vk). (4)

A completely symmetric line would have » =0.5.
Even though the » values were accurately cal-
culated for the known hfs, it is important to note
that they are only weakly dependent on these pa-
rameters. As is shown in the Appendix, the un-
certainties in the hfs and in the measured trans-

mission lead to errors in determining the centroid
which are no larger than 4X10™° cm™,

In order to express the Li* resonance frequency
vV, in terms of experimentally determined quanti-
ties, we first apply Eq. (1) to the cases v, =vL and
v, =v¥ to obtain

Vo /vE = 9L (1 +BL cosk) (5a)
and
vy /vH=9yH(1+87 coso?). (5b)

As can be seen from Eq. (4), the centroid v is the
weighted average of vZ and v¥; in particular, for
case a, ‘

= L H
V=1 =r))vl+r vl

Furthermore, because v¥ —vZ«<y,, we have the
excellent approximation

1/v,=(1 =7)/vE+r, /vE,

with a fractional error of less than 1072, Thus
we have from Egs. (5):

VO /va = (Ya + Ya Ba COSQG) ’ (6)

in which the brackets ( ) indicate the weighted
average, e.g.,

<7a> = (1 _Ta)}'{; + ra'yg .
For case “b” we obtain a similar expression,
Vo /Vy =¥y = 3 By COSB,) . (7

Assuming that 6% =97 =6} =6 =6, we can eliminate
cosé to yield the generalized form of Eq. (3):

b= S (¥ By) + () (¥aPBa) @)
° <7b Bb)/ya+<7a6a>/vb )

To display explicitly the first-order dependence
of v, on energy and angle, we set y,=7y,=1 in Egs.
(6) and (7) and combine the resulting equations to
give

Vo= v*[1+3((8, cosb,) — (B, cos6,))], 9)

where

vk=2y,1, /(v,+1,).

Suppose that all four beam energies that go into
the calculation of v, are shifted by the same amount
AE. From Eq. (9) we find

dvy _ 3y, , 3y, AV, AV,
= 2o 10
dE  oEL ' BE” ' BEL ' BEN (10a)

= (v*/2Mc?)((B;" cosb,) — (B;' cosb,)) (10b)
=5X107¢

in cm™Y/eV for typical experimental parameters.
Thus even a AE of 100 eV produces a change in
v, of only 5X10™ ¢m™. Consider, however, the
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sensitivity of v, to a change in one of (E,) or (E,),
as represented by the first or second term of Eq.
(10b):

dv, v* -
2y = () 5 cos
=1,2x1073 (11)

in cm™/eV. This number gives an indication of
the errors to be expected from drifts in ion-source
potentials during a set of measurements. We deal
with such drifts by making a-b-a or b-a-b se-
quences of measurements, as discussed earlier,
and by averaging data from different days to fur-
ther reduce the effect of small drifts. Note also
from Eq. (11) that v, becomes less sensitive to
these drifts at higher ion-beam energies.

To see the effect of angular drifts, suppose (6,)
differs by an amount Ag, from (6,). From Eq. (9)

we have p
dv, v, 9y,
= 12
a6,y  o6L ' a6f (122)
~=3V*(B,sinb,) (12b)
=2.3%1073

cm™'/mrad, typically. The laser beam is con-
strained by apertures to have an angular wander
<0.2 mrad. The ion beam is constrained to about
the same degree; in this case one of the “aper-
tures” is the intersection with the laser beam.
Angular wander of the ion beam was further
checked with a Faraday monitor downstream
from this intersection. Changes in the angle of
intersection from either cause, occurring some-
time in the a-b-a or b-a-b measurement se-
quence, would appear as a shift in the peak posi-
tions EL and E# and would cause rejection of the
run if large enough. Small departures from the
6,=6, condition assumed in deriving Eq. (8) can
be averaged out with sufficient data. From Eq.
(12b) it can be seen that the error in v, arising
from an inequality of these angles can be made
substantially smaller by going to collinear geome-
try; in this case the sing, of Eq. (12b) would be
replaced by a measure of the effective ion-beam
angular divergence.

Table I summarizes the values of o(J) obtained
from the measured wave numbers of the various
hfs components ¢(F, F’), using the hfs corrections
of Jette, Lee, and Das.?® Also shown are the ref-
erence numbers of the I, lines used,*® and in the
last column the Lamb shifts 8. The standard de-
viation of the mean of the J =0 results is 7X10™
em™, and we take this as an external estimate of
the error arising from the energy and angle drifts
discussed above, and from the internal consistency

TABLE I. Measured values of the hfs-free wave num-

bers o(J) and Lamb shifts 8(J) of the 2s°S-2p °P, tran-

sitions in "Li*.

I, line no. ? o()° 8(J)

J F—F' a b (em™}) (ecm™}

0 4+—4% 3683 3963 18231.3032 1.2537

0 #—% 3664 3986 31.3041 1.2528

0 $—% 3658 3986 31.3046 1.2523

0 #—% 3671 3970 31.3019 1.2550

0 $—% 3671 3970 31.3013 1.2556
Average © 31.3030(12) 1.2539(16)

1 $—-% 3642 3942 26.1081 1.2544

1 4—%+ 3642 3942 26.1090 1.2535

1 $—-% 3634 3948 26.1076 1.2549
Average © 26.1082(12) 1.2543(16)

2 $#—% 3649 3954 28.1979 1.2545

2 $—4% 3649 3954 28.1976 1.2548

2 $—% 3664 3938 28.1983 1.2541
Average © 28.1979(12) 1.2545(16)

2 Gerstenkorn and Luc, Ref. 30.
b 18200.0000 cm™! must be added to all except the first

entry.
¢ Errors represent 10; their estimation is discussed

in the text.

of the I, lines. The latter is quoted in Ref. 31 as
5X10™ cm™; this is good evidence that ion- and
laser-beam instabilities did not introduce a large
amount of scatter into the data. In arriving at a
final error estimate for o(J) we must also include
a +0.001 cm™ uncertainty in Gerstenkorn and Luc’s
absolute calibration.®® This in some degree dupli-
cates the I, internal-consistency error estimate,
but we prefer to state a conservative error esti-
mate. To arrive at the Lamb shifts we must sub-
tract the APS values for the 2s35,-2p 3P, transition
wave numbers; these have an uncertainty of +0.001
cm™, which we have added in quadrature. The fin-
al values of 8 obtained for J=0,1, 2 are given in
Table II. They are in excellent agreement with the
results of Bacis and Berry,® and with the theoreti-
cal calculations of Ermolaev.!® Note that the val-
ue of 8 (2s5°5,-2p °P,) from Ref. 8 has been cor-
rected for singlet-triplet mixing; this correction
was discussed in Ref. 8, but was omitted as a re-
sult of an oversight.

The only J-dependent quantity which enters the
Lamb-shift calculations is the anomalous-mag-
netic-moment term, estimated as 0.006 cm™ for
the 2p°P, level. Ermolaev has not made estimates
of this term for the 2p 3P, and 2p P, levels, and
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TABLE II. Comparison of calculated and measured values of the 2s351-2p 3p, differential

Lamb shifts 8(J) in "Li*.

8(0) 8(1) 8(2)
Author (cm™Y) (ecm™?) (ecm™Y)
Ermolaev ? 1.3160(686)
Bacis and Berry" 1.2502(40) ©
This work 1.2539(16) 1.2543(16) 1.2545(16)

2 Reference 15.
b Reference 8.

¢ Corrected from value given in Ref. 8. See the text.

his high-Z theory'® cannot be applied to give ac-
curate results in the case Z=3. In comparing our
three Lamb shifts, it must be noted that the Ger-
stenkorn and Luc calibration uncertainty does not
enter independently into the shifts; thus the differ-
ences have an uncertainty of +0.0010 cm™. Within
these limits we find no evidence of a significant J
dependence of the Lamb shift.

The o(J) values of Table I may be combined to
give fine-structure intervals A¢,, and Ag,,, and
these are listed in Table III. In estimating the
error of these fs intervals we have used the in-
ternal consistency of the I, lines and the external
error estimate discussed above. The Ao’s are in
excellent agreement with the less-precise experi-
mental values of Ref. 8 and with the theoretical
values of APS. There is a two standard deviation
discrepancy between our value of Ag,, and the very
precise experimental value of zu Putlitz and co-
workers,'* which is itself in disagreement by 22¢
with the APS value. A proposed new measure-
ment* of the fine-structure intervals may resolve
this discrepancy.

V. CONCLUSIONS

We have demonstrated a precision method for
using Doppler-tuned laser spectroscopy to mea-
sure optical-transition wave numbers to an ac-
curacy of 0.001 cm™ without the need for accurate

knowledge of the absolute ion-beam energy. Ysing
this approach, we have measured the Lamb shifts
of the 2s35,-2p 3P, transitions in "Li* to a precis-
ion of 0.0016 cm™, and the 2p °P fine-structure
intervals to 0.0012 cm™. The Lamb shifts are now
known to a precision about 40 times greater than
existing theoretical estimates, and we hope these
measurements will encourage improved calcula-
tions. The present experimental accuracy is lim-
ited principally by the absolute accuracy of the I,
wave numbers, and also by drifts in the energy
and angular position of the ion beam. The former
limitation could be overcome by a considerably
more elaborate experiment in which the laser
frequency was stabilized to an I, absorption as at
present, but calibrated against an I,-saturated-
absorption stabilized HeNe laser. Such a laser
system would motivate further suppression of en-
ergy and angle shifts, which could easily be
achieved by going to higher energies and collinear
geometry. Future work should improve the ac-
curacy of these Z =3 measurements and extend the
method to the next two members of the helium iso-
electronic sequence.
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APPENDIX: I, LINE SHAPE

The Doppler width of an I, absorption line in the
neighborhood of 18 200 cm™ is approximately 420
MHz at 20 °C. However, as a result of hfs, the
observed lines have widths of about 1 GHz and are
markedly asymmetric. In a recent Fourier-trans-
form spectroscopy study of Gerstenkorn and
Luc,3°: 3! averaging with an aperture function and
a Fourier-apparatus function were used to ensure
that the observed frequency of maximum absorption
equalled the centroid of the hfs, given by

VEZA, v?/ZAi , (A1)

in which {v9,i=1,n} are the central frequencies

of the various hyperfine components (z=15 for
even J”, 21 for odd J”), and the A, are their rel-
ative absorption strengths. The centroids of some
22000 lines were measured to an absolute accuracy
of £0.0010 cm™.

In our experiment the transmittance of the laser
light through an I, cell was used to determine the
laser frequency. Under these conditions the I,
line shape is determined by the Doppler width and
the hfs.?® The total absorption coefficient %, is de-
fined by

I,(1)=1,(0)exp[~(k,/ko)ko1], (A2)

in which I,(1) is the intensity of light of frequency
v transmitted through a cell of length I, I,(0) is
the intensity of the light entering the cell, and k&,
is the hypothetical maximum absorption coefficient
in the absence of hfs. In the present case,

Bo/ko=2 A /304, (a3)
7 1
where

A;=2(v -v9)(In2)V2/Av, (A4)

and Ay, is the FWHM Doppler width. The quantity
kol is determined from the experimentally mea-
sured transmission of the particular cell, using
Egs. (A2)-(A4).

A systematic study of the variation of I, hyper-
fine parameters with vibration and rotation quan-
tum numbers has been carried out by Levenson
and Schawlow.?® The most drastic variation they
noted was the dependence of the spin-rotation in-
teraction constant C on Er, the vibrational energy
of the B state. They were able to parametrize this
dependence as

C=(u, /I)[1.2X10%/(4400 - E,») - 12.5)

(C is in kHz), where E, is in cm™ and p, is the
magnetic-dipole moment of the spin- 3 '*'I nucleus.
In the region of interest for us, the agreement be-
tween this curve and experiment is such that we
can confidently assign conservative error esti-
mates of +5 kHz to the predicted values of C. The
electric-quadrupole coupling-constant difference
AeQq shows only a very slight variation through-
out the entire range they studied; over the v'=24
to 28 region of interest in our experiment, it may
be taken to have the constant value 1928 + 25 MHz.
We are thus able to calculate accurately the hfs of
any I, transition used in our studies. In doing so
we insert the hfs constants from Levenson and
Schawlow into the hyperfine Hamiltonian®® and then
diagonalize it to obtain the locations of the hyper-
fine components v{.

For each Li* run we can calculate the Doppler
width from the measured cell temperature; to-
gether with the hfs constants appropriate to the I,
line used, this completely determines the function
k,/k, given in Eq. (A3). The parameter %,! is then
determined from Eq. (A2) by the requirement that
the maximum theoretical absorption equal the mea-
sured value for the run. The I, line-shape function
1,(1)/1,(0) is then completely determined, and a
computer then calculates 7 from the half-maxi-
mum-absorption frequencies and the centroid.
Such a calculation is performed for both #, and 7, .

The 7 values obtained by this method are quite
insensitive to the details of the hfs. If we vary C
and AeQg within the limits of error given above,

7 changes by at most 0.0015, which leads to an
error in v, of only 1 MHz (4X10™ ¢cm™), which is
entirely negligible. The 0.2% uncertainty in the
transmittance measurement leads to an even
smaller contribution to the error in vy,.
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