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An Enskog-like kinetic equation for chemically reacting fluids is introduced phenomenologically. It is
proved that the suggested dynamical theory is compatible with thermodynamics (it includes the proof of an
H theorem) provided one compatibility condition restricting the choice of the phenomenological quantities
introduced by the proposed Enskog-like theory is satisfied. This work follows closely the similar discussion
in Part I (preceding paper), where the inert fluids were discussed.

I. INTRODUCTION

The enormous success of kinetic theory for di-
lute systems as a result of the establishment of
Boltzmann’s equation has been now fully recog-
nized.!'?> Also, Enskog’s empirical extension of
this method to the case of hard sphere dense
fluids has been largely accepted® as an adequate
way of understanding the nonequilibrium proper-
ties of such systems although its mechanisitic
foundations are even less understood than in Boltz-
mann’s case. Kinetic theory, however, stands on
its own and at a mesoscopic level it represents
a structure from which one is able to obtain all the
properties of a macroscopic system, both far away
from equilibrium and in the equilibrium state, in
terms of the microscopic information still con-
tained in the first few particle distribution func-
tions. It is almost unnecessary to emphasize that
in the dilute gas case it gives a well-understood
scheme of how the system evolves in time from
an arbitrary initial state to its equilibrium one.
The existence of this latter state can be indicated
(H theorem), the entropy production equation is
obtained as well as the features of the hydrody-
namic regime and the equilibrium thermodynamics
for the ideal gas is recovered. A similar study of
the intrinsic consistency of the Enskog theory, that
included, for example, an H theorem has been
discussed only very recently.*’!? Of course, one
would also like to have some experimental evi-
dence casting light on the validity of a kinetic
equation. Although this may be partially accom-
plished by studying correlation functions of the
single, pair, etc., particle distribution functions
by light, neutron, and other types of scattering,
direct experimental information on the particle
distribution function themselves is almost too
hard to obtain. Thus, the sought after validity of
the theory is only evaluated via the results which
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are obtained, for instance, for the transport coef-
ficients in the hydrodynamic regime, or the re-
sults which characterize the equilibrium state.
The comparison of the experimental and theoreti-
cal results is thus an indication of both the validity
of the chosen kinetic theory and the validity of the
theoretical methods used to extract the hydrody-
namic kinetic theory. There is still the additional
requirement that any kinetic theory ought to be
derivable from a purely mechanistic approach,
i.e., Liouville’s equation, but we shall not stress
this point here.

After these somewhat lengthy remarks we would
like to enter into the main subject of this paper,
namely, that of envisaging the somewhat more
complicated problem of chemical dynamics from
the mesoscopic point of view. This is of course
not the first time the problem is approached this
way and some comments are pertinent to justify
such an attempt. From the phenomenological
point of view chemically reactive systems still
pose a large number of unresolved guestions.
Among the most relevant is the fact that the mac-
roscopic rate equations are highly nonlinear and
only until very recently the features of these non-
linearities are being unveiled.® Also, the validity
of the Arrhenius equation still by far the most
trusted form of systematizing chemical data, is
not clearly understood.® In the linear nonequilib-
rium regime, chemical relaxation has always been
studied under the assumption that viscous effects,
if present, are negligible and only until very re-
cently’ it has been appreciated that this may not
always be true. Furthermore experimental data
can be used to obtain values for the viscoreaction
coefficient and the bulk viscosity, a fact that has
not been duly explored. Our microscopic under-
standing of these questions together with those
arising from considerations similar to the ones
mentioned earlier in connection with the Boltz-
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mann equations is rather poor. Boltzmann’s equa-
tion itself has been proposed by several authors?®
to account for reactive collisions but so far the in-
formation extracted from it directly comparable
with well established results is still quite meager.
For instance, the fact that for local chemical
equilibrium the chemical affinity must vanish just
as it does in global equilibrium was established
only a couple of years ago.® Also, calculation of
chemical contributions to transport properties
have been barred by the enormous difficulties en-
countered in measuring or calculating chemical
cross sections. In the nondilute system very re-
cently Dahler et al.'° made the attempt of using an
Enskog-type equation for studying chemical reac-
tions but many basic questions within the realm of
kinetic theory were not tackled, for instance, the
unavoidable question of proving an H theorem, thus
establishing the unidirectional time approach to
equilibrium. Some other questions pertaining to
the characteristics of the local equilibrium state
are not touched, and neither is the general struc-
ture of the equations governing the equilibrium
state, which we expect to be different from that of
the ideal system.

This paper has been written in the spirit of
giving some answers both to the formal problems
related to the inherent structure of a kinetic theory
and in particular to those present in a chemically
reactive system where only bimolecular reactions
take place and whose density is moderate enough
to call for a better approximation than the one in-
volved in the Boltzmann-like equations. There are
essentially three important features in this work
that ought tobe stressed. Firstly, one is related
to the general structure of the theory which has
been also quoted earlier in different contexts. A
kinetic equation is proposed such that it is com-
patible with the body of phenomenological results
known from linear irreversible and equilibrium
thermodynamics, No first principle derivation of
it is even attempted. Secondly, an H theorem is
proved to hold true assuming the usual microscop-
ic reversibility properties of the differential cross
section. This result is valid even for velocity
and orientation dependent cross sections. Third-
ly, the equations governing the thermodynamic
equilibrium state of the system are uniquely deter-
mined by the boundary conditions, which reflect
themselves in the compatibility conditions, which
the otherwise arbitrary functions entering in the
kinetic equation have to satisfy. No explicit ca.l—J

g‘é= _vaaaf"' ; dedI? (wa - va)Kao((wa - va)Ka)

culation for any relevant quantities are given here.
This requires a great deal of space and will be
presented elsewhere.

For the sake of clarity the material is divided
in four sections. Section II is fully devoted to an
explanation of the physical content of the proposed
Enskog-like equation. In Sec. II four theorems
expressing the compatibility (in the sense ex-
plained in more detail in Refs. 11 and 12) of the
proposed kinetic theory with thermodynamics are
proved. The proofs require one compatibility con-
dition that restricts the choice of the phenomeno-
logical quantities entering the Enskog-like equa-
tion. The compatibility condition is then dis-
cussed in a special case in more detail in Sec. IV.

II. THE ENSKOG-LIKE EQUATION

The state of an N-component fluid will be de-
scribed by a function f: QXR3XIX 3 yXR=R,,
(F,¥,£,i,8) ~f(F,¥,£,i,t). RCR®is a bounded do-
main in which the system considered is confined,
¢ is an internal quantum number characterizing
the internal degrees of freedom of the particles
composing the system considered, /denotes the set
of all internal quantum numbers, 3,=1{1,2,..., N},
i€y labels the ith component, R, denotes the
positive real line, and ¢ denotes the time. The
quantity f(F,¥,£,,) is the number of particles of
the ith component at ¢V around ¥ with the internal
quantum number (considered here for simplicity
as a continuous parameter) at d¢ around £ at time
t. We shall assume periodic boundary conditions
on the boundary 8% of 2. The set of all admis-
sible states is denoted by H. We introduce also

n(f,i,t):fdvfdgf(f,v,g,i,t).

The equation governing the time evolution of f
can be suggested by following the Enskog modifi-
cation of the Boltzmann intuitive arguments.2+°
In order to guarantee the compatibility with ther-
modynamics and hydrodynamics in the sense of
Refs. 11 and 12, we have to make, however, some
modifications that do not follow from the Enskog
intuitive arguments. The time-evolution equations
considered in this paper are rather complicated
mathematical objects, it is therefore important to
use an appropriate compact notation that simpli-
fies the calculations. The following Enskog-like
equation governing the time evolution of f will be
studied in this paper:

X{Gi»(\"',ﬁ',.lz 'yi'yj Nxg; T, ﬁ',i,’j ')Mx(i',j ) Dy (¥, ﬁ’, .'?',i'.;]") eXp[f*(X') '*'f*(Y')]
—€ }(v’ W, —'zs i:j)XK(nQ-f's ﬁ’ i,j)Mx(i;j)Dx(f, ﬁ, ®,%,7) exp[f*(X) +f*(Y)]} . (2.1)
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In the rest of this section we explain the notation.
The properties restricting the choice of the so far
unspecified quantities entering (2.1) that are in-
troduced in the rest of this section are the most
general properties allowing to prove the compati-
bility of the dynamic theory based on (2.1) with
thermodynamics (in'the sense introduced in Ref.
12) and allowing to consider the usual Enskog
equation discussed in Ref. 12 as well as the equa-
tions discussed in Ref. 10 as particular cases of
(2.1). It will be clear that a particular case of
(2.1) is the usual Enskog equation; the equations
discussed in Ref. 10 are also particular examples
of (2.1).

Whenever it is possible, we use X=(¥,v,§,1),
Y= (K,Q,T],]'), deEEfufﬂdﬁ defdf], aa =8/8'ra,
agb, =23 -1 a,by; k is a unit vector, K=1,2,3,...
labels the type of interaction during the colli-
sions. We adopt the convention that if K=1 the
collisions are elastic, if K=2 the collisions are
inelastic, and if K=3,4,... chemical bimolecular
reactions occur during the collisions. The func-
tion 6 is the step function, 8(x) =1 if x>0, 6(x)=0
if x<0.

By T, we denote the transformation (X, Y,«)
= (x',Y’,%’), where X’'=(¥',¥,¢',i"), Y =R’, W',
n’,7’). If two particles, one with coordinates X,
the other with coordinates Y collide, their coor-
dinates after the collision are X’, Y’. We shall as-
sume that Ty satisfies the following properties:

(@) Ty is one to one, T%2=1 (i denotes the iden-
tity transformation) and thus the absolute value
of the Jacobian of T, equals one.

(b) In the case of elastic and inelastic collisions
i’=i,j'=j; in the case of, for example, the chemi-
cal reaction 1+2=3+4,1'=3,2'=4, 3'=1, 4'=2,

(c) T'=T+ Tx(f’ ﬁy i,9), R'=R+ Tx(f;ﬁ;i,j); Tk
satisfies the following property:

Tx(fla ﬁ" i',j')= _Tx(fy -ﬁ; i,j) ’

if i’=i,j'=j, then 7=0. Thus in the case of the
elastic and inelastic collisions T’ =T, R’=R, inthe
case of a chemical reaction, the particle of the
type i at ¥ and the particle of the typej at R react
and emerge as new particles, the particles of the
type i’, at T', the particle of the type j’ at R’.

(d) In the case of elastic collision £’=£,7’=7,
V=0 + Quy /M) @y = vy Ky Koy wo=w o, = Qg ;/m;)
Xy = vy)Ky Ky, Ko ==Kgs ()™= 0m;) ™" + (my) ™
m,; is the mass of the particle of the ¢th compo-
nent. In the case of inelastic collisions and reac-
tive collisions the relations are more general.
The following properties are, however, always
satisfied: (1) wo— v )k, =W! — vl rl; (i) let
J(x,Y,%) =F,-,t,i,R, -W,n,j,—K), the transfor-
mations 7, and J commute; (iii) a constant, m ;¥

+mW and $m,v* + ymw*+e(,i) + e(n,j) are the
complete set of invariants of Ty ; e(£,7) is the in-
ner energy of the particle of the ith component
associated with the value ¢ of the internal quantum
number,

The quantity €%(¥, W, %,i,j) denotes the cross
section of the binary collision. We shall assume
that €% >0,

Efr(v', W',-’?,’ i'yj ) =€2K(V,W’k, 7'x7)
and
6%(‘;, Wv.'?’ 1',.7) = €%{(W’.‘.’, _.’?,]’ ’ Z) .

The quantities x,(z;¥,R,,7) are introduced in
the Enskog-like equation (2.1) to account for the
short-range correlation between two particles.
They are assumed to be functionals of n(¥,7),
n(R,j), they are always positive and in addition

XK(n;F; -R.’ 2,]) = XK(n;.f’R.” i',j ")
= Xx(n;R,.f’j ;i) .
If K=1 and K=2 then M, (i,j) =1 for all i,j

=1,...,N. Inthe case of a chemical reaction,
say 1+2=<3+4,

0100 0"'°W
1000 0...0
00010...0

Me@:i)=1 0010 0...0 | @.2)

.

L0000 0...0]

For any K, it is always true that M, (i,j) =M, (j,7)
and My (i,5) =M, (i’,j").

The quantity D, takes care of the relation be-
tween the positions of the ith particle at ¥ and the
jth particle at R during the collision. In the case
of the elastic collision D, (¥, R,%,i,j) =6((R-F
+3(e; +€,)k), 6 denotes the Dirac delta function
and €, is the diameter of the particle of the ith
component. We shall always assume that (i)

D (', R,%’,i',j) = D4(F, R, =%, 1,j), (i)
D, (R,F,%,j,i) = Dy (F, R, -%,4,j) holds for all K;
moreover, D (F,R,%,4,j) >0 for all K,¥,R,%,i,j.

The function f*(X) is related to £(X) by f*(X)
=6S(f)/6f(X), where S is an arbitrary sufficiently
regular function of f except that f—f* is one to
one and SUf) =S(f), where Jf(F,¥,&,7) =f(F,-V,n,17).
If, for example,
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5= [ axp(x(nf(0 - 1]+QM), 2.3)

where @ depends only on n(¥,i) = [d¥ [d f(X) and

the second derivative of @ with respect to » is al-
ways positive, then S satisfies the above require-
ments and, moreover, exp[f*(X) +1*(Y)]= B(n)

X f(X)f(¥);

If for some reasons we can consider @ as small
(as we shall see in the next section the quantity S
that we shall consider will be indeed as in (2.3),
where Q@ ~¢®; € is a small parameter of the order
of the diameter of the particles), then by neglect-
ing the small terms (~¢*, 2> 3) we recover the
usual Enskog equation. The importance and nec-
essity of the ansatz according to which f(X)f(Y) in
the collision term is replaced by exp[f*(X) +*(Y)]
becomes evident during the discussion of the En-

skog-like equation in Sec. III. There are also ar-
guments developed by van Kampen'? that can be
used to justify the ansatz.

All the quantities introduced in (2.1) (i.e., €%,
XksMy, Dy, S) must satisfy the properties intro-
duced above but otherwise are arbitrary. We
shall show in Sec. I that if in addition they satis-
fy the compatibility condition (3.6) then the dynam-
ical theory defined by (2.11) is compatible with
thermodynamics in the sense of Refs. 11 and 12.
This will be our main result and we shall not go
further. The more detailed specification of
(€%>Xx»Mg, Dg,S) can be found either by comparing
some consequences of (2.1) with experimental re-
sults or by comparing some consequences of (2.1)
with other theories [e.g., the thermodynamic
equation state implied by (2.1), see (3.13), can be
compared with the thermodynamic equation of
state obtained by following Gibb’s recipe-equilib-
rium statistical mechanics—and in this way we
can relate the quantities entering (2.1) to the quan-
tities entering the Gibbs theory].

1. COMPATIBILITY OF THE ENSKOG-LIKE EQUATION WITH THERMOD YNAMICS

We shall follow the structure of the discussion of the compatibility of a dynamical theory with thermo-
dynamics established in paper I.!2 Mainly the new features appearing due to occurrence of chemical
reactions will be pointed out. For the same reasons as in Ref. 12, we introduce the involution J : 3¢~ 3C by
f@&,7%, £,9)L£(Y, -V, £,4); JoJis the identity operator. The involution J splits the right-hand side of (2.1),
denoted formally as &(f) into two parts ®R*(f) = z[® (f) t JR(F)] and R(f) =®*(f) +®(f). We observe that

(R’(f)" z defd; (wa - va)‘(ao((wa - va)“a )512\'6" ‘;’ §9 isj)xK(n;?’ ﬁa iyj)Mx(i’]')
K

X Dy(T, R, ®,1,7){ exp[ f*(X") +/*(¥Y")] - exp[f*(X) +f*(¥)]} . (3.1)

& (N=-vPuf+3 2 [aY [ a7 (w,-v )0 &G, F, 7, 1500lns T, R, 1,106, 5)
K

X Dp(F,R, %, i,7) {exp[ fH(X")+P*(¥")]+ exp[ F+(X) + FX(1) ]}, (3.2)

where

Di(r,R,K,4,7) =3 [Dy(F,R,~K,i,i) + Dy (T, R, £, i,7)].

Let S be the functional of f satisfying the two properties introduced in the previous section [S is not
necessarily defined by (2.3)]. Let dS/dt |, denote the change of S'in time if only ®*(f) generates the time

evolution.
Theorem III.1.
ds
| = [axren<o.

The equality in (3.3) holds if and only if

(3.3)

feé,={fe w|& (N =0}={re se|*X)| =a(F, i) - b[z mw*+e(£,i)]+ Camiva} ,
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the functions a(F, i) are arbitrary except that they have to satisfy M,(i,§)[a(f’, ') +a®’,j’) - a(F, 1) -a(R, )]
=0 for all 7,5, K; b and c,, (a=1,2,3) are constants.
Proof. Two transformations X =Y, ¥ -~ ¥ and (X,Y,%)=(X’,Y’, k') applied subsequently lead to

ds
dt

.=%; de defdf(wa—va)K,,G((w,—va)xa)e}(V,iv',K,i,j)x,((n;'f,ﬁ,i,j
X My(i, D% (T, R, &, 1, (A HX) +FHY) ] = [F*X)+F(Y)]} (3.4)
x{exp[f*(X') +f*(Y")] - exp[ f *(X)+fX(V)]}.

We put x =[f*(X’)+f*(¥")], y =[f*(X)+f*(Y)] anduse the inequality (y — x)(e* — %) < 0; the equality holds
if and only if x =y. In order to solve the equation x =y, we use the complete set of invariants of the trans-
formations T, Q.E.D.

We shall assume now that S is defined by (2.3). Thus f*(X) =InfiX)+ q(n; T, ) where g(n;T,i)=6Q/
on(¥,7). Consequently

8. ={fe 3| fX)=n(F, i) exp@-b[3 m v*+ e(&,i) ]+ cum v, )}, (3.5)

where 9 is determined by the requirement f dv f dtf(X)=n(¥,1), and n(T,i) satisfy the relations
M (i, j)[a(¥,i')+a®’,j") - a(F, i) - a(R,)]=0 for all i,j,K; a(F, i) =9+ q(n; T, i)+ 1nn(T, 7). Notethatif one con-
siders only elastic collisions then i’ =i, j’'=j, T'=T, R’ =§, always and therefore the additional constraint
on a(t,7) is a trivial identity.

Theorem II1.2. Let Q(n) introduced in (2.3) be related to the quantities (€%,x, Mg, Dg) by

~vaaqri¥,0)= 3 [ AV [ A% (wg= 0o k€T, W, By, s T, 6,70l )

x Dy(F,R, &, i,j)f(Y) exp[q(n;T,i)+ q(n;ﬁ,j)] , (3.6)
where '
. 50 e,= [ ax[smp®+e(s, DIAX), (3.9)
q(n;r,i)= —=—=.
on(r, ) . R
Then the solution to the problem e.ld)= f av j‘;drf dEfX).

fe8,, where & .={fcé.|f=If, Proof. We note first that &, with €=0 is exactly
& ()]s, =0, ' (3.7) 8,. By inserting fiX)=n(f, ) exp[N - 0;(3m ;v*
+e(£,4))] into ®(f) =0 and by using (3.5) and

subject to the boundary conditions (3.6), we obtain
. b

F* a0 ==3 o(m v +e(t, i))- 0,(3)

—vaau(lnn(f,i)+ ST ) -0. (3.10)
where 0;,0,(i),i=1,...,N, are constants satisfying ’
M (3, 5)[0,(8) + 0,(G) = 05(8") = 0,(i*) ] =0 Assuming the boundary conditions (3.7), the
solutions to (3.10) are equivalent to the solutions
for all K,4,j, (i.e., the thermodynamic equilibrium of
states § according to the definition in Refs. 12 and 5
11) are equivalent to the solutions of m =0,
5W where
—=r =0 (3.8
Gf(l‘, v, g’ l) ’ ) N
where v=3 [ dEn(E, )[In(F,i) - 1]+Q() . (3.11)
i=1 Q
N
W=S+0,6, + Z o,(i)e,(i) , The additional constraint on n(¥,7) appearing in the
i=1

definition of &, [see (3.5)] is clearly satisfied if
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the N constants o,(i) are not independent but satisfy

M (i, ) 05(8) + 0y( §) = 0,(i’) = 0,(j*)] =0 (3.12)
for all K,i,j.

We extend now the function U defined only on
&8, into the function W defined on 3C such that
W| =V and the solutions to W/6f=0 are
equlvalent to (3.7). The function W introduced
in (3.9) is clearly such a function. Q.E.D.

According to the discussion in Paper I, so-
lutions to (3.7) are the equilibrium states studied
by thermodynamics. Let us denote all the equil-
ibrium states by §. If we define

1

0N42=—k8 I- W‘s ’ (3.13)

where k, is the Boltzmann constant and w denotes
the volume of 2, then since

30y, 1 3¢ _1
. L e [+ -—
30, ! |3 e =% c,(i) |5 ’

we obtain g, =1/T (T is the temperature), 0,(z)
=—p,/T (u, is the chemical potential of the ith
component), and o,, =p/T (p is the pressure).
The constraint (3.12) is the familiar constraint
expressing that affinity associated with the chem-
ical reaction of the type K equals zero. It is
interesting to note that the appearance of chem-
ical reactons changes W [see (3.6)] and therefore
[see (3.13)] also the thermodynamical equation of
state. Thus, not only the constraint (3.12) changes
the thermodynamical relations of chemically
reacting components, but also the dependence of
p/T on 1/T and p,/T itself is changed if the com-
ponents react chemically. In order to find more
explicitly how the thermodynamic equation of
state is influenced by the chemical reactions the
relation (3.6) must be considered in detail, A

skew-adjoint:
Po(X) =P1¢(X)+Pa(l’(x) )
Po(X)==1,8,0(X)

special case is discussed in Sec.IV.

We note that if we would use in (2.1) AX)AY)
instead of exp[f*(X)+f*(Y)], then it would be
impossible to relate the constraint due to the
chemical reaction that would appear in specifi-
cation of §,, to the constraint (3.12) (except, of
course, in the Boltzmann theory whereas we have
already pointed out there is no difference between
the collision operator with A(X)f(Y) and with
exp[f *(X) +£*(Y)] since @ =0 in (2.3)).

Theorem II1.3. Let (3.6) be satisfied. More-
over, let

fol®,¥, £,1) =ny(i) exp[R - oy(zm 0 + e(£,4))]

be an equilibrium state [i.e., solution to (3.7)
or equivalently to (3.8)] such that 7,(¢) is inde-
pendent of ¥ and A =D*W|, (i.e., the second
derivative of W with respect to f evaluated at
fo). Thus W=W,+(¢,A@)+6(¢%), where W,
—WI, , f(X)—fo(X)[1+qa(X)], (,) denotes the L,
inner product. We shall denote by P the lmear
part of ® (the linearization around f,), and P*
is the linear part of &*,

Then P* is formally self-adjoint and d1ss1pat1ve
with respect to the inner product (.,4.) [i.e.,
(¢,AP*p) < 0 forall ¢ inthe domain of P*], and P~
is formally skew-adjoint with respect to the same
inner product (.,A.).

Proof. We observe that A¢(X)=A,¢(X)

- A,0(X), where A,¢(X)=f,(X)¢(X) and A,¢(X)
=deA(Xr Y)‘P(Y)’

52

AX,Y) =fo(X)fo(Y) o n(f,i)n(R,j) |,

By following the proof of Theorem III.1 one finds
easily that AP* is formally self-adjoint and dis-
sipative with respect to the inner product (., .).
The operator A, does not enter the discussion.
We shall proceed to prove that AP is formally

P,0(X) =Py @(X) + Py (X) + Ppgp(X) + Py p (X) + P p (X)

Puot)=3 2 [ a¥ [ akwomvayey 4T, F, 1, )M s, DDRE, R, %, 4,5)

+fo( D goln; F, R, 4,5) el0 @ i xa0 @Re g (x7)

where
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5Q

9(n; T,1) = on(T, i) xm‘:XKlfo’

fo’
Puo)= 3 [a¥ [ dk @, —v)kaxi@, %, §i, )My, DDFE,R, T, )

+fo(¥ K koln; T, R, 4, 7) explaoln; T, 1) + golns R, 1) 0 (Y")
Pyyo(X)=3 2 [ ay f dk (wy = v, )k o €3V, W, K, 1,/)M(i,j)D5(F, R, %, 1,7)

K .

+fo V)X (3 T, R, 4, 1) expla0(n; F, 1) + 4o(n; R, /)]0 (Y)
Pz4(p(X)=2K: f ay f iz f AR (wy = v, )k o EF, W, % i, )M i, D3 (F, R, % ,4,7)
+fo(¥) fo(Z) explao(n; T, 0) + qon; B, i) K o3 T, R, B, 4,5, )0 (2)) (3.14)

=(3.3 - e gy O (n;%,R,1,5)
Z_(T)’V’ E’k)’ x’,fo(n’r’R,p)zyjsk)_ ﬁ;l(.b’;k,) . fo,

st(p(X):; dedede‘(wa_Ua)Ka€W’;)E9i,j)MK(i)j)D;{(?,ﬁ’;,i!j)
+£o(Y)fo(Z) explgo(n; T, 1)+ goln; B, 5) K x o3 F, R, 4, 7)
X [g4(n; F,D,1, k) + qon; R, B, 4, B)]e(2)

- 8q(n; T, 1)
"(n: =4\, 0,0
‘Io(”,r,p,‘;k) 511(7),}3) .
By using [dX®;(f)=0, where ®(f) =—vq08,f + ®;(f), we obtain AP"=A,P, +A,P, - A,P,. Straightforward veri-
fication shows that A,P,,A P, ,A,P,, are separately formally skew-adjoint operators. It remains to prove
that A,P,,+A,P,,+A,P,, — A,P, is a formally skew-adjoint operator. We shall differentiate (3.6) with re-
spect to n(R,7). We obtain

3 5°Q
«3r, on(r,i)om(R,j)

-v

(-2

fo=Bl+B2+Ba, (3.15)
B, = ; f dw f dn f AR o= v k€% (T, W, Ky 1,))X kot T, R, 1,/)D% (F, R, K, 1, )
X M g(i,5) exp[qon; T, 1) +q,(, R, j)] exp[ - b (5m w® +e (n,5)],

B,= X [ az [ akv,- v)e k@5, 5,1, DR, B, o, I o, 1/(2)

xexP[qo(n;;,i)"'qo(n;z’k)]x;(o(n;;’Byﬁyi;k,j);
_ - 2y - EEy e -,

Ba-;dede(Va—va)KaGK(V, V,K,l,k)Xxo(n,r,P,l,k)Dx(l‘,p,K,l,k)

xM({(iak)fo(Z)exp[qo(n;F:'i)"'qO(ﬁyk)][q(')(”;Faﬁyi;j)"'q{)(n;ﬁyﬁ’k’j)]-

The expression (,A,P, ) is equal to

4P, 0)= [ aX [ A V) gy P ) 3 o)

_ 9 6Q ,
Jax [ a¥ 10 s e , 2@ (3.16)
The second equality in (3.16) was obtained by integrating by parts. It follows from (3.16), (3.15), and
(3.14) that indeed A,P,,+A,P,,+A P,,— A,P, is a formally skew-adjoint operator. Q.E.D.
The three previous theorems imply that dW/dt <0, provided the time evolution is governed only by the



1312 MIROSLAYV GRMELA AND LEOPOLDO S. GARCIA-COLIN 22

linearized Enskog-like kinetic equation 8¢/dt =P¢ and the terms proportional to ¢*, k=3 are neglected.
We can prove, however, independently, following the idea of Resibois,* that dW/dt < 0 provided only
(3.16) is satisfied.

Theovem II1.4. Let (3.6) be satisfied. Then

dw/dt <0, (3.17)

The equality in (3.17) holds if and only if fe g,. The quantity W is defined in (3.9) and &, is introduced in
Theorem III.1.
Proof. 1t is clear that de,/dt=0 and d/th,az(i)ez(i) =0. It remains to prove that

% =def*(X)[-van(X)]+fvde*(X)aE(ﬁ <0. (3.18)
The second term in (3.18) is équal to
}; fdxfdyf dk (Wy= vk (W = v )KLV, W, Ky i, )X ¢ 3 T, R, 4,7) My, §)
XDy(F', R, &', 3", ') ¥(X) exp[*(X) +/*(Y")]

=X [ax [ av [ dk (wa= o)k Hwe- v 6 IR F, B R, 1,010 expl 7400 +75(1)] (3.19)

We rewrite the first term in (3.19) by using the transformations (X,Y,k)= (X’,Y’,k’) and X =Y,k - -k, both
terms are then rewritten by using the transformation X =Y,k - -k. We show that the second term in (3.18)
is equal to

5; dedefd.I; (wa— Un)Kae((wa— va)Kaki’(;’aazsi’j)XK(n;;,—R.siyj)MK(i:j)
X X g3 T, Ry Ky, ))[ F*X) +£4(X7) = FX(X) = fX(Y)] exp[ f*(X) +£*(Y)]. (3.20)
By using the inequality e*(y - x) <e”-—e* (setting x =[ f*(X) +/*(¥)]), y =[ f*(X")+/*(Y’)] we have
def*(X)mE(f)si-;; fdxdefdi(w,— VIR, W, K, 1, 5)x 03 Fy By 4, )
X M g6, ))Dx(F, B, &, 1, {exp[ £*(X')+7*(Y")] - exp[ F*(X) +7*(V)]}.  (3.21)

By using (3.6), we show that f dX f*(X)v,9,f(X) is equal to the right-hand side of (3.21) and thus dS/dt <0
and also dW/dt <0. Q.E.D. )

IV. APARTICULAR FORM OF THE COMPATIBILITY CONDITION (3.6)

Theorems III.2-III.4 require the validity of the compatibility condition (3.6) that restricts the freedom in
the choice of the quantities (e%, x x, M, D) entering phenomenologically into the Enskog-like equation (2.1),
and relates these quantities to @(z) which forms part of the nonequilibrium entropy S. We shall now dis-
cuss the compatibility condition (3.6) in more detail for a special case. Assuming that €% is independent
of V,w, k we denote €% =¢%,; and furthermore set €%.,i;~ €, where ¢ is a small number. Only the terms
proportional to 1, €, €2, €® will be considered. The quantity D} is assumed to depend only on 1=7 - R.
Then the compatibility condition (3.6) implies

2 8_719%1_) =2 ) e},,,fdl fdl?KaD}(l,E,i,j)M,{(i,j)

o7, ralr '

xx.l{(n;;sl,ir.”n(;—l’j), (4.1)
where )Z x denotes y . in the new variables r and I. Assuming, moreover that, )Z ¢ is sufficiently many
times differentiable as a function of n, we write

S U - S
)(K(n;r,l,t,])n(r—l,])=x,{(n;r,,o,z,])n(r,])+(F[xx(n;r,l,z,])n(r—l,])])} Lo (4.2)
y

1=0
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Inserting (4.2) into (4.3), we have that,

b

,f,cx,.,(z,nMK(z,;)( en)

4.3)

where

Cl(a'r=f drfd-';Kalyp;{(.f!Esz,])-
Q

We assume that Dy is such that C,(i,j)= Cx(i,4)5,,

~¢€, thus

3 5Q
—_— T
dar, on(r,i)

= 2 z:cl((l ])EK UMK(%])( XK”)

i-0
(4.4)

The last assumption is that )Z x depends only on
n(3(T+R),%). Thus

9 _n)
a1, X" |;

1=0

=13 % k0T, 1,5, k)n(E, ) 0,0 (F, k)
[

-X xln; T57,§)8,n(F,5) (4.5)
where
=1 (e 4 4 = GiK(n;F_%l:i’j)
XK(n,rylsjak) Gn(r—él,k) faoo

Let us consider now the functional

W= T [afa®,) o, @

where E is an arbitrary sufficiently regular and
local function of n [i.e., Eg(n)= Z),, fdrF(r k),
where F(T,%) depends only on n(t,j), j=1,...,N,
not on n(ﬁ, 4), R#T). Straightforward ver1f1cat10n
shows that if

1 5%E . (n)

3 n(E,i)on(T,j) =€z;(,§jCK(i!j)MK(i’j)x K(";;,i’j) ’

4.7)

then (3.6) is satisfied, provided of course all the
assumptions defining the special case discussed in
this section are satisfied. The relation (4.7) also
implies that,

5)(,((" r,z,])
on(r, k)

5Xx(7l r,z,k) Gxx(ni;sk;j)
on(r, j) on(r,i)

(4.8)

V. DISCUSSION

The condition (3.6) guarantees that the time-
evolution equation (2.1) postulated in this paper as
the starting point enjoys all the properties that in-
dicate the compatibility of the dynamical theory
based on (2.1) with thermodynamics. The physical
meaning of the condition (3.6) thus lies in the
clear physical meaning of its consequences. The
four theorems that we proved imply that Eq. (2.1)
together with the compatibility condition (3.6) has
the same physical appeal as the Boltzmann equa-
tion. Eq. (2.1) is of course expected to be ap-
plicable in more general situations than the Boltz-
mann equation. The Boltzmann equation can be
obtained as a particular case of (2.1) if the pheno-
menological quantities entering (4.1) are approp-
riately chosen. We note that in such a case the
compatibility condition (3.6) is trivially satisfied.
For the Enskog-like kinetic equation (2.1), we have
found the entropy functional S. The condition (3.6)
tells us how the functions y entering phenomeno-
logically into (2.1) will appear in the entropy func-
tional. Moreover, we have identified also the en-
tropy production o. The entropy production o is
equal to the right-hand side of (3.4). We shall
now attempt a comparison between our approach
and results and some other approaches and re-
sults. This will give us additional insight into the
physical meaning of (3.6).

First of all we note that the condition (3.6) im-
plies that the general condition of compatibility
of Raveche and Green' is satisfied. The physical
arguments on the basis of which the Raveche-
Green condition has been obtained, can therefore
serve also in our particular case to provide a
physical interpretation of (3.6). Following the
spirit of the approach developed by Raveche and
Green, we shall restrict (2.1) to &, and divide the
resulting equation by n(r,i). The right-hand side
of the equation which is obtained coincides exactly
with the right-hand side of (3.6). We shall inter-
pret it physically as the mean force on the mol-
ecule at I. The Raveche-Green condition is the
statement that this force is conservative (i.e.,
curl of the force is equal to zero). It is evident
that the curl of the left-hand side of (3.6) is equal
to zero, thus if (3.6) is satisfied, then the Rave-
che-Green condition also is satisfied.

Another possible attempt to obtain an additional
physical insight into (3.6) can be directed as fol-
lows. We shall not accept (2.1) as our starting
point. Instead, we shall accept as our starting
point the Liouville equation together with a se-
quence of steps that finally leads to (2.1). Since
there must be some physical considerations as-
sociated with the chosen steps, one could inter-
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pret (3.6) by putting it into the context of these
physical arguments. An example of the discussion
of the Enskog equation where the starting point is
chosen to be the Liouville equation and a particular
sequence of necessary steps is developed in Ref.

4 for the case of a one-component fluid with no
chemical reactions. In Paper I,'? we have shown
how our condition (3.6) is interpreted in this con-
text. To the best of our knowledge, there is, how-
ever, no further example of a discussion of (2.1)
from a microscopic point of view (i.e., from the
Liouville equation together with contractions of
information leading to the time-evolution equa-
tions for lower-order distribution functions) we
cannot, therefore, go any further. The decompo-
sition of ®( f) in the Enskog-like kinetic equation
9f/8t=®( f) into the sum ®*(f) and ®"( f) plays the
fundamental role in our discussion. The decompo-
sition used in this paper has been obtained with the
help of the involution J:3C -3¢, defined by

Jf(T,V, £,i) =f(, =V, £,i), that in turn served to de-
fine the thermodynamic equilibrium states among
all possible states. The Theorems III.1-II1.3 pro-
vide another interpretation of ®*( f) and &~( /).

The part ®*( /) can be called the dissipative part
of ®( f) since at least in a small neighborhood of

a regular equilibrium state the quantity S changes
in time (decreases) only due to ®*(f). The dis-
sipative part &*( f) controls the approach to the
thermodynamic equilibrium states while the part
®( f) determined the thermodynamic equilibrium
states themselves and the thermodynamic equa-

tion of state. Xystris and Dahler!® have used an-
other decomposition of ®( f) into, in their termin-
ology, source and flux parts. In the case of the
Boltzmann equation the source part coincides with
the collision operator and thus also with ®*, the
flux part coincides with the free flow term and thus
also with ®". In the case of the Enskog equation
the source part and ® * as well as the flux part and
®- are different. It can be proved that
fdrfdwp(r V&R, ()= 0if p= a(r), or ¢=b(t)?,
or 9= c(T), where a,b, ¢ are arbitrary functions
of r, and ®,( f) denotes the source part. We have
seen that the decomposition on ®* and ®" that we
are suggesting is closely related to the properties
of the entropy and thermodynamics. The decom-
position on the source and flux parts appear to be
formally convenient for the discussion of hydro-
dynamics. A less formal discussion of hydrody-
namics can be obtained by considering the spec-
trum of the linearized operator P (see Refs. 16 and
17).
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