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Nonlinear-optical calculations using fast-transform methods:
Second-harmonic generation with depletion and diffraction
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The authors describe an analytical approach to nonlinear-optics calculations which is well adapted to
obtaining accurate and efficient numerical results for steady-state nonlinear interactions including finite
transverse beam profiles, beam-diffraction effects, and power-depletion effects. This general approach is
applied to obtain new results for optical second-harmonic generation with both Gaussian and unstable-
resonator transverse beam profiles, under large-signal conditions where pump depletion as well as diffraction
effects are important.

I. INTRODUCTION

Attempts to obtain accurate numerical results
for problems in nonlinear optics and nonlinear
optical wave interactions run into severe difficul-
ties as soon as one attempts to include either real
optical beam profiles, or optical diffraction ef-
fects, or beam-power-depletion effects. Even
without these complications, the basic problem
is nonlinear. Introducing a finite beam profile
increases the dimensionality of the problem; ob-
taining numerical results for optical diffraction
effects is always difficult, even for linear prob-
lems; and including power-depletion effects sub-
stantially compounds the degree of nonlinearity.
Attempting to handle all these aspects at once
can seem impracticable. Therefore, previous
analyses of nonlinear optics problems have com-
monly either used infinite-plane-wave approxi-
mations, ignoring transverse beam profiles, or
have neglected diffraction effects by assuming
short interaction lengths, ' or have neglected beam
depletion effects on the grounds that many non-
linear interactions are in practice weak and hence
inc ffic ient."

On the other hand, there are important practical
applications of nonlinear optics —for example,
second-harmonic generation of high-power laser
beams —which employ real laser beams with
sometimes complex transverse profiles, ' and
which lead to energy conversion and pump de-
pletion effects that can be large. One of our ob-
jectives in this paper, therefore, is to outline a
general formulation for nonlinear wave interaction
analyses which includes all of the above effects,
and which is also adapted to providing numerical
results, employing what we believe to be among
the best numerical methods currently available.
A second objective is to illustrate the utility of
this approach by presenting numerical results
for optical second-harmonic generation which in-

elude large pump depletion, beam diffraction ef-
fects, and real beam profiles including Gaussian
beams and unstable-resonator beam profiles.

The essential features of our approach are
(i) We extract out the diffraction part of the
problem analytically by use of spatial frequency
transforms. These transforms are then evaluated
numerically using fast-Fourier- or fast-Hankel-
transform methods, which are generally believed
to be the best approach to numerical analysis of
optical diffraction effects. (ii) We solve the re-
sulting reduced differential equations for the non-
linear part of the problem by use of previously
developed ordinary-diff e rential-equation (ODE )
routines which appear to be well adapted to the
problem at hand.

Our approach is still some distance from being
universal. In particular it is limited to cw steady-
state sinusoidal problems, with no temporal en-
velope variations or transients. It also assumes
a purely macroscopic susceptibility approach to
the nonlinear medium, with no provision for
transient or "atomic coherence" effects. In ad-
dition our approach is primarily intended for
more or less parallel and copropagating beams;-
it would have some difficulty handling problems
involving counterpropagating optical beams.

In Sec. II of this paper we outline our basic ap-
proach in general terms. Section III applies this
approach to the specific case of second-harmonic
generation (SHG) using both linearly and cylin-
drically symmetrical beams. .We present nu-
merical results on SHG with strong depletion and
diffraction using both Gaussian and unstable-
resonator fundamental beam profiles. We also
carried out second-harmonic-generation experi-
ments using an unstable-cavity yttrium aluminum
garnet (YAQ) laser. The experimental data agree
well with the numerical results. Section IV final-
ly gives some general discussion of the basic
approach and its relative merits and demerits.
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II. GENERAL APPROACH

A. Analysis

The starting point for any analysis of nonlinear
optical wave interactions is the vector wave equa-
tion

)
'b(r, z, t) O'P„„(r,z, t)

( )V r z, —pe, =p,

K;(s, z) = ff P,.(r, z)K(s, .r(dr,

Z,. (r, z) = ff P,.(s, z)K'(s, r)ds,

where K(s, r) means, in general, either the
Fourier transform kernel

K(s, r) =exp[- j2a(s„x+s,y)],

(4)

(5a)

where r is used as a general form for transverse
coordinates written either in Cartesian form
r = (x, y) or in cylindrical form r = (r, 8). We as-
sume for simplicity of presentation an isotropic
but not necessarily dispersionless medium, which
means that walk-off effects' are not included.
This limitation could readily be lifted. The quan-
tities p, and ~ are to be interpreted as the values
appropriate to each frequency component of
h(r, z, t) separately. The polarization P„„(r,z, t)
is the nonlinear polarization created in the med-
ium by the total f ield h (r, z, t).

The total field (I((r, z, t) is then assumed to con-
sist of a set of waves or beams at the various
frequencies ar, traveling more or less along the
g axis in the form

with r =(x, y), s =(s„,s,), and limits of integration
(- ~, ~); or else the Hankel-transform kernel
(Fourier-Bessel kernel)

Z(s, r) =e "e27(pe, (2mpr), (5b)

with r = (r, 6), s = (p, I), and limits of integration
(0, ~) for r and (0, 2&) for 8. The inverse integral
over ds in the latter case is actually a continuous
integral over dp plus a discrete sum over /.
From here on we will distinguish the real field
amplitudes E,(r, z) from their spatial-frequencies
transforms E;(s,z) by the explicit argument that
is indicated.

The diffraction term on the right-hand side of
each of Eqs. (3) is then eliminated by transform-
ing each side of the equation and using the sub-
stitution

h (r, z, t) = Q E, (r, z )e" ' '*'

where k', —= (2a/&,.)' =—(d',.p, (&u;)e((d(;). The complex
wave amplitudes f, (r, z, t) may be assumed slowly
varying in the z direction, i.e., ts'E;/8 [z
«(k;sE;/sz). By putting the expansion (2) into
the wave equation (1) and making the usual parax-
ial approximation, one may then obtain for each
of the waves a separate paraxial equation in the
form

Here P, (r, z) is that component of the nonlinear
polarization having frequency +co; and z variation
near to exp(—jk,z), and rto = (p, /e}' . In general,
each such component P, will be formed from some
nonlinear combination like X,-,,E~E„.. . , with the
exact combination depending upon the nature and
degree of the specific nonlinearity. A phase mis-
match Ak arises if the corresponding vector sum
of the wave vectors +k,+ k,. .. is nearly but not
exactly matched to k, .

The first term on the right-hand side of Eq. (3)
is the diffraction term for that wave component.
We now spatially transform each wave component
with respect to its transverse coordinates x in the
general form'

E,(s, z) =G, (s, z)exp(j(T~, s'z),

where s' =
I sl' = s'„+s', for Cartesian coordinates,

or s' =p' for cylindrical coordinates. The result
18

&Gi,si z Rs gn=- j '"" exp(- jv&,.s'z)

xszp((pz}f f p (r, z)K(s, r)ds. (i)

This has the form of a large number of coupled
ordinary differential equations in z. If we place
all the relevant vector components of each 5,.
for all values of i and all values of s in a large
array G, then the basic equation may be written
in symbolic form as

=Z(G, z).dG
dg

(8}

Given the transforms G, (s, z}, at any fixed z one
can evaluate the transforms E;(s, z) from Eq. (6),
the real fields E,-(r, z) by reverse transformation
as in Eq. (4), and the nonlinear polarization
P, (r, z}from the nonlinear susceptibility tensor
of the medium. This then permits evaluation of
the derivation array I" on the right-hand side of
Eq. (8).

Removing the diffraction or beam propagation
effects analytically should make the function G
in Eq. (8) as slowly varying with z as possible,
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since its derivative depends only on the nonlinear
interactions. This should then impose in some
sense minimum demands upon any numerical
routine used to solve Eq. (8). At the same time
the Fourier sampling theorem assures that in a
numerical calculation the transforms E,(s) need
contain no more information, or no more dis-
crete components, than is needed to describe with
sufficient accuracy the field components E,(r)
themselves.

The forward and reverse transforms involved
in computing the derivative I" are evaluated in
practice using either the fast-Fourier-transform
(FFT}algorithm, " q or the more recently de-
veloped quasi-fast-Hankel-transform (FHT) al-
gorithm ' " In general the relative speed, ac-
curacy, and storage efficiency of these routines
are such as to make them virtually always
preferable to other competitive methods for
handling complex diffraction problems with the
same numerical accuracy. Equation (8) itself
is then solved for specified initial conditions by
forward integration in z using an optimized ordi-
nary differential equation routine. For this pur-
pose we have employed the set of routines de-
veloped by Shampine and Gordon, "since this ap-
pears to be a carefully tested and highly opti-
mized package.

E, (r, e) =Eof, (r', l), E,(r, z) =Eof, (r', l);
r' =-r/w„ l =e/e, =(e„/e, )(z/e„);

k, 2k, &so2,
0 2 Zr=

re,'dp, P', e,'dp E, '
A,

(10)

The scaling parameters ~0 and E, are basically
arbitrary. However, they will be most useful in
practice if ze, is given a value comparable to the
fundamental beam radius, and if E, is chosen
similar to the peak value {or possibly to some
cross-section-averaged mean value) of the E
field of the fundamental input beam. If, for ex-
ample, the fundamental beam is a lowest-order
Gaussian and m, is chosen to be the Gaussian spot
size as usual, with E, being the peak field
strength, then z„will be the usual Rayleigh range
(—=half the confocal parameter) over which dif-
fraction will double the fundamental beam area,
and 2'j'z, will be the length at which the second-
harmonic power would rise to equal the original
input power if both diffraction and depletion were
ignored.

The scaled equations are then

a gq j jf r(rj e jrsrkaql-'d„f yz

el 4zr

ef a g 2jijf2e+Pkkaq'lt'

III. APPLICATION TO SECOND-HARMONIC GENERATION

A. Analysis

In this section we apply the general approach
of Sec. II to optical second-harmonic generation.
The basic equations for SHQ are

O', E, —2jk, ' =- 2d&o,'pP,*E,e '~ka, -Bg

V E —2jk ' =-d&u'p. p'e" ~k'.
t 2 2 gz, 2 1

. where Vt2 is now the transverse Laplacian with
respect to the dimensionless coordinates r'
=(x', y') or (r', 8). By using the Fourier or Hankel
transform pairs,

fg(r l) = ff a, (e, ))exp{(s' s' )}K(s',r')ir
r

(12)

a;(s', ))exp{)r' ' s"))= fff (r', ))rr (s', r')Si',
r

where K(s', r') is the appropriate kernel, the dif-
ferential equations reduce to

The subscripts 1 and 2 refer to the fundamental
and second-harmonic waves, respectively; E,
and E2 are appropriate scalar E field components
of the fundamental and harmonic waves V2t is the
Laplacian operator with respect to the transverse
coordinates r = (x, y) or (r, 8); d is the nonlinearity
coefficient for second-harmonic interaction; and
Lk=k2 —2k, is the k vector mismatch in the non-
linear medium.

It is convenient to normalize the transverse
beam coordinates to an arbitrary transverse
scale factor zo, and the E field amplitudes to an
arbitrary field Eo. The axial coordinate z may
then be scaled to a depletion length z, or to a
diffraction length z„ through the definitions

&l
' = —jexp —j&' s "~l j~ke l —f*fE*dr'

zr 1 2

(13)

8)
' =- jexp —j))'~s "1+j~ke l f'6+dr'

zr I

These equations contain only two independent pa-
rameters other than the normalized input func-
tions f, (r', 0}and f, (r', 0): the depletion-to-dif-
fraction-length ratio s,/e„, and the depletion-
phase-mismatch parameter Lkz, .

8. Test cases

We programmed Eqs. (13) both in one trans-
verse Cartesian coordinate, i.e., r =x and s = s
only, so that the Fourier transforms reduced to
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a one-dimensional FFT, and also in cylindrical
coordinates assuming 1=0 symmetry, so that
r =r, s =p, and only a radial Hankel transform
of order /=0 was performed.

In both cases we used the Shampine and Gordon
QDE routine" for forward integration of Eqs.
(13). This routine uses a, backward difference
Adams-Bashforth algorithm as a predictor of
order K, and an Adams-Moulton algorithm as a
corrector of order K+1, with X~12. Typically
512 transverse sampling points were employed,
and the local error criterion BKLEBB in the
Shampine and Gordon routine was maintained be-
low 10 '. The calculations were done on an
IBM 370/68 computer using the FORTRAN IV-H
compiler with OI'T =0 using double precision.
A typical run for L =0-6 took 2 min of CPU time.

The power conversion efficiency for second-
harmonic generation is defined as 7I(z) =P, (z)/
P, (0), where P, and P, are fundamental and har-
monic total beam powers, respectively. For
phase-matched uniform plane waves (no diffraction
effects) the conversion efficiency is known analy-
tically to be"

q(l) =tanh'(l) . (14)

Setting the parameter z, /z, =0 in the numerical
routine is equivalent to making diffraction effects
negligible. We therefore tested the one-dirnen-
sional Cartesian FFT routine with a uniform input
and zero value of z,/z, and found numerical agree-
ment with the tanh'(l) function to at least four
significant digits at all distances l.

If diffraction effects are in fact negligible, then
a transversely nonuniform beam can also be in
effect subdivided into many parallel rays or
plane-wave sections, to each of which Eq. (14)
applies. The conversion efficiency in this case
is given by

J tanh'fl f, (x, O)l ljlf, (x, 0)l'dx

f:If,(x, 0))'dx

As a test we ran a one-dimensional Gaussian
beam of the form f, (x, 0) =exp(- x') with our one-
dimensional FFT routine and z, /z „=0, and again
found agreement to the same degree of accuracy.

C. One-dimensional Gaussian beam

As a simple case for gaining physical insight,
we calculated the case of a collimated Gaussian
fundamental input beam f, (x, o) =exp(- x') for four
different values of z,/z„=o, 0.5, 1, and 4 assum-
ing the phase-matched condition Ak =0. The
fundamental beam waist is thus at the input plane
z =l =o. The conversion efficiencies g(l) versus
distance for these four cases are plotted in Fig. 1.
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FIG. 1. Conversion efficiency of a one-transverse-
dimension Gaussian input wave.
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FIG. 2. Far-field on-axis relative intensities of fun-
damental and second-harmonic waves vs l.

The curve for z,/z, =0 matches up with E|l. (15).
Figure 2 shows the far-field on-axis relative
intensities of the fundamental and harmonic ver-
sus distance for these same cases.

The curves for finite z,/z„exhibit progres-
sively lower conversion efficiencies even at small
distances l because the fundamental beam begins
to expand owing to diffraction and thus has lower
intensity for the same total power. However, the
conversion efficiency is also found to turn over
at larger /, so that power begins to flow from the
harmonic back to the fundamental, at least for
z,/z„=0.5 a.nd 1.0.

To investigate the reason for this turnover,
which is unexpected in the nominally phase-
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FIG. 3. The intensity profiles (top plot in each block)
and phase proKes gower plot in each block) for z /z„
= 0 at four different locations, l =0.96, 1.92, 2.96, 4.96.

matched case, we plot both the fundamental and
harmonic intensity and phase profiles at four dis-
tances l =0.96, 1.92, 2.96, and 4.96 for both

z,/z„=0 and 0.5 in Figs. 3 and 4. Figure 2 shows
that in the no-diffraction ca.se the fundamental
beam acquires a depleted hole in the center of the
beam, and th is hole evenutally expa. nds to con-
sume the entire beam. The phase fronts remain
entirely planar with a 90 phase lag between the
second-harmonic and fundamental waves.

Figure 4 shows that for the finite-diffraction
ease the central depletion effect is much reduced.
As expected, both the funda, mental and harmonic
beams have diverging spherical wave fronts. The
on-axis phase angle of the fundamental wave ro-
tates slightly forward, in accord with thewell-
known Guoy effect for Gaussian beams. ' This
phase would approach 90' for z/z„»1. The most
important point is that as a result of the complex
interplay between harmonic generation and
propagation effects, the second-harmonic phase
profile shifts forward by a smaller amount. The
growth rate for the harmonic function f, is given
in general terms by

exp[ad(2y —y ——,'z)]1 df, f'
f dl f

where y, and y, are the phase angles of f, and f„
respectively. Between / =2.96 and 4.96, the on-

FIG. 4. Same plot as in Fig. 3 with z, /z =0.5.

axis value of the net phase angle (2y, —rp, ——,'v)
moves from a value representing amplitude
growth of fs to a, value representing parametric
pumping of energy from the harmonic wave back
to the fundamental wave. As illustrated in Fig. 4,
the central hole in the fundamental wave fills back
in, and significant net power is transferred from
the harmonic beam back into the fundamental
beam.

This behavior could presumably be modified
by using a deliberate phase mismatch, Ak0, to
compensate for the diffraction phase shifts. How-
ever, the optimum value of Ak would be different
for each different crystal length and funda, mental
power level. The parameter space to be explored
numerically could thus be very large.

D. Two-dimensional Gaussian beam

Additional results were calculated using the
FHT version of this program, with 512 radial
points, for a cylindrically symmetric Gaussian
beam having a waist located at the center of an
SHG crystal of length z„as illustrated in Fig. 5.
This is the optimum geometry for low input
powers. For this case we plot in Fig. 6 the har-
monic conversion efficiency through the entire
crystal length versus a focusing parameter
z,/2z„, where increasing z,/2z„means a more
tightly focused waist inside the crystal. The in-
tensity parameter for the individual curves is
K=(z,z„/2z', )'l', which is directly proportional to
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the fundamental input power and independent of
focusing. As a further check on our routine, the
optimum focusing for low input power and ~k =0
in our results is observed to be very close to the
value z,/2z„=-,'& as predicted by an analytic treat-
ment for the Gaussian beam case ignoring de-
pletion. " (Our low-power results do not fall off
away from optimum focusing as rapidly as some
analytic solutions because we have not included
walk-off effects. ')

For higher input powers, obtaining the optimum
conversion efficiency requires progressively
weaker focusing (z„»zc}. Indeed, if one stays
at the optimum focusing value for low input power
and simply turns up the input power K, the con-
version efficiency rises at first, but then turns
around and falls sharply with increasing input,
never rising much above 50% efficiency.

To explore this behavior further we plot in Figs.
'7 and 8, the beam intensity and phase profiles
at four different planes through the crystal, using
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FlG. 7. The intensity profQes (top plot in each block)
and phase profQes g.ower plot in each block) for normal-
ized input powers 0 =0.25, z~/2z„=1.4 (z /z„=4.72) at
four different planes through the crystal.

I.P
z/z(: =0.25

I.p
z/z

-0.5
0.5—os—

0 00 I 2
r/fop

0 I 2

180o

90o

0
-90
-180

-90' f
- 180

0 I 2
r/cUp

0 I 2
r/cl)p

1.0—

I.pI.p
-z/
-0

0.5—

z/zp= I.p
o 0.8—
z
ILJ

O
~~ 0.6—
4J

K =2.0
0.5—

0
0 I 2

rlopp
0 I 2

r/QJp

v) 04-
UJ

o 0.2

ISO

90—
op

-90
"180

-9P—
-180

0 I 2
r/Alp

0 I 2
r/CUp

I

2.4 5.2

0.25
0 0,8 1.6

zc /2zr
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=1.4 (z,/z„=0.50).FIG. 6. The conversion efficiencies vs z, /2z„.
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the low-power-optimized focusing, for normalized
input powers K =0.25, z,/2z „=14.(z,/z„=4. 73) and
E=2.0, z,/2z„=1.4(z,/z„=0.59). Again, signifi-
cant phase variations appear in the higher-power
case.
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FIG. 9. The intensity profile of an unstable resonator
output propagated 1 m from the laser before reaching
the crystal. The resonator parameters are M =3.5,
Ke@ 1 5 and g 1 06 pm ~

E. Unstable-resonator case

Finally, a separate optical resonator code was
used to generate the output beam profile of a
confocal unstable laser resonator at A., =1.06 p. m
with output mirror diameter =0.18 cm, magnifi-
cation M =3.5, and equivalent Fresnel number
N„=1.5,' and to propagate this beam forward 1 m
before reaching the SHG crystal. The fundamental
intensity profile shown in Fig. 9 was then used
as the input to the cylindrical symmetrical FHT
version of the nonlinear code. Figure 10 shows
predicted conversion eff iciencies versus nonlinear
interaction length z/z„ for different values of
z, /z„. (This parameter could be adjusted in prac-
tice by inserting a telescope to magnify or de-
magnify the beam diameter. } We may conclude
that for sufficiently high powers (small z,) and
large-dimaeter beam (large z „},an unstable re-
sonator beam can give very high conversion ef-
ficiency despite its apparently complex and ir-
regular intensity prof ile.

Experiments on harmonic generation with an
unstable resonator beam were carried out by
using a YAG laser with an unstable cavity having
the parameters described above. The laser was
Q-switched at 10 pulses per second, with an out-
put energy of about 0.5 J per pulse. A 5-cm
KD*P crystal was used for Type-I phase match-
ing. Owing to the large laser beam size (~6
mm} the walk-off effect in the crystal was rela-
tively small and not taken into consideration.
The fundamental pulse was roughly Gaussian in
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FIG. 10. The predicted and measured conversion ef-
ficiencies vs / for the fundamental beam profile shown
in Pig. 9.
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PIG. 11. Far-field on-axis relative intensity of fun-
damental and second-harmonic waves vs l.

time with a width of about 20 nsec.
To measure the harmonic conversion, both the

fundamental and second-harmonic pulses were
displayed on a fast oscilloscope using a PIN
detector. The energy in the pulses were sepa-
rately measured by a thermopile and also by cali-
brated power meter. Since the pulse length was
much longer than the dephasing time in the crystal
(which is of the order of picoseconds}, within the
nanosecond interval the fields and the driven
polarizations can be thought of as cw waves.

We digitized the intensity of the measured
fundamental and harmonic waveforms at 5-nsec
intervals on many different oscilloscope traces,
and determined the corresponding conversion
efficiencies at each point, using the measured en-
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ergies for normalization. The highest conversion
efficiency reached was more than 80%.

The range of z,/z„ in those experiments was
within 4&10 to BX10 ', which is essentially
zero so far as the theoretical curves are con-
sidered. Figure 10 shows a large number of
these experimental points compared to the small
g,/z„ theoretical curve. The data fit the theo-
retical curve very well. Unfortunately we were
not able in these experiments to reach a range
of parameters which would demonstrate the
turning over at large z, /z„and z/z, .

Figure 11 shows the far-field on-axis intensity
of both fundamental and second-harmonic waves
versus normalized crystal length z/z, . Note that
the harmonic far-field intensity turns down

somewhat further through the crystal than that
does the total harmonic power, and the funda-
Diental far-field intensity turns back up only very
slowly if - at all, as a rseult of the beam reshaping
produced by the harmonic interaction.

IV. DISCUSSION

We should perhaps emphasize that we are con-
cerned in this work with developing an approach
to nonlinear wave interactions that can, at least
in principle, handle real beam profiles, diffrac-
tion effects, and depletion effects completely and
accurately at whatever level of complexity they
may occur. If one only intends to treat simplified

special cases or to handle such effects only par-
.tially or to a first order of approximation, then
of course some other simplified analytical method
may be much more suitable.

Results obtained using our general approach
for second-harmonic generation with one-dimen-
sional Cartesian geometry and with lowest-order
(l =0) cylindrical symmetry have been presented
in Sec. III. Other than carrying out these calcu-
lations, we have not tested our approach against
any competitive approaches. Indeed it would not
be easy to carry out truly competitive tests since
we are not aware of other published or readily
available and directly competitive numerical ap-
proaches to the same overall problem. However,
we believe that our general approach should pro-
vide a technique that handles diffraction in the
most effective way, through fast-transform rou-
tines, while handling the nonlinear interaction
effects through eff icient differential equation
routines. The only alternative approach to the
same class of problems of which we are aware
is to use an expansion of each beam into normal
modes of free space, e.g. , into Hermite-Gaussian
modes, and to compute coupling terms between
modes. "'" From extensive experience with lin-
ear active laser resonator simulations using both
mode-expansion and fast-transform techniques, "'"
our conclusion is that fast-transform methods
are clearly superior, at least for that purpose.
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