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The one-particle hydrogenic Green’s function has been calculated for a partially ionized plasma consisting
of hydrogen atoms, electrons, and protons at high temperatures. The theoretical method extends a previous
publication and involves an evaluation of the mass operator in the Dyson equation to include proper self-
energy parts to “all orders” in the screened interaction. This mass operator characterizes the effective
micropotential felt by the atom in the plasma and determines all of the one-particle properties and some
two-particle properties associated with the atomic subsystem. The first-order mass operator is nonzero only
for exchange scattering, which leads to a frequency-independent exchange shift. This temperature- and
density-dependent theory of the exchange shift replaces the usual semiphenomenological schemes based on
the Slater-Kohn-Sham type of theory. The exchange-shifted Green’s functions are used in evaluating the
higher-order contributions. Computer calculations and the resolution of the poles of the Green’s function
lead to level shifts, widths, and spectral functions. These are calculated within both the second-order and
the all-order theory. The second-order theory, which may be valid at sufficiently high densities and in
turbulent plasmas, overemphasises the atom-plasmon coupling and shows new structures. The inclusion of
contributions beyond second order removes these structures and produces a more “conventional” spectral-
intensity function. The effects of center-of-mass motion on the level shifts and level profiles are investigated
and the onset of plasma instabilities touched upon. These calculations make contact with the work on
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“plasma-polarization shifts” and provide an approach to q,w-dependent plasma microfields.

I. INTRODUCTION

A partially ionized high-temperature hydrogenic
plasma contains two essential subsystems in inter-
action, viz., the plasma subsystem containing
electrons and ions and the atomic subsystem con-
taining nuclei still containing one bound electron.
Even though the atomic subsystem, having a neg-
ligible particle density, -has virtually no effect
on the plasma subsystem, the latter greatly affects
the atoms by shifting and broadening the le‘vels,1
changing the ionization potential, optical spec-
trum, level populations, etc. The properties of
such atoms can be used to probe the system of
electrons and ions. The electrons and ions in the
plasma subsystem interact with each other via the
Coulomb interaction, and here too renormalization
of particle energies, lifetimes, and distribution
functions comes into being. For the plasma sub-
system at high temperature, at least the ions can
be fairly well treated by methods of classical
statistical mechanics using Bogoliubov-Born-
Green-Kirkwood-Yvon-type (BBGKY) approaches,
direct numerical methods of trajectory dynamics,2
or even Debye-Hukel-type approaches when only
static properties are needed.

However, the study of a plasma consisting of
atoms, ions, and electrons is strictly a quantum-
statistical many-body problem. In fact, the tech-

21

niques of modern quantum many-body theory are
now well known®"® and versatile enough that it may
be easier to carry through the quantum treatment,
which is possibly more flexible than the analogous
classical theory. However, most of the literature
(e.g., Ref. 6) is formal, directed to the two-
particle Green’s function, and has not proved to
be computationally tractable. In the present pa-
per we study the one-particle excitations via the
one-particle Green’s function, using a quantum
many-body approach given by one of the authors.””
The calculation of the shifts and widths of the
levels of an atom immersed in a plasma is in fact
formally analogous to the theory of the modifica-
tion of core energy levels of atoms in a metal due
to the band electrons, 0 or even to the problem of
the calculation of the Lamb shift, where the vacu~
um polarization shifts could be reviewed as being
due to the effect of the particles in the Dirac sea
(quite appropriately the name “plasma-polariza-
tion shift,” analogous to “vacuum-polarization
shift,” has-actually been applied11 to the shift of
energy levels of atoms immersed in plasmas).
The spectroscopically observable polarization
shift is a line shift and not a level shift. However,
all the present theories of plasma-polarization
shifts'* calculate the line-polarization shift as
a difference of level-polarization shifts and ignore
the cross terms that arise in constructing a two-
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body shift operator out of one-body operators.
Thus we could say that the existing theories of
plasma-polarization shifts are really theories of
level shifts. Since we are also interested in level
shifts, widths, and one-particle densities of
states, the existing theories of polarization shifts
are of some interest to us, in so far as they are
primarily level-shift theories. The extent to
which two-particle-propagators could be construc-
ted from one-particle propagators is relevant
here, and we comment on this later. [See after
Eq. (5.1).]

The intuitive arguments used in Griem’s origi-
nal discussion of polarization-level shifts proceed
by pointing out that a charge inhomogeneity occurs
around the atom owing to the atomic nucleus pola-
rizing the plasma medium. But the subsequent
development12 attempts to construct quantitative
theories out of unphysical assumptions involving
excessively simplified models where all ion-atom
and perturber-perturber interactions, exchange,
etc. are ignored and the plasma electrons are
merely assumed to “fill” the “space” between the
nucleus and the Bohr orbit of the atomic electron
in question, thus screening it from the nucleus
and causing a level shift. The more sophisticated
approaches available'™ to date involve a mixture
of semiclassical assumptions and could be con-
sidered as stemming from the early work of
Planck® and leading to the study of the eigenvalues
of the hydrogen atom in a Debye-shielded poten-
tial." The Debye-shielded nuclear model is un-
physical, especially for a neutral atom. Even in
the case of'an ion the bound electrons will relate
to a frequency component of the field associated
with the level frequency and not necessarily to a
static potential. The work of Theimer and Kepple13
departs from the naive Debye model and attempts
to calculate the level shifts using a mixture of
quantum mechanics and classical electrostatics
to obtain the discrete states of the atom in the
plasma. Rozsnyzul‘i uses similar methods involving
a mixture of Thomas-Fermi theory and atomic
self-consistent-field theory involving a phenomeno-
logical form of Slater-type exchange corrections
to extract a level shift. These methods, valid in
certain limits, do not have the clarity of first-
principles approaches and are inherently incapa-
ble of including lifetime effects, particle dynam-
ics, and plasma instability effects.

The work of Nakayama and DeWitt"” contains an
attempt to use a fluctuating potential within a
quantum-statistical framework. The thermodyna-
mic potential is written as a linked cluster expan-
sion, and their method involves the solution of a
“ pseudo—SchrBdinger” equation which contains the
complex potential Z/7€(k, w), where €(kw) is the

random-phase-approximation (RPA) dielectric
function. The complex eigenvalue is interpreted
to give a shifted energy and a damping for the level
in question. The methods we use are faintly simi-
lar to those of Nakayama and DeWitt and reflect
the state of the art in present day many-body
Green’s function theory.® Instead of solving a
non-Hermitian Schrodinger equation, we essen-
tially solve the integral equation (Heisenberg rep-
resentation)

4 a ) 1y
<z Py = n(xt)) G(xt, x't’)
=8(xx")0(¢t")
+fM(xt,x't’)G(x"t”,x't')dx”dt”, (1.1)

where i(xt) is the one-body term in the Hamil-
tonian and M(xt, x’t') is the mass operator (or
self-energy operator) which defines a non-Hermi-
tian nonlocal time-dependent many-body potential
felt by the propagating particle. This is also the
potential which would determine the effective mi-
crofield felt by the atom. This theoretical ap-
proach, though not too often used in plasma theory,
is a well established basic method of quantum field
theory, contemporary solid-state theory, and
related disciplines. A good review of the crucial
role played by M(xt, x’#') in determining many
system properties is given, in that context, by
Hedin and Lundqvist.®

The main burden of the calculation falls on the
determination of this mass operator in some ap-
proximation, thus determining the Green’s func-
tion. The complex poles of this Green’s function
define the shifted and broadened one-particle ex-
citations in the system. We use the temperature-
dependent double-time retarded functions* and the
methods already used in Ref. 7. This provides a
rigorous approach where infinite-order summa-
tions are achieved via a Dyson equation. The
plasma electron (or proton) Green’s function turns
out to be essentially those of afullyionized plasma,
since the atoms have little effect on the plasma
subsystem. Thus the main thrust of the present
study is toward the atomic Green’s functions which
yield the shifted and broadened hydrogenic levels®
in a plasma. Owing to the complexity of the final
expressions we resort to extensive numerical
work to obtain computational results for the roots
of the equations defining the quasiparticles, and
also study the dependence on center-of-mass mo-
tion which cannot be ignored in ion-atom colli-
sions.

The developments reported in this paper should
be regarded as a preliminary step toward the
larger objective of putting into operation a set of
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computer programs based on a systematic many-
body approach to the theory of plasma-atom inter-
actions. The properties of the elementary excita-
tion spectrum obtained here will be of direct in-
terest in constructing realistic plasma micro-
fields, calculating of two-body Green’s functions,
etc. In the H-atom problem treated here the cor-
relation (or direct) part of the first-order mass
operator is zero, but there is an exchange shift
which has been ignored in the level-shift litera-
ture.

The correlation effects arising from the strong
atom-ion interaction do not admit a low-order
perturbation treatment unless, say, T/p*? is
much larger than the ion mass. Even for elec-
trons, low-order theory is applicable only for
sufficiently weak scattering processes. This is a
difficulty which has beleaguered plasma theory for
many years and the standard escape route involves
the use of rather ad hoc cutoff procedures and
model microfields of various sorts. Although
Dufty19 has given a formal construction to intro-
duce microfield descriptions, the existing ap-
proaches cannot be extracted fromafirst-prin-
ciples quantum theory. On the other hand, any
given experimental data could perhaps be shown
to agree with “theory,” owing to the considerable
freedom available in the choice of cutoffs and
microfields.

Plasma-polarization shifts are believed to be
small (Aw =0), -and hence the relevant interactions
involve effects over large time periods (Ar =1/
Aw) within which atomic and ionic motions are
non-negligible. This is just the sort of situation
where existing microfields are useless, since they
imply a static (or stochastic static) model which
ignores energy and momentum conservation in
each collision event. These negative considera-
tions, as well as the doubtful physical contents of
available modelizations, are sufficient to rule out
microfield methods from the present study, even
if they have proven useful in other contexts.

In the present study we treat the atom-perturber
interaction exactly to second order and evaluate
the higher-order contributions via the approximate
solution of an integral equation to the Green’s
function contained in the mass operator. This
introduces natural cutoffs in ¢ and w and corre-.
sponds to an all-order theory where a certain
class of terms (or diagrams) is summed to infi-
nite order.

II. FORMULATION OF PROBLEM

The total Hamiltonian of the system can be writ-
tenas T=e=1)

H=H,+H,+H;+H,, (2.1)

where
lqa_112+11a-a: (2.23.)
0 P’ 1
H) = (—L+He> (2.2p)
e ; 2M a

is the Hamiltonian of the atomic subsystem; p%/
2M represents the center-of-mass (c.m.) motion
of the atom labeled a, while HZ' is the “electronic
Hamiltonian” of the atom referred to the center
of mass. The atomic and ionic kinetic-energy
terms are neglected in the usual quasistatic theo-
ries; this is partly the origin of one aspect of

the current problem of incorporating effects of
ion-dynamics into plasma microfields. The last
term, H,,, is the interaction between two atoms
and is given in Eq. (2.12) of Ref. 7.

In the present problem H,_, represents the inter-
action between two neutral hydrogen atoms, and
this is entirely negligible owing to the extremely
small number density of neutral atoms in a high-
temperature plasma of the type considered here
and also to the screening of the interactions by the
free-particle subsystem. The latter is described
by the Hamiltonian

Hy=H{+H;,, (2.3a)

P s _ Zn1Zny
Hf“;2M7+2§1;1,2|ri171_7 L’
where the index 7 (=e or p) refers to electrons or
protons and 7 sums over particles of each type, Z,
being the charge on particle type v (Z,=-1,Z,=1)
specified by the position vector ET. The plasma
is taken to have overall charge neutrality.

The interaction Hamiltonian H; is given by

H = E -»ZQZ»T + = ZfZ' = ‘(2,4)
et |Rg=Ty | lRa+ra—r,1.l’

(2.3pb)

igTy

where Z, (=Z =1) is the charge on the atomic nu-
cleus having a position vector R,, while r, is the
coordinate of the atomic electron with respect to
the nucleus (this is taken to be the effective c.m.
of the atom). The last term on the right-hand side
of (2.1), H,, is the Hamiltonian of the radiation
field and its interaction. In Ref. 7 we showed how
H, could be systematically treated. In the present
calculation we neglect H,, since the radiation-
reaction effects are many orders smaller than the
collisional effects in a plasma, if intense fields
(e.g., laser radiation) are absent. We note that
in the usual theories of plasma spectroscopy the
term H;_; is entirely neglected or nominally ac-
counted for by replacing H; by the Debye-screened
form. We will see from Eq. (3.12) that this is
valid only at exact resonance for collisions invol-
ving limitingly small momentum transfers. Fur-
ther, in the present approach it is not necessary
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to approximate (2.4) by a dipole or low-order
multipole truncation.

This Hamiltonian (2.1) is usually® cast into an
occupation-number formalism by using plane
waves for free particles and atomic eigenfunctions
for bound states. This traditional procedure is
analogous to the use of plane waves for valence
electrons and atomic states for core electrons
in solid-state physics and formally leads to an
overcomplete basis. As emphasized in §2 of
Ref. 7, such a basis leads to complicated com-
munication rules which may have to be considered
at some stage of the theory. Here, as is cus-
tomary, we introduce the basis functions

¢nl ms(i;) = Q-l Zeii.ﬁ ¢nlms(;'e) = (ﬁ;k('rp"’e) ’ (2-53)
Grs(Q) =7 26T, = b, (r,) (2.5b)

‘where R is the atom center of-mass coordmate
w1th a c.m. momentum k. Integration over R and
Tin constructing matrix elements leads to k- and
nlm-dependent second quantization operators

A (), AL .(R) for atomic operators. These oper-
ators act on electronic bound states defined by

the atomic center. We write v=#, [, m and

kEE, s and suppress vector notation unless it
becomes necessary to prevent confusion. The
charged-particle creation and annihilation opera-
tors corresponding to (2.5b) are denoted by CI(2),
C.(k); these are Fermi operators. As in Appendix
B of Ref. 20, A(R) operators also can be shown

to be Fermi-like to an excellent approximation
under conditions where the nuclear exchange can
be neglected. Owing to the overcompleteness of
the basis the commutation relations between the

A and C operators come out to be?!

[4,(8), C1], = (6, ()| 615(@) 0,
= GTeJ‘ ¢vk(—{‘?’ ;e)d)ek (;e)d;e . (2.50)

In traditional treatments® this overlap term is
neglected and A, C: operators are taken to com-
mute or anticommute. We retain its effects in
the first-order mass operator and neglect them in
higher orders, after having renormalized the
propagators to take account of the correction ari-
sing from the effect of (2.5c¢).

The Hamiltonian in the second quantized rep-
resentation is given by

H,=H =) l(R)A(R)A, (), (2.6a)

vk

H,—gs (R)CI(R)C, (k) + Z z, 2.V,
1"2"

XC:I(kl)Clz(kZ + q)c12(k2)c1-l(k1 +q), (2.6b)
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Hy =3 Z(rky, @) [V |12 (D), &y

XCly, AL (11)A,2(I2)c,,,2 . (2.6¢c)

For direct scattering this reduces to

Hy= 25 72V (@)CHRDAL (k2 + )
VIVZ
kykoa
XA, ,(ky)C, (k1 + q) (2.6d)

and has been treated in Ref. 22. The reduction
of the exchange-scattering term will be shown in
discussing the exchange contributions to the first-
order mass operator [see Eq. (3.5b)].

In the above,

(k) =-ZL/2n* + B*/2M = p,, v=n, 1, m,

(2.72)

€ (k) =kY/2Mr- 1L, , (2.70)

V,=(/Q@1/qd), q#0; V,=0, ¢=0 (2.7c¢)
and

Vo, (@ =Vo(Z,8, 4, = (v, |75 |1)), (2.7d)

with
(w1l [y
= [ i P Ty PV

In (2.7a) and (2.70), 1, and y, are the chemical
potentials of the atomic species and charges spe-
cies 1; U, is known in terms of K., since we as-
sume that the system is in thermal equilibrium
(or quasiequilibrium at some effective tempera-
ture). We have

H=H"+e, W,=U,+ M, (2.7¢)

where [, and U, are effectively the unperturbed
electron and proton chemical potentials (since the
equilibrium number of atoms is so low that the
atomic subsystem has little or no effect on the
free-particle subsystem). It is clear that the
effect of ionizing collisions on the mass operator
for low-lying states would be negligible, owing

to their low frequency at the temperatures and
densities considered, compared to elastic- and
bound-bound processes involving smaller energy
changes. It is possible to estimate the effects

of these thermal bound-free processes even within
the present formalism by taking the final hydro-
genic states [say »; in (2.7)] to be continuum Cou-
lomb functions. This question was examined in
the numerical studies reported in Ref. 22, In the
present study we neglect the contribution from
such transitions, since these earlier studies (see
Table III) justify such a procedure, at least for the
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low-lying states.

The matrix element (2.7d) incorporates the dy-
namics of the atom-perturber collision via the
momentum transfer a and is ageneralized®® oscil-
lator strength for the transition vy = v3. The
form (2.7d) results from (2.4) when matrix ele-
ments are calculated using the basis (2.5) and has
already been given in Eq. (2.13a) of Ref. 7.

We write the final Hamiltonian to be used as

H=H+H}+H,,+H; (2.8)

one of our principal problems is to evaluate the
effect of H}, H,.,, and H, on the eigenstates (levels)
of H.. We do this by calculating suitable single-
particle Green’s functions for the Hamiltonian
(2.8), where the screening effects arising from
H,., are treated within an approximation which
reduces to RPA for weak atom-perturber colli-
sions. This modified RPA (MRPA) includes the
changes in screening arising from the effects of
atom-perturber multiple collisions. As we shall
show in detail, if only second-order atom-per-
turber theory is used, then the screening is in
RPA with the screening frequency @ depending on
the atom c.m. momentum E, electronic state 2,
and the momentum transfer a In the all-order
atom-perturber theory, @ depends in addition on
the atom-perturber interaction. This has the
effect of cutting off the screening for large a
values and for resonant w values. In effect, we
may write our Hamiltonian schematically as

H=H+H{™ + @y° (2.9

and describe the method by stating that all inter-
actions to second order are treated explicitly,
while higher-order effects are included by partial
summations to all orders. The main physical
approximation is this partial summation where
only a selected class of terms is retained. As
will be indicated later, simplifying approximations
are needed in the numerical reduction of the ex-
pressions bringing in the higher-order contribu-
tions. Aside of such defects the potentials used
are exact and no quasistatic or microfield appro-
ximations are used, while such formal matters

as causality (time-ordering) and energy and mo-
mentum conservation are built into the Green’s-
function methods used and would be preserved if
reasonable care were taken in the approximations.

III. GREEN’S FUNCTIONS

The calculation of level shifts and widths in-
volves the determination of the elementary (here
one-particle) excitation spectrum of the Hamil-
tonian (2.8). In the present approach, suited to
low-lying excitations and associated with the theory
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in Ref. 7 and as distinct from the theory in Ref.
20, we recognize three kinds of excitations, viz.,
those of bound (i.e., atomic) electrons, free
electrons, and free protons, given by the poles
of the corresponding one-particle Green’s func-
tions.

Using the double-time statistical Green’s func-
tions in Refs. 4 and 7, we define the one-particle
propagators

G, (kw) =(a, k), al(k))), CRY
G, (kw) ={(C, (), CHE)), (3.2)

where the Fourier component of ((X(#)X'(+))) is
implied. More explicitly,

«x@), X))
==i0(t = ¢ X[X(®), X" (') ].)

+ 0
= zlﬂ f i (X, xNye i =t gy (3.3a)
defines the retarded function and its Fourier com-
ponent. The mean values ¢ ), are taken with re-
spect to the grand canonical ensemble and 6(¢ ~ ¢')
is the Heaviside step function. The Fourier
transforms of the retarded (Imw >0) and advanced
functions (Imw < 0) form one analytic function in
the complex w plane with a discontinuity along the
real axis. The equations of motion of {((X, ¥)) can
be written as

w«X: Y>> = <[X; Y]+>t=t' + <<[X, H]-, Y)) N (3.3b)
w«X, Y>> =<[Xy Y]&)t:g' - <<X: [Y’ H]—>> (3.30)

by differentiating with respect to ¢ or ¢’ in (X (2),
Y(#'))) and then taking the Fourier components
defined by (3.3a). The Green’s functions (3.1) and
(3.2) have the form ((X, X")), and we can show
that, as in Ref. 8 (see also Tyablikov and Bonch-
Bruevich®), the Dyson equation

G(kw) =G (kw) + GU(kw)M (Rw)G (kw) (3.4a)
leads to a mass operator given by
M(kw) = (G XU, X" /[Cxx (U, XN, (3.4D)

where
U=[Xx,H],
Cxx =([X, XT]+>t-t' ;
Cxx is 1 since X:C,(k) or a,(k). Also,
(X, 8] = (w})X,
with
G'=Cyx/(w -0} .

The denominator in (3.4b) serves to remove the
“unlinked clusters” or improper terms in the
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numerator, and we can in fact write
M) = (G (U, X))o -
Since
(U, X"y =(U, X" N+ XU, U"),
M(kw) = (G (U, X + (T, UM, opee
=m1(w) + My gner (fw) . (3.4c¢)

We also note that we can develop (3.4b) in a per-
turbation series5 and write the mass operator up
to second order as

my(kw) = (G (U, XM,
my(kw) =(U, UM - (U, X))
=(U, U"? (3.49)

proper *

Here we see how the denominator has brought in
the term (({(U, X"°)?, which is G ;(kw)?, to can-
cel the unlinked term in which two first-order
parts are held together by a single G° line.

Finally we note thatan all-order calculation of
M(kw) involves

7nhigher(kw) = <<U’ Ut >>Droper . (3'48)

So far the theory is exact, and the approximations
arise in calculating (3.4e).

In Egs. (3.4a)-(3.4e) the superscript zero indi-
cates that the corresponding quantities are only
needed in zeroth order.® In the second-order
mass operator (3.4d), the interaction potential

occurs twice via the presence of two [X, H;] terms.

In the actual calculation we show how an all-order
theory is developed, leading to screened interac-
tions inclusive of atom-perturber scattering ef-
fects, as in the scheme of Eq. (2.9). The screen-
ing effects embody simultaneous multiple colli-
sions of a relatively weak nature, while the cal-
culation of U, U")) to be presented incorporates
effects arising from stronger collision processes.
At this point the question of achieving a self-
consistent calculation should be raised. Since the
calculation of M(kw) depends on G, and since
G =G"/(1-MG"), once an initial mass operator is
calculated, this calculation should be used to de-
fine a new, renormalized propagator, and hence
a new M, until consistency is reached. We have
renormalized our propagators using the Hartree-
Fock shift ( first-order mass operator), but no
attempt has been made to do a higher-order self-
consistent calculation. To put the magnitude of

the task in perspective, we may note that even in .

the simpler many-body problem on which the max-
imum of theoretical effort has been spent, viz.,
the problem of the electron gas (the one-compo-
nent plasma), the mass operator has been evalu-
ated only to first order in the screened interaction

(RPA), and without any effort at self-consistency.
“Plasmaron” side peaks (similar to our second-
order results) appear in the RPA electron-gas
calculation, and these are probably an artifact
of the low-order approximation (see Refs. 3 and
24). The all- order calculation of the type given
here has only recently’® been achieved for the
self-energy, while there are recent calculations
for the £ matrix, limited to the on-the-energy-
shell case (e.g., Bedell and Brown®®), None of
these calculations are self-consistent. In our
problem, unlike in the electron gas, we have
complicated atomic matrix elements, angular-
momentum and wave-vector sums, complicated
frequency, and level-dependent screening func-
tions. Thus a full self-consistent calculation is
unlikely to be available within the immediate fu-
ture.

A. Atom Green’s function

The zero-order atom Green’s function G2(k,w)
is given by

GUrw) =1/[w - €(R)]. (3.5a)

A word of clarification may be relevant here.
If an electron-proton Green’s function is set up
using free-particle states and the multiple scat-
tering of the pair is included to all orders, then
the resulting function will have poles correspond-
ing to the spectrum of a hydrogen atom and will be
diagonal in the hydrogenic basis. The diagonal
element corresponding to the state v is (3.52). In
effect, (3.5a) provides us with a convenient rep-
resentation of the electron-proton Green’s func-
tion which does not appear explicitly inthe present
theory. (3.5a) follows directly from (3.1) and the
form of the Hamiltonian used.
- From (3.4c), the first-order mass operator
m(k, w) requires an evaluation of ({[X, H,]., X"))°,
where H; is given by (2.6¢). - In reducing the com-
mutator [X, H;].,, we obtain an exchange term and
a direct term. Thus, using (2.6¢) for H; and g, (k)
for X, we have

(@, cIIaIachzl-
={v Ikn)ﬁ,leafazcz - Gulc:1a2c12 . (3.5b)
Each of these terms has to be treated in calculating
the first-order mass operator.
1. First-order mass operator _
From (3.4c) and (3.5b) we write
mi(kw) =[a,(®), Hf]-, a)[w - €(r)]
=mi(kw)y, + mi(kw), . (3.62)

Using (2.6b) and (3.3c), we easily reduce the di-
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rect term to give
mi(kw), =GL(kw) [w - €X(R)], (3.6b)
in which
Gylkw)y =Y, Z,V,, (g Clkr + a)Cq k1))’
X 8y g/ (@ — €, (R)]
=V (0) 2 ZiBry /0 = ()],
where

E’rkl = <p‘r(k1)>0 ’ p‘r(k) = C:(kl)(), (kl) .

For a neutral plasma, 2., Z:Prey =0, and also
V,, is zero, as in Eqgs. (2.705—(2.701). Hence we
have

mi(kw); =0, (3.6¢)

The exchange term [first term on the right-hand
side (RHS) of (3.5b)] appears only for electrons,
since we neglect nuclear exchange. The reduction
of the mass operator proceeds by noting that, for
example,

D w®) | Ry leyin () | V] vy (K )

L3
= (vl () | V] v,(K)ky)

and

ai= 22 (eslmalx)CY,
k1

since |k1> is a complete set. We proceed as fol-
lows:

mi(kw)ox =Y, Z w1 V] vakodv | ky)
x(alayca,, AN [0 - €, ()]
=3 Z,(wky| V] vaky)
X{(ch,@Crys ay () [ - €, (R)]
== Z k| V| vk}, (3.72)
= +;—Z Vv et | Ry

QK g

X (2| ) = (o | 7 [1))Bs, (3.70)

I 4
=My«

We have suppressed the center-of-mass momen-
ta k, K,, and K, up to Eq. (3.7a), since the same
result (independent of the c.m. momentum) is
obtained by correctly carrying through all the
momenta and reducing the integrals.

Also, in evaluating (¢} as¢cy,, a}(R))°, We can

either decouple <c;10»2> as Py, 04,4, Or calculate the
anticommutator {[c'ac,a'])°, keeping 1n mind that
the commutation rule to be used is (2.5¢), owing
to the overlap between atomic and plane-wave
functions. Both methods lead to the form given
in (3.7a). Its computational form is given below
[Eq. (4.2)].

The energy shift defined by (3.7a) is indepen-
dent of the frequency parameter w and the c.m.
motion of the atom, at least in this approxima-
tion. We may call it a mean-field exchange shift.
Noting that the first-order mass operator m} is
simply equal to the exchange shift (which is inde-
pendent of 2 and w), we rewrite the zero-order
Hamiltonian (2.6a) in the form

HY =Y ¢, (R)al(R)a, (),

vk

where
€, (k) =€) +mY. (3.7¢)

We also replace (3.5a) by the renormalized propa-
gator

GO(R) =1/[w - €l(k) = mY]. (3.7d)

Having carried out such a “renormalization,”
we ignore exchange effects in all higher-order
processes, i.e., in evaluating contributions to
the mass operators in higher order.

Note that since m', i.e., my,, is independent of
frequency, the line shift for the transition vy vy,
would be the difference between the level shifts,
viz., m:i— m:i, at this level of approximation.
Numerical values of m'/p, are presented in Table
1.

2. Screened first-order mass operator

For regimes of high plasma density it is neces-
sary to consider screening effects arising from
the Coulomb interactions among the charged par-
ticles. The method of evaluation of the Green’s
function to obtain a full Coulomb treatment in RPA
will be given in detail with respect to the second-
order mass operator. In first order it turns out
that the potentials V, occurring in the frequency-
independent expressions (3.7) get replaced by V,/
[&(g, 0)], where &(g, 0) is the static RPA dielectric
function. In order to simplify numerical work, we
adopted for € the form 1+£% /4%, where kp is the
Debye momentum at thégivendensity and tempera-
ture. Numerical results are given in Table II.
The effects of static screening are found to be
negligible at the densities and temperatures of
interest to us.



386

3. Screened second-order mass operator

The second-order mass operator involves the
Green’s function

G (w) ={a, (), H,)., [a,(), H,1)°
—ZZ Z wy ql) vvl(‘h)

X«pr(qul)avl(k - QI), a,t'l(k - q{)pI’ (k{q{)»o

= Vi) VE (@DQs, @1, (3.82)
where we have introduced the definitions
p-(k1qy) = CI(R)C (k1 + q1) , (3.8b)
pri(kklfh) =Q,=2Z.p; (qul)av l(k - ql) s
X=T, V1, kly qi. (3.80)

The Green’s function ((Q,, Q%)) of Eq. (3.8a) has
the same structure as the Green’s function (3.42)
of Ref. 3 and ¢ontains the operators p,(k1q) cor-
responding to charged-particle density fluctua-
tions. Thus ((Q,, @)’ should be calculated so
as to pick up the screening effects which are
brought about by such charge-density fluctuations.

1]

[1-v.

The term inlarge round parentheseson the LHSis
the RPA response function with its frequency
shifted to w - €vl(k —¢1). Thus we define the di-
electric function

'rykl % Tk

€(g, ®)=1-V,L(qw), (3.12a)
where the response function L(q;w) is given by
Z1 (P p = Pryped) 3.12
T T + 3. b
L(g, ®) = =&+ €. (k) — € +q)]° ( )

cb:cb,:w—e,,(k—q).

The particle distribution functions p;,,, have al-
ready been defined in (3.6d) and are merely the
Fermi distribution functions for particles of spe-.
cies r and momentum %, thatis,

By o =[1+ exp(K*/2m, — 1,)B]™ (3.12¢)

For the high-temperature situations in which we
are interested, (3.12c) can be replaced by the
Boltzmann distribution and (3.12b) can be expres-

sed in terms of the Dawson function®’ [see Eq.
J
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This implies that ((Q,, Q1)) should be calculated
inclusive of H;.;, at least in the random-phase

approximation. That is, we define
Que =@ QL)) (3.92)
and write its equation of motion
« =@, Q1D + Q. Hyop L, QENDT!,  (3.90)
Dx:w—evl(k—ql)+e,(k,)-eT(k1+q1) (3.9¢)

and evaluate the last Green’s function on the RHS
by RPA decoupling to give (see p. 2740 of Ref. 7)

Qrwr =(Zp, (k1q1)a,, (& — q1), Z4 p}. (Riq}) aul(k i

%0 +7, 22 <__E_”?1'D‘j“k1*n>
X 2y Kty (B = 4005, (k20) 21, QL))
o (3.102)
where
Cl =(Qu QL) (3.10b)

Summing over T, #; and identifying the Green’s
functions on the LHS and RHS to be the same, we
have

(3.11a)

=Zcxx'/Dx'

Tiky

r

(3.27)].

We complete the evaluation of GI'(kw) by sum-
ming over 7/,k{ occurring in (3.11a) and by multi-
plying by V,, V¥, as indicated in (3.83) to obtain

II
G (k(U) ZVWI ql) vvl(ql)g €( le )

l)lyVl klykl

(3.13a)

where the mean value C! must be evaluated. We

have

ng’ = <[ZTav1(k - QI)p'r(qul),
Zepy(Riga (k- g1’ (3.13b)

which we can simplify using the commutation rules
of the operators to get

Csocx' ZZE{BT(kl)[l - Ef(kl + ql)] - ﬁvl(k - q;)
X [ﬁ—)‘r(kl) - F—)‘r(kl + Q1)]}51¢ lk'laqlq’la'r‘r Vvl

= 12-57 (F1)8 110,
when

ZE | Viw(g1) 1 3B, (B[ = B, (k1 + q1) ] = 7iwa(k — @), (Ry) = B (B 1 + q0) T}

ml(kw) = E

TViegky

Haqr0lo + €, (7) -

| Vowy(qy) 12[L"(g:®) - n,(k = gL (1, w)]
€(qy, @

Vi,

(k1 +q)]}

(3.14)
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where ‘
o=w-¢, (k-q. (3.15a)
7,k = q1) =(ANk = q)A, (& - q1))° (3.15b)

is the mean number of atoms in the electronic
state y and c.m. momentum state k- q;. The
L'(gq ) function is closely analogous to the Lind-
hard function and is given by

vy oy S Zepe (k)1 = pr (s + )]
L (qlw)'hzk:l c'u+€,.1(k1)— &(ky+aq1)

Thus we can write the atomic Green’s function
G,(kw) in terms of the second-order mass opera-
tor and the exchange-shifted energy levels €,(k) as

G, (kw) =G (kw)/[1 = M, (kw)]G V(kw)
=1/[w = €, (k) = my(Pw)], (3.16)

(3.15¢)

where m,(kw) is explicitly given by (3.14) and G©’
is the normalized zero-order function of Eq.
(3.7¢). This result corresponds to the RPA self-
energy of electron-gas theory, and it is, in a
sense, a useful point of reference.

B. “All-order” theory of mass operator

The results given so far provide an explicit
evaluation of the mass operator taken to second
order in the dynamically screened atom-plasma
interaction. We can at this stage introduce an ef-
fective quasiparticle Hamiltonian of the form

H,=Y &k wAl(RA,®), (3.17a)

where
€, (hw) =€, (k) +m,(k, w), .

This is a valid description of the system in the
sense that (3.17a) gives G,(kw) correct to second
order.

The densities and temperatures considered in
the present study are such that the second-order
theory provides an inadequate picture of the effect
of the plasma (especially the ions) on the atom.

In effect, an all-order partial summation of a
selected class of perturbation terms is necessary,
and we shall examine several possibilities in this
section.

From Eq. (3.8a) we see that the basic quantity
to be calculated is

Mk, 0) = 22 Vi (0@, RN Vi), (3.18)

where
Q=@ =av1(k - q1)CH(R)Cr Ry + q1) .

The second-order calculation of Sec. IIIA3 used

(Q1, QD)° evaluated to zero order in H,. To
proceed further we need its full equation of motion,
which is schematically illustrated in Fig., 1. It is

Dg((Qx’ Q:’ >> = Cxx' + <<[Qx’Hf]-’ Q;’» )
Cx,;' =<[Qx, Q;’ ]-> .

To simplify the discussion, we leave out the H,_;
term, which produces screening effects, as this
can be treated later, as in Sec. IIIA3.

Denoting vy by 1, v{ by 1/, etc., we can write
Eq. (3.19a) more explicitly as

D {(Ay(k = q)CH(k)C, (k1 + q1), Q1))
=Cyy +2 Z,Vi(-q1)

2.q2
X{(Ay (B = g1+ q2) CT (k) Cr (R + g1 — q2), QF)) + T,

where 7 stands for terms involving 8 or more field
operators.

Some of the effects of these 8-field-operator
terms can be incorporated into the screening func-
tion by a procedure similar to that of Egs. (3.1)-
(3.10). Equation (3.19a) can thus be approximated
as

(3.19a)

D@1, Q1) =Cuy + 2, Vial= 3)(@s, Q1)) .

(3.19p)

Different methods of treating (3.19b) to extract
an “all-order” solution correspond to the selective
summation of different classes of diagrams in per-
turbation theory. For instance, we can introduce
the center-of- mass momentum coordinates of the
pair of particles undergoing multiple interactions
by setting

- H Q R R
P % 2 1 2
AT e

RN N VRS AV I
vk 9

FIG. 1. Generation of higher-order terms from the
commutation of @, with H; in the equation of motion
(3.19a). Thick linés, atom propagators; thin lines, type-
T free-particle propagators; wavy line, atom-perturber
interaction (2.7d) with dynamic screening. Terms like
Q, are retained for further propagation, while Ry, R,,
and R3 are included via their contribution to screening
effects.
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Ei=(k-q)+ (k1 +q1),
2y =(k=q) = (k1 +q1),
2y =Fk-q1+q) - (k1 +q1-q,), etc.

The (3.19b) can be written as an integral equa-
tion, as in the case of usual treatment of the
Bethe-Salpeter equation. This leads to the equa-
tion

GO = Cap + 2 VisOy = X)e504)/DE(N,)

Aovy

(3.20a)
where
&1 (M) =DK@y, QL,
1) =w - €(& + X)) - (& - 0) + €26 - F),
(3.20p)

Q=4,,(E +2)C12& - F)C, (1= 2y) .

An approximate solution of this integral equation
can be achieved if, say, the same momentum is
assumed to be exchanged back and forth between
the scattering pair, while only one intermediate-
atomic-state index (besides ;) is retained in the
summations. Detailed numerical calculations
based on such an approach showed that these con-
tributions are negligible at the densities and tem-
peratures of interest to us.

Another class of terms can be treated by con-
sidering a Dyson development for the Green’s
function of Eq. (3.18). Here again several alter-
natives are possible, corresponding to slightly
different rearrangements of the perturbation
series. One approach would be to proceed as
follows: Let

= Z QI’ Vl'v(ql)

l'qi

= 2 CHEi+a)Co kD VT (D),

Tiaf
Rip =((Qy, FN) .
Then, as in (3.19b),

D{({Qy, F) =Cy +Z Via(-

:QZ

(@2, @IDI=Cly + 22V (= (@2, Q1) .

2)<<Q21 FT}) ’

]

M, (kw) = Z

Twkiqq

As it stands, this expression is computationally very uneconomical.

{| Viui(g1) izﬁkl/[Dfl—g,; (Vru' (Ci1~q{)+2 Via-g)Vail= q%)pbl) ﬁt‘r“]}
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Hence, we have

{Qs, F") = C,zD[* + D7 Z V(- 612)ZV1' (q1)

'02
{Sh+
01
(3.21)

This can, as usual, be cast into the form of a
Dyson equation with a kernel Kz such that

2 Via(—q3){Qy, Q;’»O)

Ryp =Rip + RYpR pRyp
where the first-order evaluation of K gives

R (Z Via(=g2) V3, (%')Czr)/cmégF

1F - 2.0y

1'.q1,T'

(3.22)
with

Rg[«‘ =5k V‘;v

C2 1= 62 1'5q2 ' q l-q'lbk lk'xpk'laﬂ' )

(q,)/[w—-e€(k—q,)+ €p, — €k1+q1] ,

Di=w-e€y(k—qi) + €~ Coyray

I?fl? can finally be reduced to the form
(g1 - aD)RY.
R _ZV;Y D (3.23)
Hence to first order,

B =Vilaom, /

: RY.
(- e m ) en - Vie rma 22).
1 1% o) Rip

The second-order contribution arising from the
(@, @° term in (3.21) can be similarly reduced
and shown to be of the form

1 Vig(=q) Vo (= q) By p ~
ab 12(=q1) Vs J Rip
Kir :DleFgl:' D, Rip Py

where D, is as in (3.20b). The final mass opera-
tor M,(k, w) is then given by

(3.24)

D, Rip

Some falrly straightforward sim-

plifications can be achieved by noting that, for instance, the terms arising from K ¢ have more or less
the effect of replacing the bare lines in the mass operator with propagators containing second-order self-

energy insertions.

(This could also be thought of as a second-order dynamical Stark splitting.) The ratio
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ayy :I@‘}F/ é‘{p can be computed approximately by averaging over ¢} and %, and using the mean value for

the type of particles concerned. Hence we write

M, (kw) = E [ Vi (a1 lzﬁkl/( ?—Z [Vie (g1 -qi) + mu1(>k, w)z]au')] . (3.25)

TVia1kq Tqy

This form of the all-order mass operator includes
the already calculated second-order mass operator
in the energy denominator, together with a term
linear in the potential. The bar symbol over

Vi (g1 - ¢}) indicates that the R%./R}, term was
treated in an approximate manner, by decoupling
it out and averaging over all intermediate vari-
ables. In practice, we found that the results were
quite insensitive to the exact form of ;. Writing

Wy =0 Re( ZV{r (g1-qi) +m, (&, w)z)au' )
@;=Im (ZVﬁ' (1 - q?) +m,, (&, w)z) ',
we can reduce Eq. (3.25) to the form

M) = 2, |V]

kya g7

(g0 |2G7(q, 62)/E(q, &,), (3.26)

vy
where

Gr= &, - g’ /2M,, C(q,®) =f(w,, w;)a"(q,x;),
I (w,, w;) =expld;(£,/q)®; +2ia})],

(g, 4 =P 2 {20(5) ~ il 7 7 4 B, 0]},

E=O0L/2T Y, x=ai(E/q),

D -t2 ! )'2
t) =e \ e’ dy, (3.27)

E(t,u) = et f

t

e’ dy. (3.28)

In general, since &; is considered to be small,
the integral E(x;, ©;) was ignored in numerical
work. Note that the dielectric function € (g, ®,)
screens with a displaced frequency &, and hence
includes some modifications from multiple scat-
tering effects.

IV. CALCULATION OF LEVEL SHIFTS, WIDTHS,
AND PROFILES
The calculation of the level shifts and widths
requires a complete evaluation of the mass opera-
tor [(3.7) and (3.26)] as a function of #» and w and
the resolution of the equation

w - €, (k) = M, (kw) =0, (4.1a)

which determines the shifted and broadened elem-
entary excitations E,(k) of atomic electrons in the
system. Equation (4.1a) defines elementary exci-
tations with unperturbed quantum numbers v =n,

T
I, m and center-of-mass momentum k (as well as
any new modes). Then the level shift is defined
by

8¢, (k) =E, (k) - (k) . (4.1p)

In practice, the mass operator should be averaged
over all m values of the state y. The results
given in the tables involve such an averaging. '®

The exchange shift, independent of k and w,
could be directly calculated from (3.7b), which
can be reduced to the computational form

miy = (A§ = Ay — A9 (27/T%)*p,,  (a.2)

where
: © o, 2
4= 0m,001,0Z f fo a*e™ T U (@ Us(p)dp dg

v_ T (a2 o 2y =0t yer Sinh(pg/T)
ag=—J [T re npe

x| Uy (p)|*dp dg,
1 +1

v=2QI+ 1) (=D™ Y }:1 2L +1)(-1)™
30 my=—

x[llL][llL] l ZL][I 1 L]X,
0000 0O0Jl-m m 0J\my -my O
X:ffwe'(pz*qz )er

0

X T[ﬂ%@ - cosh(—PT-‘Z)] | U (p)|?dpdg.

In (4.2) the m-averaged values of these quantities
are used. The functions U,;(p) occurring in these
expressions are the hydrogenic wave functions in
the momentum representation and can be expressed
in terms of Gegenbauer polynomials. Numerical
results, presented in Tables I and II and Figs. 2
and 3, are considered in Sec. V.

The computation of the second-order screened
mass operator has been discussed in detail in
Ref. 22. The procedure for calculating the all-
order mass operator given in Eq. (3.25) is simi~
lar, since (3.26) involves the same matrix ele-
ments and mathematical-function subroutines,
upon neglecting (3.28). It was found that the level
profile was quite insensitive to the quantity @,y
occurring in (3.25) for a wide range of possible
approximate renderings of Rl»/R}z. The second-

. order mass operator M,,(k, w), appearing in the

denominator of (3.25) was interpolated from a
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precalculated table of values. The determination
of the roots of the quasiparticle equation had to be
carried out by a'Newton-Raphson-like iterative
procedure by looking for the intersection of the
function

y=ReM, (&, x + €,(k)) (4.3a)
with the bisector
y=x, x=w-¢€,(k). (4.3p)

We shall often use the symbol Aw for x and w,

for the frequency of the line center, where x=0.
If the theory were restricted to the second order,
as in Ref, 22, each level profile would typically
have two side peaks associated with the emission
or absorption of a plasmon. [Similar results have
been found in the RPA-type theory of the elec-
tron gas by Lundqvist (see review in Ref. 3).] The
all-order theory, on the other hand, showed only
a single peak (and a single root) very close to the
unperturbed value. This simplified the numerical
work of solving (4.3), although we ran into con-
siderable difficulties with the level 3s, for which
no level shifts are reported.

V. RESULTS AND DISCUSSION

The results of these calculations are given in
Tables I-IV and exhibited in Figs. 2-9. Table I
gives the exchange shift calculated by means of
Eq. (4.2). These equations must be modified at

higher densities to include the effects of screening.

Such a calculation was performed and Table II
shows that at the temperatures and densities of
concern to us the effects of screening of the first-
order mass operator are negligible. Figures 2
and 3 exhibit the data of Table I to show the tem-
perature and level dependence of the exchange ’
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shift. It should be emphasized that the method,
being only a first-order result, is essentially a
many-body version of the Born approximation.

Note that the usual method of including exchange
is to use the lowest-order result from the theory
of the uniform electron gas, either via an energy
calculation (Slater exchange) or via the Hohenberg-
Kohn-Sham?® density-functional theory (Dirac ex-
change). The latter can be shown to be equivalent
to a first-order calculation of the self-energy or
mass operator of the free-electron gas and gives
the exchange potential

Volk) == 20 Vi 6kp — 1)
kq

Application of this uniform-density formula (where
kr is the Fermi momentum) to atomic systems
involves a local-density approximation and, usual-
ly, neglect of gradient corrections. In Ref. 14,
where Slater exchange is used, a phenomenologi-
cal interpolation formula is used to éxtend the
theory to intermediate temperatures. In contrast,
our formula [Eqs. (3.7) and (4.2)] does not need
the uniform electron-gas local-density approxi-
mations, since it has the correct exchange-matrix
element involving atomic wave functions and in-
cludes the temperature generalization by replacing
the Fermi function &kz — k) by the electron-den-
sity factor p,,,. A more detailed discussion and
extension of the theory of the exchange shift will
be published elsewhere.

Contributions from terms in higher order (i.e.,
higher than first order) involve summations over
a complete set of intermediate states. In actual
numerical work only a finite basis of functions
going up to the principal quantum number #n =n,,,,
was used. In Table III we have examined the

TABLE I. The quantity X given under each temperature below is such that the exchange
shift Aey in atomic units for a plasma of electron density p, is given by —X7_; that is,

X =—0Ac,/p,.
T (eV)
nl 2.0 4.0 10.0 50.0 100 1000.0
1,0 7.037 13.80 23.56 28.99 19.72 1.298
2,0 446.3 447.8 445.6 349.4 218.4 12.81
2,1 255.5 2217.8 189.9 122.9 75.08 43.42
3,0 1566.0 1462.0 13.59 1085 683.9 40.13
3,1 634.9 585.1 531.6 390.3 242.0 14.04
3,2 475.5 407.4 339.4 236.1 © 145.8 8.436
4,0 3342.0 3314.0 3302.0 2679.0 1681.0 97.93
4,1 1313.0 1245.0 1176.0 905.1 564.6 32.79
4,2 900.1 815.0 731.2 545.6 339.5 19.69
4,3 720.2 616.2 530.8 390.3 242.6 14.06
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TABLE 1. —A&/P, for two densities and two temp-
eratures when static screening effects are taken into
account. Static screening effects seem to be negligible
at the densities studied in this paper (7,~1077 a.u.,
T~1-5eV).

Pe=0.5x1077 a.u. Pe=0.5x10"%a.u.

n,l 4 eV 50 eV 4 eV 50 eV
1,0 12.15 28.98 7.694 28.76
2,0 441.2 349.4 419.4 348.9
2,1 226.9 122.9 206.4 122.5
3,0 1456.0 1085.0 1375.0 1084.0
3,1 583.7 390.3 543.2 389.6
3,2 406.4 236.1 368.8 239.6
4,0 3306.0 2679.0 3129.0 2677.0
4,1 1243.0 905.1 1170.0 904.1
4,2 813.8 545.6 753.9 544.9
4,3 615.0 390.3 562.5 389.8

sensitivity of the results to the size of the basis
set and the effect of the continuum. (See Ref. 22,
where extension of the discrete set ton—> by a
Padé approximant procedure and other refinements
have been considered. It is seen that, except in
the case of 1s, where the level is virtually un-
changed in any case, the other levels can be stud-
ied within a limited discrete basis set.) In evalua-
ting the second-order mass operator of, say, a
level with principal quantum number #, we used

a discrete basis of all functions up to #ny,,=n+1,
i.e., 3+ 1)n functions. The all-order calcula-
tions were carried out for up to =3 only and the
basis was limited to six radial functions. Such
limitation of the basis set is of course standard

103 , |

2s

2p

102

-A€xla.u)
Pe

TEMP (eV) -

1
10 102 103
FIG. 2. Variation of the exchange shift per unit density
as a function of temperature. Data, based on Table I,
are without screening and depend linearly on the density.

n—> :
1 I 1 1 1
| 2 3 4 5 6

FIG. 3. Dependence of the exchange shift per unit den-
sity at T =4 eV on the quantum number.

form in all atomic calculations. Also, it may be
physically justifiable for atoms in a plasma, since
many of the higher bound states are “lost” to the
continuum by the shift and broadening effects of
the plasma. In any case, as long as we are study-
ing the low-lying levels, the use of a limited basis
seems justifiable.

Figure 4 shows how the ground state is modi-
fied by the plasma when the calculation is carried
out to second-order. Such an approximation great-
ly exaggerates the effect of plasmon-atom coupling,
and yet it is seen that the ground state remains
quite sharp and unperturbed, as compared to, say,
the second-order 2s curves given in Fig. 6.

These studies merely confirm the well-known fact
that the perturbation of the ground state is negli-
gible at the temperatures and densities of interest
to us. In Fig. 5 we study the behavior of the level
shifts as a function of the atom center-of-mass

" momentum k. It is seen that the level shifts are

not too sensitive to the c.m. motion until # > %,
where % is the mean thermal momentum vV2MT .
This is also found to be true for level profiles.
When % exceeds k, large values of A€, as well as
abrupt changes of sign, are observed. This can
be interpreted in terms of the onset of instabili-

" ties and the spontaneous emission of plasmons.

In effect, at this stage the present analysis loses
its validity, since the plasma passes into a non-
equilibrium turbulent phase. Although the data
of Fig. 5 are obtained from a second-order cal-
culation, limited tests show that the same quali-
tative behavior is valid for the more complete
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TABLE III. Location of roots of Eq. (4.1a) with respect to wy(i.e., A€y ) as obtained from
different basis sets, second-order theory, in units of the plasma frequency w,= 0.792 88
x107% a.u.=1.7402x10° cm™. For example, the values in the lower right corner are from
calculations for the 3p level with a basis of all discrete functions up to and including princi-
pal quantum number 8 (i.e., 7%, =7 + 5) together with the continuum functions. The original
level is very slightly shifted and flanked by two new satellite excitations (forn >1) having a
greater spectral weight (as in Figs. 6 and 7) than the level center. Data are for T =4 eV,

B, =0.5x10"" a.u.~3.3x10!7 ¢/cm? for atoms with a c.m. momentum & =% (= the thermal

momentum). The satellites disappear in the all-order theory.
7 max Discrete basis Discrete basis and continuum
Ay, n+1 n+5 n+1 n+5
-1.36 —-1.39 —1.40 -1.41
2s 2.38x1073 .2.18x1073 3.58x 103 3.96x1073
1.27 1.30 1.23 1.23
—-0.516 —0.526 —0.547 —-0.557
2p 7.05%107 2.86x10~3 1.17x10-2 1.34x10"2
0.407 0.396 0.397 0.416
—4.19 -4.21 —4.26 —4.29
3s 1.49%x107° 1.78x10-3 2.31x10"3 2.56x10-3
3.99 3.97 3.91 3.88
-3.68 -3.72 -~3.78 -3.81
3p 2.03x1073 2.46x 103 3.30x10-3 3.80x 103
3.43 3.41 3.36 3.30

all-order calculation.

The damping of the hydrogenic levels can be
studied most transparently via the spectral weight ]
function Fe=0.5x10"Ta.u.
T = 4ev
J,(kw) =—(1/7)(1 + /7)™ ImG, (kw) , (5.1a) 1
T T
12 - :\ Level 1,0 — |
J x10-4 ' T=4eV
sl pe ~3.3x1017el/cc _| |
(kw) I
1 i 1 1
4r 7] 3 4 6 =
- —-10
o
-1-30
-7 :
A€25x105 ? 5
<-50 v
-173F ¢ -
= 51-70
-I175F — Aeszlo
- -~-90
—-177F T
1 1 1

FIG. 5. The effect of atomic motion (c.m. momen-

FIG. 4. Real part of the mass operator ReM 4 (kw) and
the spectral weight function J 1s(kw) in atomic units for a
ground-state atom in a plasma at T=4 eV. p,=0.5 X107
au. (=3.3x10% m'3), with the atom center-of-mass
momentum % =%, the thermal momentum (2MT)1/ 2 The
frequency axis x is given by x = Aw/wp, where w,, is the
plasma frequency, with w,=0.7929 x10°% a.u.

tum %) on the level shift AE,; (k) for n,l =1s, 2s, and

2p. The excited atomic states show a strong discontinui-
ty and a change of sign tor £ >1. This corresponds to
the onset of instabilities. Note that different scales are
used for different parts of the 2s,2p curves. Data are
based on a second-order calculation at T=4 eV, 5,
=0.5%107 a.u.
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which is the Fourier transform of the time-depen-
dent level populations and becomes a & function
for the noninteracting system. The effects of the
interactions are picked up by ImG,(kw) and the
sharp d-function peaks become shape functions de-
scribing the broadened excitation. In Figs. 4, 6,
7, and 9 we plot the scaled spectral function de-
fined by

J,(kw) ==€™29TImG,(kw), Aw=w - wy,
(5.1p)

j,:jv/JLn“ (5.10)

for the 1s; 2s, 2p; and 3p, 3d levels. The dramatic
restoration of the multipeaked second-order pro-
file to a more conventional form when multiple
scattering effects are included (e.g., see Figs.

6 and 7) bears witness to their importance in
determining the character of the excitation spec-
trum. In treating the atom-perturber interaction
only to second order, together with a full plasmon
description of the charged subsystem, the effect
of atom-plasmon coupling is overemphasized.
Such a picture would probably be valid for situa-
tions in which many plasmon modes are excited,
as would be the case in certain nonequilibrium
situation, and in high-density plasmas.

In Fig. 8 we show the spectral intensity function
of the level 2p together with a Lyman-« line pro-
file of Grutzmacher and Wende.? The line profile
is determined by the two-particle Green’s func-
tion

{al®)a} a(k +7), ala(& +q)a,, &),

0.5 ’

L / N

-,
1

5
’

(I
1
\ '
[ I Y I\ ! N
] 1
- s ] R4
i h
' !
L L L
-5 -4 -3 -2 -1 (o] =1 2 3 4 5
Aw/10p —
Aw/wp--->

FIG. 6. Spectral intensity functions for the level 2s of
an atom with ¢.m. momentum %2 =% in a plasma with T
=1.2eV, p,=0.6 %x10°7 a.u., where dashed curve is the
second-order calculation and solid curve is the all-order
calculation. The second-order calculation emphasizes

" atom-plasmon coupling and leads to two side bands.

These disappear on inclusion of multiple scattering, giv-
ing a much narrower profile (solid curve) with a single
peak. Here w,=0.8686 X10"% a.u.

where k is the c.m. momentum of the atom after
emitting a photon of momentum a If the relevant
elementary excitations could be considered to be
weakly interacting, then the two-particle function
could be written in terms of one-particle functions,
neglecting various cross terms, exchange terms,
etc. In the noninteracting case, or in any inde-
pendent-particle model, the Ritz principle (line
frequency = level frequency difference) is valid
and is a manifestation of the separability of the
two particle function into two one-particle func-
tions. More complicated situations involving the
construction of response functions within self-
consistent one-body propagators have been discus-
sed by, for example, Baym.*® In the present study
we do not attempt to construct a line profile but
merely make the following qualitative observation.
Since the 1s level has negligible broadening and
since the 1s, 2p energy difference is large, we may
expect the spectral intensity function of the 2p
level to be, on the whole, similar to the Lyman-«a
line profile. This property seems to be satisfied
by the curves shown in Fig. 8.

The data in Table IV give an idea of the level
shifts to be expected for the range of densities and
temperatures considered in this paper. These

FIG. 7. Solid curve gives the spectral-intensity func-
tion :I'zp and the real part of the mass operator ReM,,
calculated in the all-order theory. Dotted curve is the
real part calculated in second-order theory, together
with the bisector B for the resolution of the roots. The
second-order spectral function is similar to that of Fig.
6 and shows two spurious side bands. The all-order
theory gives only a single root (the bisector is not
shown, since it is ten times steeper than B) and a single
peak. Here x:Aw/w,. The second-order curve is plotted
against 10x on the x axis, where w,=0.8686 x10"% a.u.
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FIG. 8. Scaled spectral intensity functions [«7,,(k, w),
see Eq. (5.1c)] for the 2p level at T=14000 K, electron
density p,=4 %102 m™3, and atom c.m. momenta k=%

. (dashed line) and k=0 (dotted line) compared with exper-
imental Lyman-a line profile of Griitzmacher and Wende
(Ref. 24). We compare a level profile with a line profile,
although this cannot be justified in a quantitative way.
The similarity of the form of the curves suggests that
the mass operator has captured the correct microfield
effects at Aw=0.

Aw/wp—>

FIG. 9. Unnormalized spectral intensity functions
li.e., J,(k,w), see Eq. (5.1b)] for 3d, 3p, and 2p levels
of an atom with 2=% in a plasma at T=1.2 eV, p,
=6X10"" a.u.

TABLE IV. Typical values (in atomic units) of the
real and imaginary parts of the mass operator as cal-
culated by the all-order theory at the shifted level
center wg. Data are for a plasma at T=1.2 eV, p,
=0.6x10"7 a.u. Results forz,l and atom center-of-

mass momentumZ =% or 0 are given, where

ReM, (k ,wy) is the level shift. Values for (z,%)= (3,0)
are not reported owing to numerical difficulties. The
ground state is negligibly perturbed (See Fig. 4).

n,l K Ae=ReMkwy) ImM (kwg)

2,0 E —0.443x10~4 —0.621x10~*
2,1 0 —-0.109x10~* —0.465%x107*
2,1 2 ~0.511x10-5 —0.416x10~4
3,1 % -0.211x10~* —0.168x1073
3,2 % —-0.559%107° —-0.607x10~*

shifts depend nonlinearly on the density and have
to be added to the exchange shifts of Table I. (The
data of Table I must be multipled by the density
and taken with the opposite sign.) The calculation
of the level shift using the all-order theory is
much more time consuming than the simpler sec-
ond-order programs, and we have not attempted
to calculate shifts for higher principal quantum
numbers. The demands on computer time as well
as the shortcomings of the method increase rapid-
ly for high quantum numbers.

Some comments are necessary regarding the
level shift and the question of the calculation of
the perturbed chemical potential of hydrogen
atoms in the plasma. Direct attempts to evaluate
the atom partition function by an expression of
the form™'"

Z= Z expile, (k) + A€, (R)/T}, v=n,l,m

(5.2)
or the chemical potential y, by

D exp{[X(k) + A€, (k) - 1,)/T}=17, (5.3)

Vaik
ed(r) =—=1/2n* + B* /2M

involve formal difficulties. Even if it is true that
the shift A€, on each level converts (5.2) to a finite
sum and hence overcomes the classic problem of
the divergence of the atomic partition function,31
the perturbed energies at E, (k) =¢€, (k) + A€, are
not exact eigenstates of the total system. They
correspond to the peaks of the one-particle spec-
tral function of the system, the importance of
these peaks being related to the quasiparticle
strength (1 - aM/6w)™, where 3M/3w is a measure
of the extent to which the bare particle is mixed
into the other modes in the system. These diffi-
culties can be avoided by using the full spectral
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function rather than just the peaks. The per-
turbed chemical potential is formally determined
via an integration over the spectral function using
the relations

n,(k, t) = f mJ,,(kw)e"“"dw, (5.4a)
7, (k) =1, (k,0), 7,= 9, 7, (k) (5.4b)
v ik

for the level populations and the total number den-
sity of atoms. [Equation (5.4a) expresses the
time-dependent level population 7, (%, ¢). ]- In prac-
tice, only a few levels above the ground state are
needed in the sum (5.4b), taken over the bound
states n,1,m, since #,(k) rapidly decreases to-
wards zero.

Within the context of the second-order theory
the spectral functions J,(kw) are broad and have
new structures. But within the all-order theory
the profiles are narrow and only slightly shifted,
and as such we have not taken up the numerical
work involved in evaluating (3.4a)-(5.4b), since
the shift in ¢ would most likely be within the nu-
merical noise of the calculation. An alternative
approach to the chemical potential, which correct-
ly treats the upper bound states and lower con-
tinuum states, is being investigated. This is best
done within a more complete scheme where the
bound-free thermal processes (H=H"+¢") are
automatically incorporated. Such an approach
has been given by, for example, Klimontovich, 3?2
where the theory is zero order in the pair inter-
action, and by Dharma-wardana,20 where the in-
teraction is treated explicitly to second order and
then to all order via an approximation to the po-
larization operator.

VI. CONCLUSIONS

In the present paper we achieve several signi-
ficant developments: (i) an actual numerical
computation of the frequency, momentum, and
level-dependent self-energy for an H atom in a
hot plasma, noting that it has the potential of re-
placing the current concept of the plasma micro-
field by a rigorous quantum concept; (ii) the
calculation of exchange shifts from the self-ener-
gy, since the latter, being an effective micro-
potential felt by the test atom, contains informa-
tion on the exchange potential; and (iii) the cal-
culation of polarization effects, as manifested in
the self-energy. An important theoretical point
here is the construction of an all-order theory
inclusive of dynamic screening, which emerges
naturally from the theory. The manipulation of

the integral equation for sun ming to infinite order
was the result ot a number of numerical trials.
The form finally used was that automatically se-
lected by the Dyson development indicated in Egs.
(3.21)-(3.25). In terms of the language of dia-
grams, this is equivalent to introducing self-
energy insertions and ladder corrections in the
second-order mass operator to get an all-order
mass operator. Any formal objections to over-
complete bases can be avoided if (as in Refs. 20
and 32) a complete discrete plus Coulomb con-
tinuum basis is used; this also has the advantage
of treating interparticle interactions in a com-
pletely novel way. This leads to a nonzero first-
order mass operator and clearly picks up (ex-
change and correlation) contributions which are
approximated in the mass operator of the present
theory. However, we feel that the present theory,
where we have allowed for nonelementary commu-
tation rules arising from overcompleteness, is
quite satisfactory, especially in the case of hydro-
gen. We consider that this preliminary study has
exposed the complexity of hydrogenic levels,
especially near the level center (i.e., within a
plasma frequency), and the competitive role played
by atom-perturber and atom-plasmon processes
in the elementary excitation spectrum of hydro-
gen in a plasma. Also, the real and imaginary
parts of the mass operator (self-energy) were
found to be valuable tools in the study of the onset
of instabilities in the system, the former via its
roots and singularities, the latter via its magni-
tude and functional behavior. We conclude by
noting that the calculated mass operator M(q, w)
can, in principle, yield a plasma microfield

E(J, w) which includes spatial and frequency-dis-
persion effects, and much more physics than the
quasistatic fields which are currently used in
plasma calculations.

ACKNOWLEDGMENTS

This work was started as a project supported by
the CECAM workshop on plasma spectra held in
the summer of 1976 in Orsay, France, where a
detailed second-order calculation was completed.?
Extension of the method to higher orders was car-
ried out at the National Research Council of
Canada, Ottawa, while the computations were
done or Orsay and Limeil. We thank J. Bruaneau
of Limeil for technical assistance and discussions
and Dr. Carl Moser, Directeur, Centre européen
de calcul atomique et moléculaire, for his inter-
est in the work and for support of (M.W.C.D.,)
of the authors.



396 DHARMA-WARDANA, GRIMALDI,

*Present address: Division of Physics, National Re-
search Council of Canada, Montreal Rd., Ottawa,
Canada K1A OR6.

11 evel shifts, widths, and level intensity profiles are
the main concern of this paper. Line shifts and line
profiles require a calculation of the two-particle
Green’s function (except when an independent-particle
approximation is reasonable).

Called “molecular dynamics.” See for instance the
calculations by S. Galam and J.-P. Hansen, Phys. Rev.
A 14, 816 (1977) and references therein.

3L. Hedin and S. Lundqvist, Solid State Phys. 23, 1
(1969); B. I. Lundqvist, Phys. Kondens. Mater. 7, 117
(1968).

‘D. N. Zubarev, Usp. Fiz. Nauk 71, 71 (1960) [Sov. Phys.

Usp. 3, 360 (1960)].

5s. V. Tyabhkov and V. L. Bonch- Bruevxch Adv. Phys.
11, 317 (1962).

fSee, for example, D. W. Ross, Ann. Phys. (N.Y.) 36,
458 (1966); B. Bezzerides, Phys. Rev. 159, 3 (1967);
L. Klein, J. Quant. Spectrosc. Radiat. Transfer 9, 199
(1969); H. R. Zaidi, Phys. Rev. 173, 132 (1968); Can.
J. Phys. 53, 76 (1976); and references therein.

™. W. C. Dharma—wardana, J. Phys. B 8, 2728 (1975)

®M. W. C. Dharma-wardana, J. Phys. C 9 1919 (1976).

%M. W. C. Dharma-wardana, J. Phys. A 9, L93 (1976).

107, Hedin and A. Johansson, J. Phys. B 2, 1336 (1969).

Y. Griem, Plasma Spectroscopy (McGraw-Hlll New
York, 1964); Spectral Line Bvoadening by Plasmas
(Academic, New York, 1976).

12See, for example, D. D. Burgess, Space Sci. Rev. 13,
493 (1972); S. Volonté, J. Phys. B 8, 1170 (1977); and
references therein.

130, Theimer and P. Kepple, Phys. Rev. A 1, 975 (1970)
and references therein.

4B. Rozsnyai, Phys. Rev. 514, 1137 (1972).

153ee review by J. Cooper, Rep. Prog. Phys. 29, 35
(1966).

18R, L. Greene and C. Aldrich, Phys. Rev. A 14, 2363
(1976) and references therein.

17 Nakayama and H. DeWitt, J. Quant. Spectrosc.
Radiat. Transfer 4, 623 (1964).

LECOURT, AND PELLISSIER 21

18A mean value is taken over all possible m values
(m =—1 to +1) in a given n,l state.

185, w. Dufty, Phys. Rev. A 2, 534 (1970); Phys. Rev.
187, 305 (1969).

200, W. C. Dharma-wardana, Physica (Utrecht) 924,

59 (1978). Unfortunately some proof errors have ¢ crept
into this appendix. It is hoped to indicate these in as-
sociation with numerical work based on this publica-
tion.

2This can be established by expanding the atomic func-
tions ¢, (7p,7,) in terms of the complete set of plane
waves {qbk('r,), ¢n(7,}. For a more complete analysis
see D. J. Newman, J. Phys. Chem. Solids 30, 1709
(1969)." We sometimes write C,(q), etc., as C;, or
simply C,; A 4(k), etc., as A or simply A, whenever
this is desirable.

2M. W. C. Dharma-wardana, F. Grimaldi, A. Lecourt,
and J.-L. Pellisier, in X-Ray and UV Spectra of Plas-
mas, CECAM Workshop Report, 1976. Here details
of a second-order calculation are given, neglecting
exchange effects.

23N, Inokuti, Rev. Mod. Phys. 43, 297 (1971).

2B, Bergerson, F. W. Kus, and C. Blomberg, Can. J.
Phys. 51, 102 (1973).

%M. W. C. Dharma-wardana, A. MacDonald, and
D. J. W. Geldart (unpublished).

%K. Bedell and G. E. Brown, Phys. Rev. 17, 4512 (1978).

2™M. Abramowitz and I. A. Stegun, Handbook of Mathe-
matical Functions (Dover, New York, 1965).

281,, J. Sham, in Computational Methods in Band Theory,
edited by P. J. Marcus, J. F. Janak, and A. R. Wil-
liams (Plenum, New York, 1971), p. 458.

2K, Griitzmacher and B. Wende, Phys. Rev. A 16, 243
1977).

G, Baym, Phys. Rev. 127, 1391 (1962).

31C. A. Rouse [Phys. Rev. 159, 41 (1967); J. Math. Phys.
46, 63 (1967)] argues that the screened Coulomb po-
tential has as many discrete states as the unscreened
Coulomb potential. This implies that the Ecker and
Weizel approaches [Ann. Phys. (N.Y.) 17, 126 (1956)]
do not lead to a finite partition function.

32yu. L. Klimontovich, Soviet Phys. JETP 27, 75 (1968).



