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The Schrodinger eigenvalue problem for a Yukawa potential is reexamined from a group-theoretical
perspective. By using the Fock transformation, the Schrodinger operator is transformed into a compact or
“inverse Sturmian” operator which is a linear superposition of local representation operators of SL(2,R). It
may be approximated by finite-rank techniques, which provide a very useful method for obtaining accurate

numerical results.

I. INTRODUCTION

The resolution of the Schrddinger equation for a
particle bound in a Yukawa or static screened
Coulomb potential has received considerable at-
tention since the early days of quantum mechanics
on account of its widespread range of applications.

The spherically symmetric Yukawa potential

V(r)=—ge /vy (1)

arises naturally as the position-space version of
the solution of the Klein-Gordon equation for a
static meson field.!*> The first attempts to solve
the corresponding eigenvalue equation were in-
spired in particular by the deuteron problem.'~?

This potential is also of importance in plasma
physics where it is known as the Debye-Hiickel
potential.®"!° It accounts for the shielding by outer
charges of the Coulomb field experienced by an
atomic electron in a hydrogen plasma. The en-
suing “drowning” of higher excited levels into the
continuum corresponds to a limitation of the num-
ber of bound states, a fact of great importance in
the calculation of electronic partition functions in
plasmas.®'*® In a similar way, as an approxi-
mate version of the Thomas-Fermi potential, it
is also of interest in the calculation of the energy
levels of impurity centers in doped semiconduc-
tors, 418

In addition to these obvious physical applica-
tions, this potential, together with Hulthen’s and
the exponential potential, plays an important role
as a good test case in potential scattering studies.
In that respect abundant literature should be men-
tioned especially in relation with the use of func-
tional analysis methods. For instance, the fact
that the corresponding symmetrized kernels in
the Lippmann-Schwinger equation are square-
integrable gave rise to a number of important
works. Some sources and general papers are
quoted in Ref. 16. Also see Ref. 17 for papers
dealing more specifically with the Yukawa poten-
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tial.

Various approaches were proposed in order to
approximately solve the eigenvalue problem as-
sociated with the corresponding Schrédinger equa-
tion

[-(z%/2m)a - ge /7 ]y(T)=Ey(¥). (2)

The more popular ones were as expected, the
variational®:7+%1%15:18=20 5nq the perturbative’"%'®
techniques. Very accurate results were also ob-
tained by direct numerical integration of Eq.
(2).11:1221=23 Regoe trajectories were determined
in that way? or by using continued-fraction ex-
pansions,%%

For large values of the coupling constant g, the
eigensolutions of Eq. (2) may be assumed to be
expandable in a series of ascending powers of
1/g.25"% Analternative method consists in expand-
ing the screened potential itself in a power series
in A7, where A is a characteristic screening pa-
rameter.’® A common feature of these methods
is that they conveniently lend themselves to a per-
turbative analysis leading to accurate numerical
determinations of the solutions.

We should also mention the quasiclassical ap-
proach®+? yged in particular by Totsuji'® in order
to determine the (%, ) dependent critical screening
radius Dy(n,1)=1/ufn,1) for which value the cor-
responding bound state (#, I) disappears.

Analytical methods for solving differential equa-
tion (2) has been investigated especially by Ecker
and Weizel® who obtained approximate solutions
valid for small values of the screening param-
eter p. It is only recently that a general analyti-
cal solution of this equation has been given by ex-
pressing the standard solutions in terms of double
contour integral representations.®® It should be
noted, however, that this latter result remains
rather intricate and not so easy to use for prac-
tical purposes.

More global algebraic approaches based on the
symmetry properties of Eq. (2) have been also in-
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vestigated.3*3* In particular, matrix elements of
the Yukawa potential in an hydrogenic basis were
evaluated in that way.%*%

Curiously enough the above-mentioned papers
are quasiexclusively dedicated to the study of Eq.
(2) as it stands in the position space, although the
Yukawa potential accounts primarily for the static
meson potential which is more naturally defined in
momentum space. For instance, it should be noted
that this latter representation makes clear the
structure of the exchange propagator. The advan-
tages encountered on using the momentum-space
version of Eq. (2) have been clearly recognized in
a celebrated paper by Levy,* but this recommen-
dation did nct receive much attention, at least for
Yukawa-potential studies; see, however, the paper
by Enflo® and references therein.

In some sense our work was inspired by these

reflexions. Our feeling was reinforced by the well-

known fact that it is by solving the integral Schro-
dinger equation in momentum space for the H
atom, that Fock®® removed the so-called “acciden-
tal degeneracy” of the energy levels, related to
the O(4) symmetry of the Coulomb potential. It
should be emphasized, however, that this elegant
demonstration was made possible because Fock
implicitely solved the eigenvalue problem first for
the dimensionless Coulomb “Sturmian” opera-
tor.3°*"*# This “Sturmian” process consists of
quantizing the coupling constant g for a given val-
ue of the energy E considered as a parameter,3°4°
More precisely, after introducing the momentum-
like quantity p,=(-2mE)*/2 (E<0) one quantizes
the dimensionless ratio: v=mg/(7p,).

In this paper we extend to the Yukawa potential
the Fock method initially set up for the pure Cou-
lomb case. By the way we show that this approach
provides a more synthetic insight to the general
determination of the spectrum and eigenfunctions
in Eq. (2). It should be stressed that this method
applies equally well to other types of potential of
physical interest.*?

In Sec. II the eigenvalue problem for the Schrd-
dinger operator equation (2) is transformed by
the means of a Fourier-Fock transformation,* in
the eigenvalue problem for the associated “In-
verse” Sturmian operator denoted =:

(I -vz)p=0. (3)

It should be noted that =, which acts on the Hilbert
space L2(S®) of the square-integrable functions

(&), £ S3~SU(2), corresponds merely to the usual

operator (E ~Hy)?V. In Sec. II we also make ex-
plicit the algebraic structure of %, by establish-
ing that it may be considered as a linear super-
position of representation operators of SL(2,R).
Section III is devoted to a brief exposition of the
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properties of the operator ¥ in a functional anal-
ysis perspective. These properties afford to ap-
proximate = by finite rank operators in an ortho-

~normal basis on LZ[SU(2)].

A numerical exploitation of the preceding re-
sults is presented in Sec. IV. As a natural basis
we choose the Coulomb Sturmian, the correspond-
ing matrix elements being already known. The
computation of the eigenvalues of =, Eq. (3), and
consequently of the Schrddinger operator, Eq. (2),
is then reduced to standard matrix calculus. As
we shall show the method compares very favor-
ably to more-sophisticated and time-consuming
numerical techniques. For instance, even for the
simplest two-state Sturmian basis one may obtain
eigenenergy values accurate to within a few parts
in one thousand for typical magnitudes of the
strength and screening of the potential.

IL. APPROACH TO THE SCHRODINGER PROBLEM VIA
THE FOCK METHOD

A. Fock transformation and Sturmian operator

The Fourier transform of the Schrddinger equa-
tion, Eq. (2), is written

(p*/2m - BNy (®)= V@), (@)

with
a >\ g >, > = _ > 2 25.27=1 ’
Vi) =52 fdp WPN[|D-D' |2+ w21t (49)

For a fixed value of p,=(-2mE)*/? E<O0, the
Fock transformation & 2 may be considered as a
two-step operation, i.e.; a change of variable and
the introduction of a multiplicative weight.

1. Change of variable (p fixed)
The change of variable®®
E=208/(p3+ 1Y), Eo=(p-p/(p2+p%),  (5)

establishes a one-to-ore correspondance between

-

a point £=(&,, £) of the unit hypersphere S° in R?,
£+ £2=1,

and its stereographic projection onto the hyper-

s FIG. 1. South-pole Fock-
stereographic projection of
the hypersphere S3 onto the
hyperplane p/pg; &= (&, );
& =cosa; &= (&, &, &),

0ha /e

-1
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plane p/py; see Fig. 1.

The surface element du(£) on the hypersphere
S® is related to the volume element d{ in momen-
tum space by

ap(&)=(|1+£|*/2p,)%ad,

where | | denotes the modulus of a quadrivector.

The distance (|P -p’|*+ %) may be trans-
formed accordingly and after some lengthy cal-
culations one would obtain

(|5 =3"|%+ w1 = [(p2+ p)po+ p"°)/4p3]
x(B |1+ E2|1+ &2+ |E= &9,
7)

where the dimensionless quantity g is = u#/(2p,).
It should be noted that the structure of this ex-
pression is somewhat intricated: for instance,
we cannot in this way get a separable form of the
Yukawaian kernel. We shall give additional in-
sights into that problem by reexamining it in a
group-theoretical perspective in Sec. IIB. In the
pure Coulomb case (8=0) expression (7) contains
merely the Euclidean distance | - £’| between
two points on S®. As a consequence, the Coulomb
Schrédinger equation, obtained from Eq. (4) by
replacing pu=0, may be transformed in the O(4)
invariant integral equation for the four-dimension-
al spherical harmonics. This goal is achieved by
introducing a multiplicative weight. The same
procedure will be used in the Yukawa case as de-
tailed in the following.

1=(,0), (6)

2. Introduction of a multiplicative weight

¢=5, ¥, ¢(£)=4p3/%|1+ | WD), (8)

where e L%(R®) and ¢ € L%(S®). This relation es-
tablishes the Fock correspondence between the
Hilbert spaces L3(R®) and LZ(S®). Reciprocally
one has

=510, UP)=4p Apo+ p°) 0 (8). (8%)

Accordingly the respective scalar products are
related by

(b, ¥z ty= [ | aBwEIE)
=3(|1+ &%y, 62), (9)
and conversely by
(818 z0n= [, (D6.(002()

=3 05 2((po+ b)Yy, 1) (9"

It should be pointed out that the multiplicative
weights appearing in Egs. (8) and (9) are usually

justified, in the pure Coulomb potential case, by
using the virial theorem which may be formulated
as follows®:

E(¥,¥)= - (p%/2m¥, ¥). (10)

However, the higher-symmetry properties of the
Coulomb problem should not hide the fact that
formulas (8) and (9) imply a more-general state-
ment according to which the Fock transformation
EFPO is meaningful only if one has
||(P<2)+Pz)1/2‘1’”f:é(n3> =((p5+ )Y, W)z (g3 <,

(10%)

, if ¥ belongs to the domain of the quadratic
form defined by the operator (pZ+ p?. This con-
dition is closely connected to the fact that, in
position space, the Fourier transform of ¥ must
belong to the domain of the Laplace operator p°.
Since this domain represents the natural frame-
work of quantum mechanics for interacting parti-
cles, these properties certainly deserve a deeper

investigation resorting to the powerful techniques

of functional analysis. In that more-sophisticated
way one can define a new Hilbert subspace L 1(R3)
C L%(R®) called the “first Sobolev” subspace, is
provided with the scalar product

(‘1’1: ‘I’z)LEI(RS) 551’52((P§+P2)‘1’1, ‘Ilz)Lg(RS) i (11)

As a consequence we have the following remark-.
able result according to which L2, (R®) and LZ(S®)
are 5, isomorphic. Such a statement strongly
suggests that L2(S®) is the most natural Hilbert
space for describing nonrelativistic one-particle
bound states.

With the help of these transformation formulas
the eigenvalue problem for the Schrddinger op-
erator acting on L2,(R%), Eq. (4), is Fock trans-
formed into the following eigenvalue equation for
the so-called Sturmian (or more properly in-
verse Sturmian) operator T acting on L%(S%):

(I-v2)p(£)=0, ¢eLi(S), (12)
with the fundamental subsidiary “quantization con-
dition”

v x(eigenvalue of =)=1 (13)

where
v=mg/(ph) and T=2pfiF, (p2+p) VL. (14)

Note that the Yukawa potential V(7)= —ge™*"/7 is
L?N I in the position space [i.e., one has, re-
spectively, [dF[V(v)<= and [ |V(#)|%aF<=].
This property ensures that its Fourier transform
is consequently defined everywhere on LZ,(R®%) in
momentum space (see for instance, Simon'®).
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More explicitly, on account of Eqs. (4), (4'), (6),
and (7) one has

Zo(9)= [ | du(e72(s, 908", (147

where
(g, £)=r%) B |1+ £|? |1+ &2+ |£ =&)L
(14%)

These results will be reconsidered from a
group-theoretical standpoint in Sec. IB. Such an
approach will permit us to show that % is a linear
superposition of representation operators on
SL(2,R). Then, functional analysis theorems will
allow us to demonstrate that = is a compact op-
erator, result ensuring that the eigenequation (12)
may be solved (at least approximately!) by finite-
rank techniques.

B. Group-theoretical approach to the Fock transformation

We shall give first an another geometric inter-
pretation of the Fock transformation: let x be
x=(p,,p) € RY. Againthe Fock transformation may
be described as a stereographic projection of the
unit hypersphere S° onto the hyperplane HP0 de-
fined by the quadrivectors x with the same scalar
part p, (see Fig. 2):

Hy = s(po)'S*, S°=s7p))" H, . (15)

The correspondence between the unit four vector
(&, £) € $° and its projection x=(p,, D) € H, is
merely given by formulas (5): £=s"(p,) x.

A group-theoretical interpretation of this latter
projection may be given by identifying first the x
space ~R* to the quaternion field H=R_XSU(2)

x=(po’§)= I:p0+tp1 —P3+t1)2] ’ §=(p1’p2yp3)1
pPstips po—ipy

xx"=(popg =B D, pob’ + peB+ B x D) ,
|x |?= detx = pZ+ p* (Euclidean norm on H).

In the following, for notational convenience, any
real number will be identified with a quaternion,
the vectorial part of which being =0: ae R,
(@,0)=a. Then, one defines the SL(2, R) con-
formal action on H as

g=[ccl b]eSL(Z,R) , g-x=(ax+b)cx+d)"tcH.

d
(16)

The change of variable equations (5) associated to
the Fock transformation may be considered as a

p) X=(P,,P) Ho,
X
, +1 ixi
S
3
a
q -
0 [

FIG. 2. Fock-stereographic projection may be equi-
valently considered as a two-step transformation: first
the four-vector x = (p,,p) €H, is reduced to its unit
part x/| x| € S3; second ¢ is obtained from the latter by
doubling the polar angle. Such a rotation permits to
fold the hyperplane H, onto S8,

particular conformal action. As a matter of fact
we remark that by introducing ¥, the quaternionic
conjugate of x: X =(p,, —p)=(2p,—x), the unit four
vector £ may be written

£=x2|x|-2=x7-1=x(21’0—x/)-l= [_11 2(;0] e

The action of this latter matrix is equivalent to
that of the following element of SL(2, R) which may
be identified with s™(p,):

(20712 0
b= [_(21,0)-1/2 (2p01/*
and (17)

om0
s(po) = (2p0)112 (2p)"1/2

s(po) induces a one-to-one correspondence be-
tween the subgroup [isomorphic to and briefly de-
noted as SU(2)] of unit modulus quaternions,
homeomorphic to S°, and the hyperplane H‘,o of
quaternions with the same scalar part p,.

Within this framework the Yukawa propagator
(|D-P'|*+ n?%?"* entering the Schridinger equa-
tion in momentum space, Eq. (4), is transformed
by using a so-called “scalar boost”:



20 BOUND STATES IN A YUKAWA POTENTIAL: A STURMIAN... 731

x=(ﬁ0,§); t-u{x:(Po—Pﬁ,ﬁ), (18)
where
1 —uz
t'uh=|: 0 1 ] ESL(Z; R) ’
thus
(|5 =012+ WAt =|x’ —t o, |2, (19)

with x’=(pq, B’).
Now the SL(2,R) conformal action on the H Eu-
clidean distance is

ab

xyeH, g=|% " |eSL(2,R),

. (20)

lex+d| |gox g y| |ey+d|=|x~y

By introducing the above defined dimensionless
parameter B, see Eq. (7), and

-
2(B) Es'l(po)t“hs(po)= l 1:86 166] ’ @

the Fock-transformed distance is
/=t x|
~(2097 v |x'] |88+ 148] |&-g7B) 8]
(22)
Note that g"*(8)=g(~B). Accordingly, the inverse
Sturmian kernel %(¢, £’) [see Eq. (14”)] becomes

(g, £ =(20%)"  |BE+ 1+ 8|72 &' - g7 (@) < £]2. (23)

The advantage encountered using such an ap-
proach is that, by rendering apparent a SL(2,R)
group action on H, one makes easiest a separation
of the variables £ and ¢’ via finite rank approxi-
mations.

C. Algebraic structure of the Sturmian operator

Let us display the algebraic structure of the op-
erator ¥ in connection with a (local) reducible
representation of SL(2,R).*?

We define that representation via the “harmonic
extension”** of an element ¢ of L%(S*):

- ni=lIxI® .,
#(0= [ aue) T2 () (24)
for all x such that |x| <1, and

&(x)=p(x) for all x=S°.

& is harmonic for |x| <1. Note, in Eq. (24), the
use of the four-dimensional Poisson kernel.*®

We now introduce the following action 7" of -
SL(2,R):

g-1=[‘c‘ Z] eSL(Z,R), ¢eLi(S),

7(Qp(8)= |ct+d]| *a(g™t* §)

where & is the “harmonic extension” of ¢. Clear-
ly, this action is only defined if |g™*+¢| <1.

Let I be the subset of SL(2,R), leaving invari-
ant the unit ball in H under the conformal action:

I'=[geSL(2,R),|g™*x|<1
for all x such that |x| <1] (25)

One may verify that I" is a semigroup, i.e., (i) the
identify matrix I € T'; (ii) if g, €T and g, T, then
g, 8,€T'; in particular, g(B)e I (see Fig. 3). Sim-
ilary one may also verify that action 7 is a rep-
resentation of the semigroup I', i.e., the following
fundamental property takes place:

T(g82)=T(g)7(gy) , ' (26)

for all g,,g,€I". The most important tool we shall
use in that work is furnished by the following
proposition:

Proposition 1: The Sturmian operator T is a
“linear superposition” of representation operators
7(g) for g varying into I'. Explicitly,

z:f dat 7(g(B)d(D), (27)
0

Py

+1
s]
s
§y___E(o)

a, a

05

S(P,

-1

FIG. 3. Geometrical interpretation of the conformal
transformation g(—B)- £ =( (1—B)¢ —B) (B& + (1 +B8)™,
where £ e % has a polar angle &. For a (respectively,
B>0) fixed, the trajectories are located on hyperspheres
denoted Z(c) [ respectively, S(8)] . Here 8, >f;. One
may verify that S(0) = S3 and S(+) = —1.
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where
t/2 0
dt)= [e -tlz]er

is a “conformal dilatation.”
Here the identity between operators is viewed as

(Z¢y, ¢2)= _£+wdt(f(g(ﬁ)d(t)) b1, 03) , (277

for all ¢,, ¢, LZ(S®), such that the right-hand of
Eq. (27’) makes sense and is continuous in ¢, and
P
Indeed, on the one hand we have (see Fig. 3)
|d(-t)g(-p) £|<1 for all £ S°

and for all ¢,B€ [0, + «[. Explicitly the matrix:

e t/H(1-p) -et/%
(gBdt)t=d(-)g(-B)= [ et’?8  ot/1+p)

is an element of I'"! for 8,¢>0, i.e., its conform-
al action contracts the unit ball in H for all >0
and g>0. On the other hand, we can check, by
resorting to a trick similar to that used by
Schwinger?®®;

f“dte"lg—e"xl"‘(l -e%|x|?)

1
=f dz|& —zx|" %1 - 2%|x|?)= |t - x| 2,

and it is sufficient to apply the above identity to
formula (23) with x=g"%(g)" £.

In Sec. III we shall make an extensive use of the
proposition 1, in order to state some important
properties of the operator 3.

HI. FUNCTIONAL ANALYSIS OF OPERATOR X AND
PARTIAL WAVE ANALYSIS

A. Quantization condition

Let us enumerate the essential properties of
operator =.

Proposition 2. Operator T is an Hilbert-Schmidt
self-adjoint integral operator on LZ(S3). The
Hermiticity of = is a straightforward consequence
of the following important relation:

(261, $2) 22 (s3y= (W o)X Vi, W) 12 (7, (28)

The Hilbert-Schmidt property, as well as the
self-adjointness, are direct consequence of well-
known theorems: see, for instance, Byron and
Fuller,* Simon,'® or Weinberg, Scadron, and
Wright.'”

In particular, the Hilbert-Schmidt norm of =
can be calculated by using the superposition re-
lation Eq. (27).

I22e=Tr(z)= [ ar f at' x(g(PdNg B)(t"),
° (29)
where x(g)=Tr7(g), which is the “character” of

the representation 7', is given by (see Appendix
B)

x(g)= —[(—,r—l:;l;f-—lll]W, geSL(2,R). (30)

The double integration in Eq. (29) is easily car-
ried out and one obtains

1 2p2
=l22= 0 31

I2il% 26(1+B)  nilpr+2py) (31
In Eq. (31), the Coulomb singularity u=0, i.e.,
B=0 is well displayed. The spectrum of Z, as in
the case of any compact self-adjoint operator,
consists of a decreasing bound sequence of real
eigenvalues (of finite multiplicity) o_,* with o,
-0 as g—+> and

o =zll= sup 1Zoll

lpti=1
<|IZll z2= [28(1+B) ]/ 2, (32)
The “quantization condition” [Eq. (13)]
vVi=geol=

may be considered as an algebraic equation where
the unknown can be taken as = u/2p,.

The real positive solutions of this equation pro-
vide the bound states energy values, whereas the
other solutions correspond to resonances and
virtual states. More precisely the following prop-
osition (see Simon'® and Gazeau??) ensures the
validity of the Fock Sturmian approach to the
Schrddinger bound states problem for a Yukawa
potential.

Proposition 3: Let V be a potential such that
the corresponding inverse Sturmian operator %
=2poiiT,, Ix]'zVEF is self-adjoint on LZ(S®) for at
least one real pOSltlve value of p,.

Then ¢ € L%(R®) satisfies to the Schrddinger
eigenvalue equation

(p*/2m - gV -E)p=0,

if, and only if, ¢=5, ¥, po=(-2mE)*/?, satisfies
to the Sturmian elgenvalue equation

(I -vz)p=0.

Now let ¢, be an eigenvalue of = and ¢,a corre-
sponding eigenvector. Then it exists one and only
one real positive solution p, o> 10 the p, variable,
of the equation

- =1
v=0y},

and a normalized state vector ¥, corresponding to
¢, may be obtained from Eq. (8/):



-\ 4p3? o4

v = ’
P) B3+ 07" [ [ ap(e")(1+ £5) |0 (£)]?]*/2

(33)

where £,= 5" (po,)* (pog D) -

On the other hand, inequality (32) provides an
useful estimate on the conditions of existence of
bound states. For that purpose it is convenient
to introduce the fundamental dimensionless pa-
rameter K characterizing the strength and the
range of the Yukawa potential:

K=mg/ pk*. (34)
We have

vl =(2KB)"* <[(28(1+ )]/
or, equivalently,

0<2p,/u<2K?*-1. (35)

Thus, there exists a bound state only if K>1/V2
=0.707. This condition, although less severe, is
very close of that given by Totsuji,'® K= 7=0.7854
and by Rogers et al.,'2K>0.8399. Consequently,
the energy of the ground state is roughly bounded
from below by ’

E=> (2% 8m)(2K% -1), (357)

In the following, we shall adopt the Rydberg
unit system:

E=v2e=mg®/ 2n%= -1;
Eq. (35’) is now written

E<(1/4K%(2K® -1)2. (35”)

B. Finite rank techniques for eigenvalue problems

The essence of a compact operator lies in the
fact that it is the norm limit of a sequence of op-
erators of finite rank. Thus, the operator Z can
be approximated in norm by a sequence of herm-
itian matrices of increasing rank f: ((2) ,,.),
O<sp,p’<f, defined by

2= 30Ul L), (36)
Ko !
where {¢ u} is some orthonormal basis of L%(S®).
A natural good choice for this basis is the set of
S® spherical harmonics, or “Coulomb Sturmian
basis”:

{¢a}={yn}§ N=n,l,m; n=1,0slsn-1, Iml <l

(37)

! is recognized as the orbital quantum number.
Theproposition 1 gives the related matrix ele-
ments of T via those of the operator 7(g):
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(Z)’NN' =(Zyy,yn= j:odt Ty (g(B)d(8)). (38)

The matrix elements 7 ,.(g) have been expli-
cited in other works®'**? (see also Ref. 34 where
they are implicitely given):

(2) g =(un”)"2 28,0, 7o) (g (B)), (39)

where 7%.(g) is the matrix element of a “local”
multiplier representation of SL(2,R) (see Miller,
Ref. 43). The exact expressions of 7%,.(g) is given
in Appendix A.

Let us now separate the variable on the S* sphere
in the following form:

¢(&)=ala)sin’ay,,(8, @), (40)

where @, 6, ¢ are the spherical coordinates of &
€S, and {y,m} are the usual spherical harmonics.
The initial eigenvalue problem becomes

(I =vZ,))a,=0. (41)

The operator =, now acts on the Hilbert space of
functions a, satisfying to

fﬂda(sina)z'*lIa,(a5|2<°°- (42)

From Eq. (39), this projected operator is also a
linear superposition of representation operators
7°U4) o). Moreover Z,is atrace class operator.
The value of its trace is given in Appendix B.

IV. RESULTS

The theoretical analysis performed in Sec. I-III
leads to a very simple efficient finite-rank method
for computing the eigenvalues of the Sturmian op-
erator ¥ and consequently of the Schrédinger
equation (1). For each value of the angular mo-
mentum number [, the matrix elements of 3, in
the Coulomb Sturmian basis are:

(ZDpw= [+ 1+ (R +1+1)]72
XT A g(B)); k,R'20, (43)

where 774" g(B)) are given in Appendix A.

The nth-order finite-rank-approximated eigen-
value of =, are simply the roots of the secular
equation:
det[[(B+1+ 1) +1+1)]"2/?

X T g(B)) = 8, /v] =0, (44)
with 0<k,2’<un—-1. Infact Eq. (44) should be
considered where B is the unknown and the “eigen-
value” 1/v is written 1/v=(E)"*/2=(2KB)"* for B
>0. The finite-rank approximation of order » con-

sists on retaining the nth order leading minor
within the infinite determinant which elements are
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given by Eq. (A2) (with the additive factor —ékk,/
2KB for the diagonal ones).

The actual computation is performed by using
a standard “regula falsi” routine for finding the
real E zeroes of the characteristic equation (44).
On account of their polynomial character, see Eq.
(A3), the elements of the characteristic determi-
nant and consequently the determinant itself, may
be evaluated to any desired accuracy. More pre-
cisely at each step of the calculation the determi-
nant was computed with the help of an usual
double-precision Gauss-Jordan routine.

The main result of our numerical investigations
is the constated excellent convergence of the
finite-rank approximation with respect to its or-
der. For instance with »= 20 one recovers exactly
the most accurate results previously published by
Rogers et aql.'? and Roussel et ql.*° (see Table II.)
It should be stressed, however, that even the
lowest-order approximations lead to surprisingly
accurate results. For instance, in the first ap-
proximation, i.e., k=k’=0 in Eq. (43), one has
(see also Table I) )

(Z)o0,0= (1+1)7H(1+p)" 2, (45)
and the characteristic equation reduces to
2KB — (1+1)(1+B)***=0. (46)

For a given [, this equation in g has, at most,
two real positive roots for

K=(1+1)%[(21+2)/(21+1) ], (47)

When specialized further to the case of S states it
becomes

2KB - (1+p)*=0. (48)

The roots, which are real for K>2, are, respec-
tively,

B=K-1x[(k-1)2-1]%/2, (49)

The approximated eigenenergy of the ground
state is given by one of these roots: g, ;= K-1
- [(K-1)?-1]*/% thus, E, =(2KB,,)"% It is re-
markable that the ground-state energy obtained in
a so simple way is accurate to within a few parts
in 10° at least for realistic values of the screen-
ing parameter K = 50; see Table II.

The corresponding normalized first-order ap-
proximated eigenfunction reads

¥, (B) =405 *(po+ D). : (50)

It should be noted that the other root in Eq. (48)
does not have any direct physical meaning. In
order to get a better understanding of the signifi-
cance of this particularity it is worthy to note that
the first approximation consists on replacing the
Yukawaian symetric kernel ‘

(B -5 |2+ pom]™* (51)
by the following separable one:

(2p) (pa+ B2 H(2po+ Wi )X pa+ D)2 (51%)

This approximated potential kernel is now ener-
gy dependent on account of the presence of param-
eter p,. This property impedes obtaining ortho-
gonalized eigenvectors of the Schrddinger opera-
tor. The existence of the “pirate” root in Eq. (48)
is thus only a consequence of the kind of approxi-
mation used.

With the help of expression (A2) the matrix ele-
ments (Z,), .., are easily computed and the char-

TABLE I. Matrix elements and characteristic polynomials up to third order for the finite-rank approximation to the
Yukawa “inverse Sturmian’’ operator in a Coulomb Sturmian basis; B :uﬁ/z(—sz)l/z,- K=mg/uk?,

[(2l+ 3)/(l+ 3)]1/232(1+B)-(2144)

—[221+3)/@+2) 1+ 32 [1+ @+ 1)BYB (L +B)~ 2D

1+ 220+ 3)B%+ (I+1)(21+ 3)B4

—_

r -(2142)
%‘ —[2/@+2)1t 2B (1 +p) @
2
[1+ zl(i+21)5 ] (1+B)-@10
Sym.
L

(1+B)-(21-06)

Characteristic Polynomials:

I: 2KB — (L+B)2D (1 +1)

I: 4K%82 —2KB (L+B) 2 [(1+B8)2(1+2)+(1+ 2+ 1B (I + 1) ]+ (+ 1) I+ 2)(L+B)4*

OI: (+1)(+2)(I+3)(1+p)617 L gr3p3

— 4K B2 +8) P [+ 3)L+B) + @+ 11+ 2(+1)8%+ (I +1)(21+3)8Y)+ I+ 2) 1+ B)X 1+ 221+ 3)B2)]
+2KB (L +B8) 4O [(1+2)I+3)L+B8)+ I+ 1) (1+3)A+8)X 1+ 20+ 1B+ @+ 1)1+ 2)(1+ 2(21+ 3)B2+ (1+ 1) (21 + 3)B%)]
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acteristic equations [Eq. (44)] may be explicitly
written at least for the lowest orders of approxi-
mation: see Table I. As it may be seen in Table
II the second- and third-order approximations lead
to numerical results very accurate since the de-
viation from the “exact” results of Rogers et al.'?
and Roussel et ql.*® does not exceed a few per-
cent for the lowest-lying states. The only limita-
tion of our method lies in the fact that, for a given
1, the maximum number of eigenvalues we can ob-
tain is equal to the order of the approximation.

As we already mentioned higher-order approxi-
mations may be carried out by resorting to stan-
dard numerical methods for computing the char-
acteristic determinant. For instance the exten-
sive tables given in Refs. 12 and 19 are recovered
with the help of a finite rank approximation of or-
der 20. In the meantime one may compute also
the expansion coefficient C,(p,,) of the eigenvec-
tor on the corresponding reduced Coulomb Stur-
mian basis, see Eqgs. (37) and (40):

Rpaxt i+l

D o51nl €)= Z Cr, D0V im £) 5 (52)

n=7+1

where n=Fk+1+1; k_, +1 is the order of the finite-
rank approximation and the index ¢ labels the
eigenvalue considered: po,=(-2mE)"/2

The corresponding expression of the approxi-
mated normalized eigenfunction in momentum
space is then obtained from Eq. (33):

41)3/ 2¢ Zm( g)
a Pa, 53
(p§q+ ﬁz)zgkmu, ;(an) ’ ( )

Zpa. lm(f) )

One has eventually:

kmaxﬂﬂ' ) 1 _ 1
gkmu. z(Poq) = Z [Cnl(p()q) + 3 ((_’2“7!%)’271++1—§+)'

n=l+1

+l<(n+l)(n—l—1)
2 n(n -1)

From the set of functions ¢,,,,() it would be an
easy matter to determine transition amplitudes
between- bound states along the lines developed in
Ref. 19. Although the set of functions ¢,,,.(d) (¢
<Pky..+1, order of the finite-rank approximation
is not an orthogonal set, it should be pointed out
that these functions are “almost” orthogonal

lirilw(‘l/q:lm’ ‘l’,a';lm)= 6a.a' (q’ ql < km"”‘+ 1.

kmax

1/2
> Cnl(qu)C"u, 1(poq)

where §, {po,) is the “normalization” integral

kmax*“"

gkmu, x(l)oq) =

nyn' =1+l

du(E)(1+ 4] Cnl(pOQ)Cn'l(pOG)
XYl ENVE 1)), (54)

which, on using the orthogonality properties of
the four-dimensional spherical harmonics, is
readily transformed as

Izmax-t-l*l kmax”*]'
S b= S Cilbodr S [ au(e)
max n=1+1 nyn =1+l

X C",(Poq)c,,, l(poq) Eéy,,,,,,( E')y:,l,,,( 'g' ') .
(55)

The latter integral may be transformed further
with the help of the following “ladder” formula: *

g(;ynlm( g’) =COsq ,ynlm( g ,)

_1((n=Dm+1+1)\/? ,
~2( n(n+1) ) Vet 1mk E)

-] - /2
+%<(ﬁ7l(n_1)f—;”l))1'y»-x,m(s'>, (56)

which represents a four-dimensional generaliza-

tion of the well-known properties of usual surface
spherical harmonics y,,(8¢)."

(57)

)1/2 Col Do Cper, ,(poq)] .

V. CONCLUSION

In that paper we have presented a SL(2,R) group-
theoretical approach to the Schrédinger eigenvalue
problem for a Yukawa potential. The Sturmian
technique we used leads naturally to very accurate
finite-rank approximated eigenvalues even in the
lowest orders of approximation. It should be added
that our method may be used successfully for other
types of potentials, spherically symmetric or not.*?



20 BOUND STATES IN A YUKAWA POTENTIAL: A STURMIAN... 737

As a matter of fact the calculation of matrix ele-
ments for the corresponding Sturmian operator is
reduced once and for all, to those of matrix ele-
ments of representation operators of SL(2,R) in
the symmetric potential case, or a larger grodp
otherwise.*

For instance, out formalism may be extended
to the case of a superposition of Yukawa po-
tentials (Martin potential)

V==g fwduf(p.)e""/r.

The secular equation (44) would become

det [[(k+l+1)(k’+l+1)]‘1/2%§3

xf dﬁf(zPOB) ;‘,’,t”(g(ﬂ))—a—:ﬂ}o.

In a similar way resolvent or Green’s functions,
useful, for instance, in perturbation expansion,
may be easily derived within the framework of the
formalism developed here.** Eventually we should
also mention the possibility of resorting to the
powerful moment method*® for performing similar
calculations.

APPENDIX A: EXPRESSION OF THE MATRIX
ELEMENTS 7% (g)

7%.(g) is the matrix element of a local multi-
plier representation of SL(2,R).** The latter can
be defined for € C —N¥ on the complex vector
space of all functions analytic in some neighbor-
hood of zero, i.e., the space of all functions f of
the form

fl)= Zat a,cC,

n=0

where the power series converges in a nonzero
neighborhood of ¢=0:

() F(t)=(ct+d)*F((at+b)(ct+d)™)

for gt = [z Z] . (A1)

The matrix elements of the operator 7%(g) are
defined with reference to the basis functions

elt)=[[(k - 20)/T(k+1)]*/ %k, E=0.

Their expression can be easily established in
terms of hypergeometric polynomials

T(ky+ 1)T(ky — 2u) \/2
u = > pd 2u=h k&
Thw(8) (I‘(k<+1)1"(k<—2u) @’

(b, c))>"* JF, ( bc)

X - - —_
T ke by = 2u3 by =R+ 1;

(A2)

b, ky=k'
b,c)={"7 >
v(b,e) {—c ky=Fk

’

By =g (B k)20, 2u€C-N.

This expression may be transformed further by
noting that the hypergeometric polynomials are in
fact Jacobi polynomials. In the specific case of
the Yukawa potential, one has

T-kld) (g(B))= ((Vk— l- 1)!(1’l>+ l)!)1/2(1+6)-(n+n')

n=totymel=l (ny =1 =1)n+1)!

X (=p)>mepiminge " m(1-267%); (A3)

sup
"%~ inf

(n,n')=1
APPENDIX B: COMPUTATION OF TRACES (Tr)
In the following, we shall put
x(g)=Tr7(g), x*(g)=Trr*(g); (BY),

we have, from the relation (38),

xg)= 3 (214 e )g)

1=0

Now, for all triangular matrix

.
it is straightforward to show that 7%(v)= p2(x/
u)*, see Eq. (A3). Thus, if |x|<|u], then
xM(v)= uB /(= A) = A" /(). (B3)
It follows from (B2) and (B3) that
X(@)=(p+2)/(n=2)°. , (B4)

Afterwards, any element g™ =(2 §) e SL(2,C) can
be triangularized: g™=3§»™8§™, with

{i}=2 {Trg™ £ [(Trg™)? - 4]*/3, (BS)

and, if (x| <[], in some neighborhood of the
identity in SI(2, C), we obtain

x"(g)=x"(v)

_ g {Trg™ = [(Trg™)" 4] /oF )
[(Trg=)z-4]r/2
X(g)=x(v)=Trg™/[(Trg™)* - 4]*/%. (B7)

The above expressions allow us to calculate three
important norms for operators = and £,. The
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trace norm of ¥, and the Hilbert-Schmidt norms
of ¥, and %,

Trz,= [ dtx (g (Bd); (B8)
Tr(z,)= 11,13
= [Tar [T ar e an g@angera;
0 ¢

. (B9)
Tr(z)=lIzlle= [ dt [ d Xe(BdDg (Bt

(B10)

The first integral [Eq. (B8)] may be expressed
in terms of tabulated integrals by noting that

Tr[ g(-p)d(-1)] = 2Acosh(31) + B sinh(32))
and using the following variable change:
2424 271/2= 4(cosh(5¢) + B sinh(5?))
we get

Tr(Z,) =I,(B)

= | dzz¥z?-2(1-2B%z+1)"*/2, (B11)

0

This latter integral is easily recurrently eval-
uated, and one has eventually (I>0) (Ref. 49):

1= -[2u1 - 27 =D 2260
X I,4(B) "L%}‘ 1,.48), (B12)

with
I,=In|[(1+B)/B|.

P. GAZEAU AND A. MAQUET 20

The analysis is somewhat more complicated for
the Hilbert-Schmidt norms. However, since

Trld(-t)g(-B)d(-t")g(~B)]
= et/ 2et12[(1 = B)2e™te™ — B¥e™t + &7t")
+(1+8)7],
and making the variable change
z=e", z'=et,
Eq. (B10) is reduced to the following double inte-
gral:

1 1
2 - ’ . '
Izll32=d,8) L dzfo dz' A(B; z,2")

X [A%B,2,2") —4z2']"%/2, (B13)
where
A(By2,2")=(1 = B2z’ = 8%z +2") +(1+B)*.

Again this integral may be expressed in terms of
known tabulated integrals,*® and after some tedious
algebra one recovers the well-known result

1Zl22=1/28(1+B) (B14)

Evidently the things are much more intricate for
the partial-wave Hilbert-Schmidt norm [Eq. (B9)]
which may be ultimately expressed as follows:

1 1
”E,Hiz= 9-(21+1) f dz f dz'(zz7)~
0 0

{A(B; 2,2") = [A%(B; 2, 2") — 42z’ | i+t

X 2
[A%B; z,2) - 422" ]

This double integral is easily reduced to a single
one,* which may be evaluated by using standard
numerical techniques.

*Laboratoire “Matiére et Rayonnement” Associé au Cen-
tre Nationale de la Recherche Scientifique.
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