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K-shell ionization of Ti, Fe, Ni, and Zn by 60-150-keV protons
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IC-shell ionization of thick targets of Ti, Fe, Ni, and Zn by 60-150-keV protons has been investigated.
Experimental x-ray production cross sections have been determined as a function of proton energy. Absolute
ionization cross sections are compared to predictions of the perturbed-stationary-state theory, including
Coulomb deflection and approximate relativistic corrections (CPSSR). It is found that the CPSSR
systematically overpredicts the values for the experimental data at the lower proton energies.

I. INTRODUCTION

In recent years, a great deal of effort has been
devoted to the study of ionizing collisions pro-
duced by heavy ions impigning on target atoms
(where "heavy" means with respect to the electron
mass). In the case of slow-moving projectiles
producing K-shell ionization by Coulomb excitation,
the theoretical interpretations have undergone a
continuous evolution. The first comprehensive
formulation was the plane-wave Born approxima-
tion (PWBA) of Merzbacher and Lewis. ' This
was followed by the semiclassical formalism' and
the binary-encounter approximation (BEA)2 The
development of these theories and relevant data
have been reviewed by Garcia et al.4 The BEA and
PWBA both grossly overpredict the observed ion-
ization cross sections at low projectile velocities
where Coulomb deflection and binding effects are
enhanced. Basbas et al.' suggested modifications
of the PWBA to take these effects into account.
More recently, ' they have developed a perturbed-
stationary-state formalism (PSS) in which binding
and polarization effects are inherent. In the low-
projectile-velocity regime, the PSS theory can be
modified to account for Coulomb deflection and ef-
fects due to relativistic motion of the target elec-
trons' (CPSSR).

The proliferation of theoretical models has stim-
ulated a wide variety of collision experiments de-
signed to test the models. For the most part,
these experiments have involved ions with energies
above several hundred keV/amu incident on thin
targets. In the case of incident protons, sur-
veys ' of the literature indicate a paucity of ex-
perimental data at bombarding energies below
200 keV. This lack of attention may be attributed
to several problems associated with measurements
of x-ray yields for incident low-energy protons.
Experimentally, target surface contaminations
can produce erroneous results. Since thick tar-
gets must be utilized, data analysis is complicated
by large uncertainties in determining the slope of

the x-ray excitation function. Additional uncer-
tainties arise from lack of accurate stopping pow-
er information for low-energy protons. Typical
errors associated with reported data in this low-
velocity domain are on the order of 30/q.

In spite of the problems involved, measurements
of proton-induced ionization cross sections in the
bombarding energy region below 200 keV are im-
portant. On the basis of the limited data avail-
able, this is precisely the domain where serious
discrepancies between experimental results and
theoretical predictions begin to appear. In this
paper, we report experimental K-shell x-ray
production cross sections for incident protons
ranging in energy from 60-150 keV incident on
targets of Ti, Fe, Ni, and Zn. The x-ray produc-
tion cross sections are converted to ionization
cross sections and compared to predictions of the
CPSSR theory.

II, EXPERIMENTAL PROCEDURE

Thick (0.25 mm) targets of high-purity (~ 99.9%)
Ti, Fe, Ni, and Zn were bombarded with a proton
beam produced by the East Texas State University
Cockcroft-Walton accelerator. The bombarding
energy was varied from 60 to 150 keV in 10 keV
increments. The accelerating voltage was de-
termined using a 104 MQ precision resistor chain.
At the higher proton energies, the accelerating
voltage was also verified from analyzing magnet
settings for an H, ' beam at half the desired proton
energy. Ion-source extraction voltages (& 500 V)
were negligible compared to the acceleration volt-
age.

The number of incident protons was determined
by direct current integration off the target holder
which was electrically insulated from the rest of
the experimental system. A negatively biased
electron suppressor ring was used to prevent elec-
tron backstreaming from the target. An Ortec
Model 439 current digitizer and a scalar were
used to. obtain numerical values for the integrated
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charge. At all times the beam currents mere
maintained at levels low enough (1-10 p, A) to mini-
mize dead-time losses. The beam was focussed
with a pair of electrostatic lenses and collimated
to produce a 2-mm-diam beam spot on target.

The targets were mounted in a vacuum chamber
on a target ladder positioned at 45' to both the in-
cident beam direction and the central axis of the
x-ray detecto~. In order to minimize surface
contamination problems encountered in low-energy
projectile studies, the targets mere sputter-
cleaned in situ prior to bombardment. This pro-
cedure consisted of pressurizing the target cham-
ber to approximately 10 ' Torr with argon gas,
biasing the target at -500 V with respect to a cold
filament located inside the chamber, and main-
taining a sputtering current of 50 mA for several
minutes between the target and filament. During
bombardment, the targets were also monitored
visually through a glass port in one side of the
target chamber to check for evidence of surface
contamination. The pressure in the target chamb-
er was maintained at 10 ' Torr or better through-
out data acquisition. The characteristic x-rays
emitted during proton bombardment passed through
a 25.4- p, m-thick Be window in one side of the
target chamber before striking the x-ray detector.

The x rays were detected with a 30-mm Nuclear
Semiconductor Si(Li) detector placed at a distance
of 8 cm from the target. The full width at half
maximu~' resolution of the detector was 180 eV
for 5.898-keV x rays. During operation, the de-
tector was shielded with several layers of lead
sheet. The effective efficiency of the detection
system was determined using calibrated x-ray
sources of "Cr, ' Mn, "Co, 'Zn, and Am to-
gether with standard procedures described by
Gallagher and Cipolla. " All sources utilized had
a size consistent with the beam spot size and all
were mounted in the same geometry maintained
during experimental operation. The effective ef-
ficiency of the system takes into account the in-
trinsic efficiency of the Si crystal, the solid angle
subtended by the Si(Li) detector, and attenuation
losses of the emitted x rays in the Be mindoms on
the target chamber and detector, in the air gap
between the detector and target chamber, and in
the gold surface layer and Si dead layer of the
detector itself.

III. DATA ANALYSIS AND RESULTS

Experimental K-shell x-ray production 'cross
sections o„mere determined as a function of proton
bombarding energy E from the standard thick-tar-
get-yield equation'

v,(E) =
d

S)E)+gY(E)),
47t dF

S(E)=S~S~/(Sz, + S~) (2)

where the low-energy stopping powers are given
by"

A E0.45
1

and the high-energy ones by

S„=(A, /E)ln(1+A, /E+A, E) . (4)

Values of the coefficients Ay through A, were ob-
tained from Ref. 12.

Values for the self-absorption coefficient p, were
obtained from compilations by Veigele. ' In some
instances, simple linear interpolations were used
to obtain inte'rmediate values of p. . Since the
self-absorption term in Eq. (1) is essentially neg-
ligible for the elements studied, this method con-
tributed no appreciable error to the calculated val-
ues of o„.

The principal contributions to the error in our
measured values of o„are the uncertainties in the
slope of the experimental yield curve and in the
stopping power values. %e assign uncertainties
of +15/0 to both of these quantities. Experimental
uncertainties include a 2% error in the incident
proton energy, 8% in the effective detection ef-
ficiency, 2% in charge integration, and 1%-4%

mhere n is.the number density of target atoms, 0
is the solid angle subtended at the target by the
x-ray detector of efficiency y, S(E) is the stopping
power of the target element for protons, p. is the
absorption coefficient of the target for its omn

characteristic x-rays, and Y(E) is the number of
K-shell x rays detected per incident proton. The
validity of Eq. (1) is based on the assumption of
isotropic emission of the K-shell x rays" and
the experimental geometry utilized.

The slope of the yield curve, dY/dE, was de-
termined by fitting the experimental x-ray excita-
tion function with polynomial, exponential, and

power-law functions. Best results mere obtained
with a simple two-parameter power-law function
of the form Y(E) =aE'. This expression reproduced
the experimental yields to within +15% and contri-
buted the largest error to our determination of
o'x.

The determination of accurate values for S(E)
was hampered by the wide range of experimental
values reported in the literature and the fact
that the proton energies utilized straddle the stop-
ping-power maxima for the target elements stud-
ied.'2 The S(E) values ultimately adopted were
obtained from an interpolation formula suggested
by Varelas and Biersack, "
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TABLE I. Proton-induced K-shell x-ray production cross sections as a function of proton
energy. Column 1 lists the target element and its atomic number Z and K-shell fluorescence
yield cu. Column 2 is the incident proton energy E. Column 3 is the x-ray production cross
section o„. (E), in millibarns, as determined from Eq. (1). Column 4 lists other measured x-
ray production cross sections. Column 5 lists the approximate relativistic correction factor
8 utlilized in the CPSSR calculations.

Target E (keV) 0„(E) (mb) Other 0„(E) (mb)

Tl
Z= 22
cu = 0.212

60
70
80
90

100
110
120
130
140
150

0.209
0.616
1.57
3.57
7.45

14.5
26.4
45.8
76.3

123

5 65
8.98b

18.8 ~

45 3

90.0,' 64.2"

1.66
1.55
1.46
1.40
1.35
1.31
1.28
1.25
1.23
1.21

Fe
Z= 26
co = 0.344

70
80
90

100
110
120
130
140
150

0.0285
0.0816
0.206
0.473
0.995
1.96
3.66
6.50

11.1

1.18'

7 39
12 1 10 5

2.18
2.00
1.87
1.76
1.68
1.61
1.55
1.50
1.46

Ni
Z= 28
cu = 0.414

80
90

100
110
120
130
140
150

0.0267
0.0759
0.193
0.448
0.963
1.95
3.72
6.81

0.248 "

4.55b

2.49
2.29
2.13
2.00
1.90
1,81
1.74
1.68

Zn
Z= 30
~= 0.482

100
110
120
130
140
150

0.0608
0.134
0.274
0.530
0.973
1.72

2.62
2.43
2.28
2.16
2.06
1.97

'Reference 15.
"Reference 16.
'Reference 17.

in measured yields at high and low bombarding
energies respectively. W'e estimate our overall
uncertainties in o„ to be +30% at the lower proton
energies and slightly less at the higher energies.

Our experimental results for the K-shell x-ray
production cross sections are presented in tabular
form and compared to other measurements" "in
Table I.

IV. COMPARISON TO THEORY

The CPSSR theory" predicts that the K-shell
ionization cross section err, when properly scaled,

should exhibit a universal behavior governed by
the function

F(qr/e2B~) = o~eBr/aoSE'~O(wdqo'e),

where g~ and 8~ are proton-velocity and target-
binding parameters, respectively, & accounts for
increased binding effects at low proton velocities,
o, is a scaling unit, the factor SE„(mdq, e) takes
into account Coulomb deflection effects, and po-
larization effects are neglected. The solid curve
shown in Fig. 1 represents the theoretical values
of F(qr/e'B~z) calculated from published tables."
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Fla. 1. Comparison of experimental and theoretical
(CPSSH) values of the universal function I (gz/~ 8z) de-
fined by Eq. (5).

The measured'K-. shell x- ray production cross
sections were converted to ionization cross sec-
tions according to the relation

0'I = V~/(d q

where the fluorescence yields (d listed in Table I
were taken from Koustroun et al." These experi-
mental ionization cross sections were then used
in Eq. (5) together with the approximate relativistic
correction factors' R listed in Table I to calculate
the experimental values of F(rl»/e'8»2) plotted in
Fig. 1. The error bars shown in Fig. 1 represent
only the 20% errors associated with our measure-
ments of o„. They do not include any errors aris-
ing from uncertainties in the fluorescence yields.

The universal nature of the experimental data is
evident from Fig. 1, but the CPSSR overpredicts
the data at scaled energies below q»/e'0» = 10-'.
Furthermore, the trend appears to be toward even
larger deviations at the lower. energies. This ob-
servation is in agreement with the results of
Shima' for lower-Z target elements and lower
bombarding energies.

It should be noted that the effect of the approxi-
mate relativistic corrections incorporated into
the CPSSR theory is to further increase the dis-
agreement between theory and experiment. From
Table I we see that the A factors by which the theo-
retical values are multiplied have their largest

values at the lowest proton energies. This result
has been explained~' as being due to larger energy
transfers occurring at lower bombarding energies.
The fact that the simple multiplicative correction
employed in the CPSSR formalism tends to enhance
the discrepancy between theory and experiment
suggests that it may be necessary to account for
relativistic effects in a more sophisticated man-
ner at lower projectile energies, perhaps through
the use of relativistic electron wave functions 2'

Even without the approximate relativistic cor-
rections utilized in the CPSSR theory, the devia-
tions of the experimental data from the theoretical
predictions still exceed experimental error for
q»/e'02»&10 '. This discrepancy may be partially
due to the fact that theoretical values for the uni-
versal function F(q»/e'82») are obtained from tab-
ulated" nonrelativistic PWBA calculations in which
it is assumed that the energy transfer from the
incident proton to the ejected electron is very
small compared to the bombarding energy. If
the exact value is used for the lower limit of the
momentum transfer from the proton to the elec-
tron, the theoretical predictions are reduced by
approximately 25% for the proton energies and
target atoms investigated here. '4 From Fig. 1,
it is clear that a much larger reduction of the
theoretical values is required to remove the ob-
served discrepancies between theoretical predic-
tions and experimental results at the lower proton

, energies.

V. CONCLUSIONS

Observed proton-induced K-shell ionization cross
sections at proton energies &150 ke7 exhibit a
universal behavior when properly scaled. How-
ever, for reduced proton velocities corresponding
to q»/e'0'»~ 10 ', the CPSSR theory systematically
overpredicts the observed values. Approximate
relativistic correction factors in this domain are
significant, but their inclusion in the CPSSR for-
malism increases the observed discrepancies.
Incorporation of exact energy-transfer calcula-
tions into the CPSSR theory reduces the discrep-
ancies somewhat but does not eliminate them. It
appears that additional unknown factors affecting
the ionization process must be included in the
theory at low proton velocities.
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