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The memory functions for the velocity, angular-momentum, and dipolar autocorrelation
functions from a series of molecular-dynamics studies of liqu1d carbon monoxide are exam-
ined. The velocity and angular-momentum memory functions decay initially almost to zero
in a Gaussian fashion. However, their long-time behavior has a much slower time depend-
ence. The dipolar memory function from a simulation using a strong noncentral potential
is approximately this system's angular-momentum autocorrelation function. Approximate
velocity and angular-momentum correlation functions are generated from approximate mem-
ory functions and the results are compared to experiment. Gaussian Inemories based on the
second and fourth moments of the corresponding autocorrelation functions give the best agree-
ment with experiment. However, none of the approximate memories examined adequately
represents the long-time behavior of the experimental memories. The static atomic radial
distribution functions are given and are shown to depend upon the strength of the orientational
parts of the pair potential used in the dynamics calculations. The non-Gaussian character-
istics of the Van Hove self-correlation functions are examined and shown to depend on the
potential and number of particles used in the dynamics calculations. The intermediate scat-
tering function and its memory are also examined.

I. &mRODUCnoN

A number of experimental methods exist for
probing the structure and molecular dynamics of
liquids. X-ray and neutron-scattering experi-
ments determine the structure factor S(K) which
is related by a Fourier transform to the pair-cor-
relation function of the liquid. Inelastic neutron-
scattering experiments determine the dynamic

form factor S(K, +), first introduced by Van Hom.
S(K, v} is related to the transition rate for the
liquid system to absorb momentum SK and energy
@w from the thermal neutron beam. Moreover,
the dynamic form factor S(K, v) is the Fourier
transform of the correlation function of the num-
ber densities at two different space-time points.
This same function plays an important role in the
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TABLE I. Some common experimental quantities and their time-correlation functions. V is the c. m. velocity of a
molecule. J is the angular momentum of a molecule about its c. m. u is a unit vector along the molecular axis. H,„is
the position of a nucleus of type n.

Experimental measurement

Self-diffusion coefficient D

Rotational diffusion coefficient
of a rod Dg

Nuclear-spin-rotation
relaxation time TI

Infrared-absorption
vibration-rotation spectra
in heteronuclear diatomics, I, (&)

Raman- scattering vibration-
rotation spectra in heteronuclear
diatomics, I&(+)

Depolarization of fluorescence
in rodlike molecules (polymers)

Incoherent neutron scattering

Time-correlation function

q(t) =- |'V(0) V(t))/(V')

~,(t) =- &J(0) ~ J(t)) / «'&

+J(t) = &J(0) ' J(t)) / &~'&

D&(t)—:(u (0) 'u (t))

D2(t) =—(P2(u (0) u (t)))

D, (t ) = (P, (u (0) u (t)) )

y' (K t) —( -tK'fuff(0) jKegn(t))

Property determined

D=p (v'& fp" dt's(t)
(d') fp" dt&g ( t )

(1/T, ) ~f'„d"te-'" '& (t)

f, (&p) = (1/2p&) f'„dt e "" " 'D, (t)

I ip(&P) -(1/2m') f+ dte i& -P& -Dp(t)

~(t) =-', D2(t)

S, (K, &p) =(1/27&) f"„" dte '"&F (K, t)

inelastic scattering of light. ' An experimental
determination of S(K, &e) over a wide range of K
and co provides an enormous amount of information
about the structure and dynamics of liquids. '

As is well known by this time, the fluctuation
dissipation theorem is the basis for relating lin-
ear transport coefficients and spectroscopic line
shapes to time-correlation functions. A list of
some common experimental quantities and their
corresponding time-correlation functions is pre-
sented in Table I. At present, the complete time
dependence of only a few time-correlation func-
tions has actually been determined. In addition,
there has been very modest progress on the theo-
retical side in computing the exact time dependence
of specific time-correlation functions, and this
only in the simplest cases.

Digital computers have been employed to cope
with the difficulties of the many-body problem in-
volved in computing time-correlation functions.
Alder and Wainwright solved the classical equa-
tions of motion for a system of hard spheres con-
fined to a specified volume V and thereby deter-
mined the structure and dynamics of this very sim-
ple model system. More recently, Rahman
later, Verlet' studied in great detail the structure
and dynamics of liquid argon in which the atoms
were assumed to interact via a Lennard- Jones po-
tential. These results are in excellent agreement
with the most recent experimental determinations
of liquid argon's structure and dynamics. More-
over, these computer studies show that the motion
of argon atoms in the liquid is much more compli-
cated than that assumed in earlier simplified-
model calculations.

In this article we report the results of a series
of computer studies of diatomic liquids. In partic-
ular, we emphasize the structural and dynamical

properties of these fluids which have not appeared
in previous publications. Moreover, this discus-
sion will be presented, wherever possible, in

terms of memory functions. Consequently, Sec.
II is concernedwitha short discussion of the prop-
erties of time-correlation functions and their
corresponding memory functions.

II, TIME-CORRELATION AND MEMORY FUNCTIONS

Consider the arbitrary mechanical properties
n(l") and P(F), and their scalar product (n l P),
where

(nIP) = f«p(f )n*(f)f)(f ), (l)

where I" is a point in the phase space of the sys-
tem under consideration, n* is the complex con-
jugate of n, and p(I') is the equilibrium canonical dis-
tribution (other ensembles may be used to define

this scalar product). This scalar product satis-
fies the following conditions: (i) (n (P)*=(P ) n);
(ii) if n = c,n&+cene where c, and ce are two arbi-
trary constants, (P( n)= c,(P( n, ) +cp(P(ne); (iii)
(ni n) ~ O, the equality sign pertains only if n =0.
From (i) the "norm" of the property n, (n ln) is
real. A property whose norm is unity is said to
be normalized. Two observables are said to be
orthogonal if (nlP) = 0.

Consider now the mechanical properties U„
U„. These properties can be represented by the

kets lU&), . . . , I Up&) in a vector space and the

corresponding bras (U, (, . . . , (U& I in dual space.
Suppose that U„.. . , U„are chosen orthonormal
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so that ( Uq I U, ) = 0,, Moreover, suppose that
these properties average to zero, i. e. , (U, ) =0.
Then the set of kets I U, ), . . . , I U„) can be re-
garded as basis vectors in a subspace of the vec-
tor space corresponding to all mechanical prop-
erties or (property space). These properties
obey the canonical equations

U~=i &U),' i Z =(,Z),

where (, ) is the Poisson bracket, Z is the Hamil-
tonian, and Z is the Liouville operator. In prop-
erty space this becomes the equation

~
v;) =tz~ U)& .

The time-correlation function C;&(t) is defined

by

c,,(t) =&v, ~e"'~ v, &, (2)

and the projection operators P, and P are defined

by

Pi=Ivan&&vil, P=z lv)&v, (.
l~i

P, is the projector onto the vector lv&& and P is
the projector onto the subspace I U, ), . . . , I U„).
That these are projectors follows from the fact
that they are Hermitian and idempotent, i. e. ,
&o.'IPIP) *=(PIPI o& and P~=P (likewise for P, ).

It is easy to derive an equation for the time evo-
lution of the NxN matrix C(t) with elements C;&(t):

—C(t) =iQC(t) —f dt'K(t')C(t- t'), (4)

where Q is called the frequency matrix and K(t) is
called the memory-function matrix.

K„(t)=(iZU, I(1 P)e'" "' '(1-—P)li&Vt),

fl„=&U; I& IV,) .

C)q(t) = — dtK~((r)CJ~(t —r),

K„.(r) = &tZU, Ie'" &' 'Ii&U, ),
where K&&(t) is called the memory function.

ft can be shown that I U&(t)& obeys the exact
equations

~ V,(t)) = ~ dtK„(t 7) ~vy(r))+~&;(t) & (7-)
~0

Generally the properties I U~& are so chosen that
they have definite time-reversal symmetry, that
is, they are either even or odd in all the momentum
coordinates. In this case 0;;=0. A single property
I U&& then" satisfies the equation

with I,E&(t)) = e' "s '(1 —P&) ~iZV&&,

where IP&(t) & is called a "random force" by analogy
with the Langevin equation for the velocity of a
Brownian particle. This equation is nevertheless
rigorous for the ket I U;), and moreover, according
to its definition, we see that (U;(0) IF&(t) =—0.

Equation (7) was named the "generalized Lan-
gevin Equation" by Mori who first derived it.
The integral represents a systematic retardation
or "frictional effect. " It is easy to see from Eq.
(7) that

K„(t)=& P, (0) IP, (t)&

=&tzv, IIe'" '~'"~Itzv, &,

so that the memory function is proportional to the
correlation function of the random force. This
enables one to construct models for the time evo-
lution of the autocorrelation function based on

arguments similar to those used in the "classical"
theory of Brownian motion. For example, if it is
assumed that the random force has a white spec-
trum, ' then K»(t) = X5(t) and the ordinary Lan-
gevin equation ' results with relaxation rate or
friction coefficient" X= fo dtK»(t). On the other
hand, if the random force is a Gaussian Markov
process, according to Doob's theorem, it must
have an exponential correlation function so that the
memory is exponential, i. e. ,

K„(t)=K„(0)e ",
with K»(0) =(U, !U, ). The autooorrelation func-
tion wQ1 then obey the equation

st C/$(t) =-(~$
~
V/) d7'e 'C„(t—r).

0

This kind of analysis was first applied with con-
siderable success to the linear-momentum auto-
correlation function. It should be noted that
(U', I U, I ) =( I U, I') is an equilibrium average. The
coefficient X can be chosen such that C»(t) gives
the correct transport coefficient. Finally, if it is
assumed that the autocorrelation function of the
random force has a Gaussian dependence on the
time, a different, and in many ways more reason-
able, result is obtained.

The generalized Langevin equation [Eq. (7)]con-
sequently contributes a great deal to our under-
standing of the memory-function equation.

Mori has shown that the random force also
obeys a generalized Langevin equation, with a
random force which obeys yet another Langevin
equation. The net result of Mori's analysis is an
infinite sequence of Langevin equations in which
the dynamical property in the nth equation is the
random force of the (n 1)th equati-on. Moreover
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the "memory function" Zn(t) in the nth equation is
proportional to the autocorrelation function of the
random force in the nth equation. Thus,

8—
I F„(f))= —I~ d~z„„(r)I F„(t—r) &3o

+IF„„(f)), s=o, i, . . . ,

even functions of the time, and can consequently
be expanded in an even power series,

co ( 1)n
tl(f) ~

(2+) t 12ni
n=

oo ( 1)nZ„(f)-Z
(2 )t ppni

where

z„, (f) =(F„„(o)IF., (f))/& F.(o) IF.(0)&,

and (F,(0) I F,(t)) =(E,(0) I F,(t))5„.

where ya„=-( (i S)"U,
I
(iS)"U, ) =(U,"'I U,"'),

p,„=(A„A.„),
where IA„) = [i(1-P)S]"IiSU, )

(16)

This leads to the continued fraction representation
of the Laplace transform of C»(t):

C„(s) =1/s+Zg(0)/s+Zg(0)/s+Ks(0)/ /s+K„(s) .

(ii)
The quantities K„(0) are well-defined equilibrium
moments. This specific representation is valid
only when the property has time-reversal sym-
metry; otherwise, frequency factors also appear.
A sequence of approximations to C„(t) can be
arrived at in the following way. Suppose that the
autocorrelation function of the random force
IF„(t)) hss a white spectrum, i. e. , K (t) = X„5(t)
twhere X„(t)= f~" dfz„(f)]. Then K„(s)=X andthis
assumption truncates the continued fraction and

thereby yields a time-correlation function in terms
of the equilibrium moments, K~(0), . . . , K„,(0),
and the constant X„(which can be determined
from the known value of the relevant transport
coefficient). The following are examples of the

above procedure. 15

(i) Truncation at I F2(t) ); K&(s) = ~p&

z, (o)=&f), IU, &,

1
s+(U, I U, &/(s+ x,)

This result is entirely equivalent to the exponen-

tial memory.
(ii) Truncation at I E,(t)); K„(s)= X„

z, (o)=(ir, IU, )/(U, IU, ) -(U, IU, ) =-~„

Kg(0) =(U) I Ui&

C„(s)= 1/s+&U& I U& &/s+ 4's+ ~3 .

This is equivalent to having a memory function

K„(s)=(U,
I U, )/s+ rg/s+ A. (14)

These approximations will be tested against mo-

lecular dynamic results in a later section.
The classical autocorrelation function C»(t) and

its corresponding memory function K»(t) are real

It should also be noted that the power spectra of
C„(t) and K„(f),

G»(~) = (1/2m) f„dt e '"'C»(t),

I „((o)=(1/27r) f die '"'Z„(t)

are even functions of ~ and have the additional
property that

f d&o &o "G„(z)=yzn,

f d~ ~ ~ii(~) = i'an

(18)

(2o)

Note that p, 2„depends on y2„, 2 and y's of lower
index.

Consider the vectors I o!& and IP& . According to
to the Schwartz inequality,

Let

Q ~~ 6 Q

Then we have

(2i)

Thus, the memory function is bounded above and

These are called sum rules or moments of the
frequency spectrum. The first few moments are

ro=& ~ po =(U,
I U,),

~2 (~1 I Ul) i 2

'4=(Ur
I Ui& v4=&UI' IUI' )+(UiI U() ' (18)

~ =&U"'IUl"), -2« IU&(U IU )

There is a relation between the moments of G»
and I »

Po='Y2 &

2
P2=&4 &2 ~

3P4= rs- 2r4r2+r2,



below by its initial value.
A complex function of the time C{t) is called pos-

itive definite if and only if

Z zgC(t, t—,) z,*~ 0
jyk= 1

holds fox' every choice of the finitely many real
Qumbex 8 gg p s e s p fg Rnd complex IluInbers 8j p o e s p sf'»

According to Bochner'8 theorem, 6 a continuous
function E(f) is the characteristic function of a
probability distribution W{&o)„ if and only if E(t) is
continuous, positive definite, and E(0)= 1.

Thus if E(t) satisfies the conditions of Bochner's
theorem, we have

E(f) = f d~ e'"'W(~)

where W'{ge) is a probability distribution of the ran-
dom vax'1RMe QP.

%'6 hRve shown elsewhere' that the tiIQ6-cor1'6-
latlon function Cgg(t) and the corresponding normal-
ized memory function K»(t) =K»(f)/Z»(0) both
SRtisfy the coIlditions of Bochner 8 theolem Rnd

Inay thus be regarded Rs characteristic fuDctlons
of probability distributions. From Egl. (1V) we
866 by Fourier 1nver81GIl thRt

Cgg(t) = f d(o Ggg(&u) e'"',

If'»(f) = f d~Pgg(&o) e'"',

Pgg(~) =f gg(gd)IIf»(0)

Thus we see that the power Spectra may be re-
garded as probability distr1butions of the random
variable z. Moreovex' from the sum rules we can
find the moments of these distx'ibutions in terms of
egluiltbrium averages. From Eqs. (19) and (22) we
have

&aP"&e = f d(orna" Ggg((o) = yg„,

according to 1Dfo1Ination theoryy 1f a cex'tRln 86t
of moments of Pgg(gd) are known; then the optimum

P»(~) is that which maximizes 8[Pgg(~)] subject to
the nmment constraints. Suppose, for example,
that we only know the first two moments

&~'& =1, &~'& = ~2/vo.

Then we must find Pgg{e) such that

M[P»(~)] = —5f d»»{~) lnP»(~) = 0,

5f dgggPgg((d) =0, gif kOQ7 Pgg(ggg) =0

Rxe satj.sfied, This problem is trivial to solve us-
ing Lagrange multipllers. Pgg(Qp) turns out to be

Pg g(&o) = (igg2gg p,,)g~'e "'" ~"gI .
On Fourier inversion [see Egl. (22) j, we have

Z„(f)=Z„(0)ff„(f)=&Pi,
~ 0,&

-kff3&«v&l I& &/&d&l8&&- &v&le&&& g

This approximation tux'Qs out to be very useful.
Higher moInents coUM hRve been included to give,
hopefully, R better approximation to the memory
function. Such Rpproximate memory functions Rre
not only useful in determining the detailed behavior Gf

time-corx'elation functions, but also give ap-
proximate transport coefficients in tex'ms of equi-
librium moments. For example, let I be a trans-
port coefficient determined by Cgg(f):

I. f,"dfC„(f);

I can also be written in terms Gf the memory func-
tiony 1.6. ,

I, 'ref dfZgg(f) cc-,'Pgg(&v=0) .
%6 866 that 1n the two-moment information-theory
Rpproximatlon p

This theorem also implies that

Gg g (ggg ) ~» 0, Pg g ((0) ~~ 0

Rnd, thus, contains within it the Wiener-Khinchin
theorem.

It is often a very complicated px'Gblem to com-
pute these power spectra or the corresponding
correlation functions. Consequently, functional
forms ax'e usually adopted. There nevertheless
exists an approximate method for finding P»(co),
based on information theoI'y. For this purpose
vfe define Rn inforInation measure ox' entx'opy
measure of the distribution as

&[P g((u)g]= —f'„dgdPgg(ru)lnPgg((o)

f '~(VJ2ggez)'".

This shows at once the utility Rnd weakness of this
RppI*oxlmRt1GD. It wouM be nice 1f %6 couM use
the known transpox't coefficient in oux' optimization
procedure but we have Dot yet found a way to do this,

In Sec. D it was shown that properties like V,
J, p, Rnd 8 obey generalized Langevin equa-
tions. Consequently, if the "random forces" cor-
responding to 6Rch of tb686 px'opex't168 Rx'6 RssuIQed
to have white spectra it follows that their respec-
t1ve corI'elat1GQ Rnd memory functions defined 1Q

TRM6 II Rre g1ven by:



980 G. D. HARP AND 8, J. BERNE

Time-correlation
function

Time expansion of correlation function Time expansion of corresponding memory
[Eqs. (15) and (16)]

(a') 1 (a'~
1 ~ t2- - +—t4=---~-+ ~ o ~

( 2) 4) ( 2)

(x'& i (N&I t2 + ti + ~ ~

(~'& 4 (~'4)

, t' «'&„t' «'&, &N'), . ..
41 14 12

3t2 (~2& (~4& (~2&
D (t) = (P (u(0) u(t))) i-

2 I +
2I

+ sI f +' ''

1 —K + (&) ~+(a ) K +''' 4 (t) = K ———(v2)2K4+ K +'''(v') t' t' (v') t'
3I 3x4f 3 2 9 3

[Eqs. (15) and (16)]

(g2) t2 (g2) 2 (g2)
()=&-„)'2 &„& -&.

&

'"
(X') t' (X2)

«') t' «'&' +2+"I 2 I I

( )
(V(0)' V(t))

((/'&

~ (t)
&J(o) J(t)&

J (g2&

(K t) ( -j K ~ R(0)

&& ( iK ~ R(t)&

TABLE II. The dynamical variables V, J,u, and R are defined in Table I. The variables which appear here for the
first time are a is the c.m. acceleration, a is d a/dt, N is the torque about the c.m. , N =dN/dt, I is the moment of
inertia, and K is an arbitrary vector.

e-it/m

A (t)=e t '

D, (t) = e

D,(t)=e- a',

Fa(K, t) =e"

If, (t) = (&/~)( (f),

lf, (f) = (.( (f),

Z, (t) =2D„((t),

C,(t) = Z'Dh(t),

where $ and (tt are the translational and rotational
friction coefficients, D~ is the rotational diffusion
coefficient, and D is the translational diffusion
coefficient. Moreover, (, $tt, Dtt, and D are often
related to the hydrodynamic properties of the sys-
tem through phenomenological relations like
Stokes' Law.

In most cases the assumption of a random force
with a white spectrum is completely wrong. We
already have an indication of this from the short-
time expansions in Table II which indicate a t de-
pendence whereas the exponential gives a l tI de-
pendence at short time. Moreover, the molecular-
dynamics calculations indicate gross departures
from simple exponentials.

In this section we examine the structure of the
above time-correlation functions and memories and

compare them with the "experimental" results of
two molecular-dynamic simulations discussed in
the Appendix. In addition, we compare these "ex-
perimental" functions with the simple theories
presented in Sec. II.

In Table II the explicit short-time expansions of
the relevant time-correlation and memory functions
are presented. Note that the time dependences of
P(t) and /ttz(t) are determined only by interactions
between a molecule and its environment. That is,
in the absence of torques and forces these functions
are unity for all time and their memories are zero.
There is some justification, then, for viewing these

particular memory functions as representing a
molecule's temporal memory of its interactions.
However, in the case of the dipolar autocorrelation
function D,(t), this interpretation is not so readily
apparent. That is, both the dipolar autocorrelation
function and its memory will decay in the absence
of external torques. This decay is only due to the
fact that there is a distribution of rotational fre-
quencies ~ for each molecule in the gas phase. In

particular, we have for a gas of rigid rotors,

(u(0) ~ u(t)) e= J, dZP(Z) cos[&f/l],
where P(Z) is the probability distribution for the
magnitude of the angular momentum. The decay
of this function as well as the results of the Stock-
mayer simulation of carbon monoxide is presented
in Fig. 1. Note that the gas phase and Stockmayer
results are practically identical which indicates
that this potential with the small dipole moment of
CO is of little importance in rotational relaxation.
Note further that for the dipolar correlation func-
tion: (a) The coefficientof the t term, KT/I, de-
pends only on the temperature and a molecule's
moment of inertia. Therefore, the dipolar cor-
relation functions from both of the simulations
should have the same initial curvature. (b) Mo-
lecular interactions enter in the t term which is
positive. Therefore interactions will delay the
decay of the gas-phase function. These points are all
illustrated in Figs. 1 and 2. That is, the dipolar
correlation functions all have the same initial cur-
vature and the function from the modified Stock-
mayer simulation which has a substantial angular-
dependent potential decays slower than the gas-
phase function. The memory functions for the
Stockmayer and modified Stockmayer simulations
are presented in Fig. 3 as well as the angular-
momentum autocorrelation function from this lat-
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FIG. 2. (u (0) ' u (t) ) and (Pg (u (0) 'u (t)) ) from the
modified Stockmayer simulation.

ter simulation. The memory for the gas-phase
or Stockmayer dipolar function decays monotoni-
cally and is positive for the o «t-10 ' sec. On the
other hand, the modified Stockmayer memory de-
cays in an entirely different fashion. It goes neg-
ative in - 2&&10 "sec and is approximately equal
to the angular-momentum function for this simula-
tion. This is a very important observation because
it presents the possibility of obtaining approximate
angular-momentum functions from IR band-shape
studies. From Table II we see that the decay of
Kjt)/KD(0) will be dominated initially at least by
molecular interactions, provided (N ) I /(Ja') &1.
This is actually not a difficult criterion to satisfy.
In the modified Stockmayer simulation this ratio
is -9.8 and experimentally this ratio is -4. 5 for
liquid carbon monoxide at 78 'K. There are prob-
ably other physical systems for which this ratio is
much larger. In the event that this criterion is

~2

I I I I I I I I (

lO0 5
-l3

t in lO sec

FIG. 3. Memoryfunctions for (u (0) u (t)) from the
Stockmayer and modified Stockmayer simulations. A&(t)
from the modified Stockmayer simulation is also plotted.

satisfied, Kn(t)/Kn(0) -Az(t) to terms in t' at least
In the case of the modified Stockmayer simulation
we have just seen that this approximation is actual-
ly valid throughout the interesting negative region of
of Az(t). Hopefully, this approximation will also
be valid in real systems and the interesting neg-
ative region of Az(t) can be verified experimentally
from IR band-shape studiesby determining K(tu)/

Ku(0).
For completeness consider also the correlation

function D2(t), which can be, and has been, obtained
by Fourier inversion of experimental rotation-vi-
bration Raman band shapes. From the short-time
expansion of this function (Table II) we see that
this function will (a) have a time dependence in
the absence of interactions, (b) decay faster ini-
tially than (u(0) u(t)), (c) decay slower in the
presence of interactions than in their absence.
The gas-phase behavior of this function is given
b

(P,(u(0) u(t)))u=-,' f, cso(2 tdI/) P(J)dJ+'
In the limit t-~ the gas-phase function goes to —,',
whereas in the limit t-~ in a system with inter-
actions (P,(u(0) ~ u(t))) goes to zero. These char-
acteristics are all illustrated in Figs. 1 and 2 where
the results from the Stockmayer and modified
Stockmayer simulations and from a system of gas-
phase molecules are presented.

The time-correlation functions have already
been discussed from the point of view of the Lan-
gevin equation. We saw that the white spectrum
probably underestimates the correlations in the



random force since the time-correlation functions
are in point of fact nonexponential. At the other
extreme we might expect a fluid to have some
characteristics of a simple Einstein solid, i.e. ,
a collection of independent oscillators, each oscil-
lating at the same frequency z . The velocity auto-
correlation function and its memory would then
simply be )C)(f) = cos(ogfl K))(f) =(()g. In this particu-
lar instance the memory is a constant, that is, the
molecule knows about all its past interactions.
%e might expect that the actual motion of a fluid
particle will have both a diffusive or Brownian
character and a solid or vibratory nature. If this
mere true then the velocity autoeorrelation func-
tions should decay in a damped oscillatory fashion.
This is indeed the case. All of these studies show
clearly that there is an interval of time for which
the velocity autoeorrelation function is negative
(see, for example, Figs. 10 and 12). This be-
havior is also displayed in Rahman's results for
liquid argon and in Alder's' results for systems
of hard spheres at high densities. This similar
behavior is interesting since neither Rahman's
nor Alder's systems have internal degrees of
freedom while these systems do.

Likewise, all of these studies show clearly that
in liquids with potentials that have a strong noncen-
tral character there is an interval of time for
which the angular-momentum correlation function
is negative (see Fig. \. 4) whereas in liquids for
which the pair potential has a small noncentral
character this function remains positive and
changes very little over the observed time inter-
val. "

Since these autocorrelation functions go negative,
the events leading to their decay are correlated.
In other words, a molecule must retain some
memory of its interactions for a definite time
period. This behavior is illustrated in the memory
functions for the velocity and angular-momentum
autocorrelation functions for the modified Stock-
mayer simulation, Figs. 6 and 8, and for the
velocity autocorrelation function for the Stock-
mayer simulation, Fig. 4. Note, each of the
memories discussed here was calculated using the
numerical method outlined elsewhere. '~ All of
these memories quickly decay in an approximately
Gaussian fashion to almost zero in the time inter-
val 0 & f g 3&& 10 "secand they all have small posi-
tive tails which display much slower time depen-
dences. 3~10 ' see is approximately the average
time that it would take a molecule to travel from
the center of its cage of nearest neighbors to the
"cage mall. "

In the followj. ng we focus our attention on approx-
imate velocity and angular-momentum autocor-
relation functions generated from postulated mem-

ory functions. The theory that partially justifies
each of these approximations has been outlined in
Sec. II. Practically all of the proposed memory
functions that we shall consider have already been
used by other authors to generate velocity autocor-
relation functions and/or power spectra which they
subsequently compared to Rahman's data. How-

ever, it is still informative to examine (a) how

well these postulated memories reproduce our ex-
perimental memories, and (b) how well the approx-
imate autocorrelation functions generated from
these postulated memories reproduce our experi-
mental autoeorrelation functions.

The specific memories and their exact functional
forms for Z~(t) and Zz(t) that we shall consider are
as follows.

The exponential memory of Berne et al. :

(2&)
(N')

Zz())=
( g)

&XV )
( ) J Ag() )d) j

where the asterisks imply that these are postulated
memory functions.

(2) Singwi and Tosi's Gaussian memory which
js referred to hereafter as Gaussian memory I:

3

(28)

(3) The Gaussian memory of Berne" and Martin

and Yip ' which is referred to hereafter as Gaussian

memory II:

(Na) ' f (N ) (Na)
(Z') P 2 (N') (6)

These two memories (a) satisfy the first two mo-
ments of the exact memories (see Table II), (b)

do not necessarily satisfy the relations

(c) are examples of memory functions whose pow-

er spectra are maximal in the information-theory
sense when their power spectra are viewed as
probability distributions (see the discussion of
Bochner's theorem and information theory in
Sec. II).

(4) The three-parameter Mori memory:
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(a ) . , n sinAt+A cosAtK+t =( 2) 8

(+) t ctgslnA gt+ Ag cosA gt

lPI'

.8 Numerica I Solution to
Vol terra Equoti on

where
.6

~ Exponential Memory

Gaussian Memory I

A= ((a')/(a') —(a')/( v') —n')'"

. 2

These memories were derived by truncating Mori's
continued fraction at EB(s) = X3 (see Sec. II). As a
consequence, these two memories both satisfy the
relations discussed in (a) and (h) of the Gaussian
II memories above.

Each of these postulated memories was used to
solve the appropriate Volterra equation for the ap-
proximate autocorrelation functions (*(t) and AP(t).
The specific numerical technique used is discussed
elsewhere. " Three different experimental autocor-
relation functions were tested, the velocity auto-
correlation function from both the Stockmayer and
modified Stockmayer simulations and the angular-
momentum autocorrelation function from the mod-
ified Stockmayer simulation. The parameters
needed for the postulated memory functions for
each of these three autocorrelation functions are
tabulated in Table III.

Consider first the postulated and experimental
memories displayed in Figs. 4-9. The exponential
memories are the poorest approximations to the
experimental memories: For short times they de-
cay too rapidly and for long times too slowly. The
differences between the short-time behavior of the
Gaussian I and the experimental memories are

5
-I 5

Time t in IQ sec

lp

I.O"

.8
Numerical Solution to
Vol terra Equation

Gaussian Memory 3I

.6 Mori s 5 Parameter
Mernor y

O

FIG. 4. Memory functions for g(t) from the Stockmayer
simulation. The approximate memories are the exponen-
tial and Gaussian I memories.

quite dependent on the magnitude of the positive
tails present in these latter memories: If the tails
are large, then the differences are large. To some
extent this is also true of the three-parameter
Mori memories. Note that these latter memories
also go negative near -3&10 ' sec while none of
the other memories do. The Gaussian II memories

TABLE III. Data for approximate memory functions.

Simulation

jo"y(t) dt

f0"A ~ (t) dt
(a)
(y 2)

&a &

Stockmayer

1.1503
x10 ~3 sec

0.6469
x ]026/sec2

(1.050 + 0.20)
x10 /sec4

Modified Stockmayer

0.9564 x10 sec

0.5710 x10 ' sec

0.7406 x 1026/s ec2

(1.4067 x0.12) x10 /sec —. l

0
I I I I I

IO

(g2 )

(~2}
(g2 )

1.2932 x 10 6/sec

(3.3249 +0.20) x105 /sec

-13
Time t in lp sec

FIG. 5. Memory function for g (t) from the Stock-
mayer simulation. The approximate memories are
Gaussian II and Mori's three-parameter memories.
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FIG. 10. Approximate velocity autocorrelation func-
tions from the Stockmayer simulation using the exponen-
tial and Gaussian I memories.
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In units of IQ sec

FIG. 12. Approximate velocity autocorrelation func-
tions from the modified Stockmayer simulation using the
exponential and Gaussian I memories.
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FIG. 11. Approximate velocity autocorrelation func-
tions from the Stockmayer simulation using the truncated
moment expansion of P(t), and the Gaussian II and Mori's
three-parameter memories.

FIG. 13. Approximate velocity autocorrelation func-
tions from the modlf led Stockmayer simulation using the
truncated moment expansion of $(t), and the Gaussian
II and Mori's three-parameter memories.
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FIG. 14. Approximate angular-momentum autocorrel-
ation function from the modified Stockmayer simulation
using the exponential and Gaussian I memories.

while

f Az(t)dt-0. 57x10 ' sec.

In each case the integral of the approximate corre-
lation function is larger than the integral of the
experimental function. Also, the difference be-
tween the integral of an approximate and the inte-
gral of an experimental function is proportional to
the magnitude of the long-time behavior of the cor-
responding experimental memory. In these three
examples the neglect of the tail in the experimental
memory functions leads to a maximum error of
-23/g in the integral of the resulting approximate
auto correlation function.

We conclude the following from the above discus-
sion: (1) The experimental memories for our ve-
locity and angular-momentum autocorrelation func-
tions decay initially to approximately zero in a
Gaussian fashion. (2) This initial decay can be ad-
equately approximated by knowing the 2nd and 4th
moments of the corresponding autocorrelation func-
tions. (3) The correlation function generated from
this approximate memory gives a good approxima-
tion to the exact correlation function at least
through this latter function's first minimum.

We shall now briefly examine the structure of

l,0(-

AJ(t) From Simulation

By comparing the Gaussian II autocorrelation func-

tions to the experimental ones, we can get some
idea of how the tails or long-time behavior of the
experimental memories affect their autocorrela-
tion functions. K~(t), from the modified Stockmayer
simulation, has the largest tail. From Fig. 13 we

see that this tail primarily delays g(t)'s approach
to zero. On the other hand, the tails from the
other two experimental memories seem to have

very little effect on their correlation functions.
This is not quite true when one compares fo"A~(t) dt

and f "g (t) dt for the correlation functions gener
0

ated from the Gaussian II memories to the appro-
priate experimental values presented in Table III.
(a) For the Stockmayer simulation we have

f g*(t)dt-1. 22x10 "sec,
while

f ((t) dt- l. 15x10 "sec.

(b) For the modified Stockmayer simulation we have

f g*(t) dt- l. 16x 10 ' sec,
while

.8-

.6—
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.4-
4

C0
0
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Memory II
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tt(t) dt-0. 96x10 ' sec,

f A~(t)dt-0. 70x10 "sec,

FIG. 15. Approximate angular-momentum autocorrela-
tion from the modified Stockmayer simulation using the
truncated moment expansion of A.z(t), and the Gaussian
II and Mori's three-parameter memories.
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our CQ fluids in terms of the four static pair cor-
relation functions g, (r), gc c(r), gc o(r), and

go o(r). These functions are essentially general-
izations of the radial distribution function for mon-
atomic fluids and are defined as follows. (1)
g, (r): Suppose one molecule's c.m. system is lo-
cated at the origin; then g, (r) is proportional to
the probability of finding another molecule's c.m. a
distance r away from the first one. (2) gc c('v):
Suppose a carbon atom is located at the origin; then

gc.c(r) is proportional to the probability of finding
another carbon atom a distance r away. (3)
gc o(r): Suppose acarbon (oxygen) atom is located at
the origin; thengc o(r) is proportional to the prob-
ability of finding an oxygen (carbon) atom a distance
r away. (4) go o(r): Suppose an oxygen atom is
located at the origin; then go o(r) is proportional 'to

the probability of finding another oxygen atom a

distance r away.
These four functions from the Stockmayer and

modified Stockmayer simulations of CQ are pre-
sented in Figs. 16-19. Gonsider first the c.m.
functions. These functions for the two simulations
are almost identical and look very much like the
radial distribution functions one obtains from x-
ray diffraction studies of monatomic liquids such
as argon. There is a strong peak at -3.9A which
represents the locations of a molecule's first-
nearest neighbors. The total number of molecules
under this first peak corresponds to -6 first-near-
est neighbors for each molecule. There are also
two less intense peaks which represent the loca-
tions of a molecule's second- and third-nearest
neighbors.

The three atomic-pair correlation functions from
the Stockmayer simulations are similar to g, (r)
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FIG. 16. The c. m. and carbon-
oxygen pair-correlation functions
from the Stockmayer simulation.
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carbon-carbon pair-correlation func-
tions from the Stockmayer Simula-
tion.
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except that the positions of the first-, second-, and
third-nearest neighbors are not so clearly defined;
the peaks in the atomic-pair correlation functions
are broader and lower than the corresponding peaks
in g, (r) Note that th. e atoms on two different
moleeules can move closer together than their
c.m. . That is, g, (~) is zero for ~ & 3. 2 A while

gc c(~) is zero for x & 2. 2 A. These atomic-pair
correlation functions seem to indicate that the CO
molecules in the Stoekmayer simulation are, on the
average, randomly oriented with respect to each
other.

The three atomic-pair correlation functions from
the modified Stockmayer simulation are similar to
the corresponding functions from the Stockmayer
simulation except for an asymmetric splitting of
the first-nearest-neighbor peak in these former
functions. This splitting indicates that, on the
average, tmo molecules which are separated by
approximately the first-nearest-neighbor distance

are not randomly oriented with respect to each
other. That is, there are preferred relative ori-
entations for molecules from this simulation.

One can get a rough estimate of what these pre-
ferred orientations are by looking at the most
probable orientations for two molecules in the gas
phase. There the probability of finding two mole-
cules in a particular orientational configuration
(&, 8„8„$)is simply proportional to the Boltz-
mann factor exp[- PV(jl, 8„8„$)],where V is
the orientation-dependent potential of interaction
between the two molecules. The most probable
orientation then corresponds to the minimum of V,
Vl, , and the least probable corresponds to the
maximum of V, V„. However, if P(V„—V~) & 1,
then no particular orientation will be favored and
the molecules mill be essentially randomly ori-
ented with respect to one another. Suppose we fix

08 at 3. 9 A, the first-nearest-neighbor distance
for the e. m. of two molecules in our liquids, and
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look for the maxima and minima of the angular-de-
pendent parts of the Stockmayer and modified
Stockmayer potentials. For the dipole-dipole term
in the Stockmayer potential we find V„=2p /R and
V~= —2p, /R, . For CO at 68'K, P(V„- Vl) is ap-
proximately 0. 05. Therefore, this simple analysis
predicts that the molecules from this simulation
should be essentially randomly oriented with re-
spect to each other.

Suppose we assume that the quadrupole-quadru-
pole interaction is the dominant term in the angu-
lar part of the modified Stockmayer potential.
Then for this term we find V„=6@ /R' and V~
= —8Q /R'. For CO at 68'K, p(V„- Vl, ) is approxi-
mately 6. Therefore, configurations correspond-
ing to Vl, should be favored relative to those cor-
responding to V„. There are four equally prob-
able configurations for VL, . If we assume that the

most probable distance between the c.m. of two
molecules is 3. 9 A and if we assume that the most
probable configurations for two molecules are
those corresponding to V~ then the atomic-pair
correlation functions should have two peaks of the
same height in the neighborhood of 3. 9 A: one at- 3.4 8 and one at -4. 4 A. Therefore, the above
simple analysis accounts for the locations of the
first two peaks in the atomic-pair correlation func-
tions from the modified Stockmayer simulation but
it does not account for their relative intensities.

We shall now discuss the three Van Hove self-
correlation furictions obtained from our CO simu-
lations. These functions are defined as follows.
(1) Gz(x, t) is the probability that the c.m. of a
molecule moves a distance x in time t, given that
it was at the origin at t =0. (2) G~(x, t) is the
probability that the carbon atom on a given mole-
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cule moves a distance r in time t, given that it
was at the origin at t=0. (3) Gz(x, t) is the prob-
ability that the oxygen atom on a given molecule
moves a distance x in time t, given that it was at
the origin at t= 0.

Gs (r, t) and Ga (r, t) determine the incoherent dif-
ferential scattering cross section for slow neutrons
from CO through a weighted sum of their space-
time Fourier transforms. Each of the functions is
normalized to unity when integrated over all space,
1~ e. )

4m 1 "G (r, t)x de= 1 . (31)

The mean-square displacement of the c.m. of an

atom or a molecule is given by the second moment

of the appropriate self-correlation function. For
example, the mean-square displacement of the
c.m. , ([hR, m (t)] ), is given by

(32)

where

Suppose we are given the mean-square displace-
ment of the c.m. of an atom or of a molecule.
Then, we have shown elsewhere that we can use
information theory to develop an approximation for
the corresponding Van Hove function. We first de-
fined the information entropy of G~(r, t), S[Gz(x,t)],
as

S[G~ (y, t) ] = —4r f x'G z(x, t) 1nG z(r, t) dr .
We then maximized S[G~(r, t) ] subject to the con-
straints (31) and (32). We found that G~(x, t) is then

given by

where



This 18 the mell-kDGWD GRusslRD RpproxlmRtlGD
for 6 q(r, t). Vineyard~' motivated the Gaussian ap-
proximation for monatomic systems when he pointed
out that Gz(r, t) is a Gaussian for a particle which
is moving in a gas, or diffusing according to the
simple diffusion equation, or vibrating in an har-
monic lattice. Dasannacharya and Rao 6 have de-
termined Gg(r, t) experimentally for liquid argon
by Fourier inversion of their incoherent differen-
tial scattering cross sections for slow neutrons.
They found that, within experimental error, Gz(r, t)
is also a Gaussian in liquid argon. Janik and Ko-
maleka have suggested that the Gaussian approxi-
mation might also be extended to systems mith in-
ternal degrees of freedom. However, Rahman'8
molecular-dynamics 8tudles of liquid Rx'goQ 1QdlcRte
that Gz(r, t) is not a Gaussian except for short and
long times. %'6 also find non-Gaussian corrections
to our Van Hove functions, but before discussing
these corrections it is informative to examine the
GRUS 81RQ Rppr GxiIQation fux'thex'.

If OD6 wanted to pl edict, slow-DeutroQ lncohex'ent

scattering from CQ, then, in the Gaussian approx-
i.mation, all one mould need mould be the mean-
square displacements of the carbon and oxygen
atoms, i.e. , &[~Bc(t)]'}and &[~Ro(t)]'}, respec-
tively. These tmo functions depend in genera, l on
both the average translational and rotational be-
havior of a molecule, as mell as translational-ro-
totional coupling. Fox example, if me express
Rz and Ro in relative and c.m. coordinates then
it is easy to show

([R,(t) P}= &[ZR, .(t) ]')+ (2M, ~/M)

&& (aR, (t) ~ ap (t))

+2(M,~/M)'n-&p(0) p(t) }),
(24)

([~o(t) ]') = ([~, (t)]') —(2McF/M)

&&(~....(t) &p(t))

+2(M i/M}'(I —(p(0) ~ p(t)}3,

mhere p. is a unit vectox' pointing along the inter-
nuclear axis from the oxygen atom to the carbon
atom, i is the equilibrium internuclear separation,
and hp(t) = p(t) —p(0). Note that the atomic dis-
placement functions depend on the dipolar correla-
tion function. Hence, this pox'tlon of th686 fUQc-

tions could be detex mined by IR band-shape stud-
168. One cRQ pl'Gve thRt

([~, (t)]2)=2(V3}J'(t —t')g(t')dt .

Therefore, the appx'oximate velocity autocox'I ela-
tion fUQctloDs me collsldered px'evlously couM be
used to generate ([hR, (t) ] ). In fact, Berne,
Deeai and Yip have used the exponential memory

to generate the approximate mean-square displace-
ment of an argon atom in the bquid. Deeai and

Yip 9 then used the Gaussian approximation to pre-
dict, neutron scRttex'lng fx'GIQ liquid argon

The translational-rotational coupling term
(AR, .(t) ~ rg(t) ) is much more difficult to treat.
Homever, for 1loIQODuclear dlRtoIQlc molecules
this term vanishes because of symmetry and for
the two systems me studied this term contributed
less than either the translational or rotational
terms. If me ignox'e the coupling term, then for
Short times me hRve

([rB (t) ]') = (v2) t'+ ~

([~,(t) ]')= [{V')+ (2ZTM /MM, )]t'+ ~ ~ ~,

{[~,(t) ]')= [(V'}+(2XrM, /MM, }]P+ ~ ~ ~ .
Since Mo 18 greRter thaQ Mc th6 dleplRcenlent of
the carbon atom shouM be initia, lly greater tha, n

the displacement of the oxygen atom which in turn
should be greater than the displacement of the
c.m. Since I - ( p(0) p, (t) }is positive for t &0 the
above order of displacemente should persist, for
a,ll time, that is, provided the translational-rota-
tional coupling term can be neglected. In the dif-
fusion limit or, equivalently, for long times me
hRve

&[m, .(t)]') =6nt+c,
([tJt,(t) ]')= e,at+ C + 2(M,P/M)',

([~R,(t) ]')= 8at+ c+2(M,r/M)',

Where C is a constant that alloms for the fa,ct that
a molecule in a, fluid is not diffusing initially. Note
that for long times the atomic displacements should
be parallel to the C. m. displacement provided
a.gain that the translationa, l-rotational coupling
terms can be neglected. These characteristics
Rx'6 Rll lllustl Rted ln Figs. 20 Rnd 2l mhex'6 the
RtoIQlc RDd c.Dl. displacement fUDctlons fx'GIQ the
Stockmayer Rnd modlf led Stockmayer 81IQulRtloQS

are presented. The translational-rotational coup-
ling function 2 i(AR, (t) ~ np(t) }is also presented
in these figures. This coupling term is largest
for long times in the modified Stockma. yer simula-
tion. The translational, rotationa, l, and tx'anslation-
Rl-rotational coupling contributions to the mean-
squax'6 dlsplRceIQent of a carbon RtoIQ 1D the Stock-
mRyel' RDd modified StockIQRyer Simulations Rre
presented ln Flg8. 22 Rnd 23, respect&vely, The
maximum contribution from the coupling term is
-3% in the Stockmayer simulation and -8% in the
modified StockJl1ayer siIQulRtloD. Initially, the
trRnslRtlonR1 RIll rotRtlonRl IQotloDs contribute Rp-
proximately equally to the carbon atom'8 total dis-
placement. In the modified Stockmayer simulation
which represents hindered rotational motion, the
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FIG. 22. Percent Contributions to the mean-square

displacement of the carbon atom in the Stockmayer
simulation.

FIG. 2(}, The atoIIDC displacement functions floID the
Stockmayer simulation.

translational contribution is larger than the rota-
tional contribution for all times. In fact for t& 10 sec
the translational contribution is -4 times the
rotational one. On the other hand, in the Stock-
mayel' simulation which represents free rotational
motion there is a region near t = 5 ~10 ' sec where
the rotational contribution is larger than the trans-
lationa, l one. However, for long times the tra, nsla-
tional contribution is a,gain larger than the rota-
tional contribution in this simulation.

%'e shall now discuss the non-Gaussian behavior
of our self -correlation functions. Hahman pointed
out that lt 18 convenient to do thi8 by introducing
the coefficients C„(t) which for G~(r, t) are defined
as

where Cz is given by

C„=1x3x ~ ~ &(2K+1)/3" .
The coefficients for Go~(r, t) and G, (~, t) are defined
in a similar manner. If a self-correlation func-
tion is a Gaussian then the corresponding coeffi-
cients &„(t)will vanish. For example, for short
times we have

([gR (t) ]2M) (y2N) taN (y2N) C (ya)F

Therefore, for short times these coefficients for
G ~(x, t) should vanish.

These coefficients are strongly dependent on the

number of molecules used in the simulations. For
example, Figs. 24 and 25 present the coefficients
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z

-5

Carbon Atom a&{t)

c.m. a~{ t )

Oxygen Atom a~( t )

4(t
3(t
~(t

form of G~(r, t). In scattering from isotropic sys-
tems such as liquids, F~(k, t) depends only on the
magnitude of k, i.e. , k. For such systems, F~
may also be written as

Fq(k, t) =(4mjk) J rsinkr Gz(r, t)dr

F~(k, t) from the modified Stockmayer simulation
for k equal 2 A ' and 4 A ' is presented in Fig. 27.
These functions were evaluated using Rahman and
Nijboer's series expansion for F~(k, t) which we
also discuss elsewhere. ' The normalized memory
functions for these two intermediate scattering
functions are presented in Fig. 28. Note that al-
though the two intermediate scattering functions
are quite different, their normalized memories
resemble the velocity autocorrelation for this sim-
ulation (see Fig. 13). To second order in k it can
be shown that

O„(t) = —,'k'(V') q(t) + e(k') .
Thus, for sufficiently small values of k, we have

CARBON ATOM aN (t)

—.5
0 10

t(in 10 sec)

I

20 25

FIG. 24. Non-Gaussian behavior of Gs'") (r, t) in the
Stockmayer simulation using 216 molecules.

from the Stockmayer simulation using 216 and 512
molecules, respectively. The corresponding coef-
ficients from the 216 and 512 molecule systems
differ substantially from each other. Therefore,
we feel that these coefficients from our simula-
tions are only qualitative indications of the non-
Gaussian behavior of our self-correlation functions.
Figure 26 presents the results from the modified
Stockmayer simulation. Comparing the results for
the two simulations we see: (1) None of the self-
correlation functions is a Gaussian for all time.
(2) The self-correlation functions from the Stock-
mayer simulation are closer to Gaussians than
those from the modified Stockmayer simulation.
(3) The modified Stockmayer coefficients are al-
ways positive in contrast to the Stockmayer coeffi-
cients. (4) The Stockmayer coefficients for Gz(r, t)
do not vanish for short times.

Finally we conclude this section with a few re-
marks on the c.m. intermediate scattering func-
tion Fz(k, t). F z(k, t) is defined in Table I. Note
that Gz(r, t) is formally defined by

-5

z I

Cl

—5
0

I I I

OXYGFN ATOM at„(t)

I I I

IO 15
-13

t (in IO sec)

20

G (,t) = (5(r —[R, (t) -R, (p)])) .
Therefore, F z(k, t) is the spatial Fourier trans-

FIG. 25. Non-Gaussian behavior of G~(") (r, t) in the
Stockmayer simulation using 512 molecules.
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FIG. 28. Intermediate scattering memory functions
for the c. m. from the modified Stockmayer simulation.

0 I I

IO I5
t (in IO sec)

I

20

OXYGEN ATOM a&(t)

25

mate memory function is that it will lead to a non-
Gaussian G2(x, t) and thus may provide an approx-
imate method for determining Gz(3', t) for inter-
mediate values of k when it is known that G2(3', t)
deviates from a Gaussian. Note that in the Gaus-
sian approximation, E2(k, t) is given simply by

P (k t)
-2 (26R~, m. (t)]

S
FIG. 26. Non-Gaussian behavior of G, '"&(~, t) in the

modified Stockmayer simulation.

C,(t) = —,'k'(V') q(t) .
To get some idea of the values of k for which this
expansion is valid look at the second term in the
short-time expansion of 4„(t). Note that the term
in k4 can be neglected provided

3 (g2)/(@ 2)2» k2

In the particular case of the modified Stockmayer
simulation the k term can be neglected provided
k «4 A '. The interesting feature of this approxi-

IO'

The results of using this approximate memory to
compute approximate intermediate scattering func-
tions are presented in Fig. 29 along with the cor-
responding intermediate scattering functions de-
rived from the Gaussian approximation and experi-
ment. Note that the functions derived from the
above approximate memory are better than those
derived from the Gaussian approximation for in-
termediate values of k.
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APPENDIX: MOLECULAR DYNAMICS
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FIG. 27. Intermediate scattering functions for the
c. m. from the modified Stockmayer simulation.

The molecular -dynamics calculations were car-
ried out in a manner similar to that used by Rah-
man in his original study of liquid argon and are
described in detail elsewhere. ' '2 We shall pri-
marily be interested in the results from two simu-
lations of liquid carbon monoxide. The first which
we shall hereafter refer to as the Stockmayer sim-
ulation used a Lennard-Jones plus dipole-dipole
pair potential. The small dipole moment of carbon
monoxide makes the orientational-dependent part of
this potential so weak that molecules from this
simulation rotate essentially freely, despite the
fact that this calculation was done at a liquid densi-
ty. The second which we shall hereafter refer to as
the modified Stockmayer simulation used a Len-
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ctions for the c. m. from the modified Stockmayer simulation. The approx~mateQ 29 Intermediate scattering functions for the c. m. rom e mo
' '

'The a rox~mFI
th Gaussian approximation anscattering ntt ' functions were calculated using e

E~{k,t} is given by 3 k (v )g{t).

4

d J plus dipole-dipole, quadrupole-dipole,
and qu x'upoad ole-quadrupole pair potentia .
suits from ls simuth' ' ulation indicate that this pair
potential is s xg ysli htl stronger than the potentia o

Fox't' in real liquid carbon monoxide. orinteraction ~n re
ut the c.m.example, the mean-square torque abou e c.m.

of a molecule is--36 x10-" (dyncm)' for this sim-
ulation while the experimental value is
-21 x10 '(dyncm) .

Both of these simulations were done with 216 and
512 molecules. However, only the resuresults from
the simulations using 512 molecules are presented
here. Varying the number of molecules used al-
lows one to examine the effects of the periodic
boundary conditions on the results.

For the correlation functions discussed here,
the primary effect of increasing the number of
molecu es ls o rl to reduce fluctuations in these func-
tions that occur orf t 4x 10 ' sec. This effect on
the velocity autocorrelation function ((f) for the
Stockmayer simulation is illustrated in Fig. 30.

We have also tried to assess the effects of in-
tegrating Hamilton's equations numerica y.icall . This
is rather a x zcu ad'ff lt t sk since the exact solutions
to these equations are not known. HowHowever, we

the observed conservation of total energycanuse e o ser
n that theand linear momentum as an indication a e

equations are being integrate p pd ro erly. For the
Stockmayer and modified Stockmayer simulations
using 512 molecules the total energy and linear mo-
mentum were conserved to 0.06 End -0.0006/g,

1I{ (t) N 512

f(t) N = 216

f(t) + Standard
Deviation of f(t)
for N = 216

U
4P

0
O .2-
«t

r'~'7 T--
II ii

I I I i I I I I i

5
-13

Time t in 10 sec

10

FIG. 30. g t romj f the Stockmayer simulation using
216 and 512 molecules.

4respec ave y, ot' l over our entire range of xntegratxon.
Correlation functions from molecular- ynamics

calculations repx'esent time averages over a finite
l. However, they are assumed to rep-

t' erages over an infinite interval. or
a discussion of the errors that can arise from xna-

et al. 4
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Quan&urn-Mechanical Second Virial Coefficient at High Temperatures
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An expression is obtained for the quantum-mechanical second virial coefficient in the form
of an inverse Laplace transform of the logarithmic derivative of the Jost function. This form
is useful for the calculation of the direct part of the virial coefficient at high temperatures in
cases where the Wigner-Kirkwood expansion breaks down. Explicit calculations are presented
for hard spheres, the square-well potential, and the square-well potential with a hard core.

I. INTRODUCTION

The straightforward method of calculating the
direct part of the second virial coefficient at high
temperatures uses the Wigner-Kirkwood (WK) ex-
pansion. This essentially is a perturbation expan-
sion of the Hamiltonian in powers of the kinetic en-
ergy and leads to an expression for the second vir-
ial coefficient as a power series in 5 . However,
for a large class of potentials, the WK expansion
breaks down. This class includes all potentials
V(r) which are nondifferentiable functions of r, as

well as potentials such as the exponential potential
for which higher coefficients in the WK expansion
diverge. DeWitt has analyzed the quantum cor-
rections to the second virial coefficient for a num-

ber of these potentials and has found that they in-
volve nonanalytic forms of h . The particular case
of hard spheres has received some attention,
and Mohling' has also treated the case of a square-
well potential with a hard core. In these instances,
expansions in powers of h are obtained.

The related problem of calculating the exchange
second virial coefficient at high temperatures has


