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To investigate the diffusive motion of a test particle in a classical many-body system, the
projection-operator formalism of Zwanzig has been applied to the calculation of the velocity

autocorrelation function.

The memory kernel in this formalism is investigated by using a

perturbation expansion in a parameter characteristic of the time scale of correlations in the
system. General studies of the asymptotic time behavior of the correlation function are
given, as well as several explicit calculations for modeled interparticle potentials.

I. INTRODUCTION

Time correlation functions of dynamical var-
iables play an important role in the description
of many-body systems such as liquids or plasmas.
It is well known' that transport parameters which
characterize the irreversible behavior of such
systems can be expressed in terms of time corre-
lation functions calculated under equilibrium con-
ditions. Moreover, the cross sections for scat-
tering of radiation (neutrons or photons) from an
aggregate of particles can be directly related to
the time correlation of density fluctuations in the
system.?

Typically, time correlation functions for dense
many-particle systems have been calculated using
either phenomenological models of molecular
motions®~® or perturbative solutions of the many-
body problem in either the weak interaction or
low-density limits.” However, recent develop-
ments in nonequilibrium statistical mechanics
have suggested yet another type of perturbation
scheme suitable for such calculations. This
scheme, originally suggested by Fano® and later
studied by Rice, ° involves the use of the projection
operator techniques of Zwanzig!® to introduce a
perturbation expansion in a parameter which is
characteristic of the time during which the many-
body system “remembers” correlations among
particles. Such an expansion appears to be more
appropriate for studying dense systems than do
expansions in the interaction strength or density
of particles, since in these systems this “coher-
ence time” is expected to be quite small.

This perturbation scheme will be applied to the
study of test-particle motions in classical many-
body systems, and in particular, will be used to
study the velocity autocorrelation function

0o

#,(0)+ ¥,(¢)) for such systems. This latter func-
tion is of interest not only because of the central
role it plays in the theory of self-diffusion and
Brownian motion, but as well because of its sig-
nificance in the determination of the incoherent
cross section for thermal neutron scattering from
molecular systems.!! It should also be admitted
at the outset that the velocity autocorrelation is
the quantity most readily accessible to theoretical
investigation and hence serves logically as our
first application of the perturbation method.

II. AUTOCORRELATION FUNCTION

Consider the autocorrelation function of a clas-
sical dynamical variable «(T") of the particle co-
ordinates I'= (aly s Pryees 7pN):

& () =[ [ dT po(T)u(TYue(Ty)]
x[ [ dr po(Du(T)u(T)] -
= (0 (t)) @(0u(0)) (1)

where po(I') is the equilibrium canonical ensemble
distribution for the N-particle system,

po(D)=(Zy) e PN, B=1/kpT . (2)

(Our notation is conventional.) Zwanzig'® has
derived an exact equation for &(¢),

t
.‘E‘;L:_j dTK(m)a(t -7), #(0)=1, ®3)
0

and has explicitly evaluated the “memory kernel”
K(t) as

K(t)=[J dTpo(T) a(T) e P 24 (1)] [ (0)u(0))] ™
836 @)
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Here, L is the Liouville operator L =i{H,- }, and
P is a projection operator defined by its action
upon an arbitrary phase function f(I') as

PA(T) = (w(0e(0)) (D) pg(T) [ dT'u(T)A(T') . (5)

If we define the Laplace transform of &(¢) in the
usual manner as

B(z) = fo " dte *e(t) , (6)

then we can easily perform a Laplace transforma-
tion on Eq. (3) and solve for

&(2)=[z+K(2)]"! , (7
where
K(2) =(u(0)[z —i(1 - P)L]-*u(0)) . (8)

Further, if K (t) possesses a Fourier transform
K *(w), one can show that

- 1
b(z)= <z+é%J‘ dw K*(w)> . (9)

Z —iw
This representation appears in theories based
upon the idea of “linear response. 2
Another form of Eq. (7) may be obtained if one
makes use of the operator identity (4 +B)-'=A-!
-A-1B(A+B)-!. Equation (8) then becomes

@(0)(z —iL)~"u(0))/ @*(0))

R = 12500 ~ )0y /ey ” 10
k)
EEGCVAHORE (1)
§(e)=(1/2)[1 - (1/2)B(2)] - (12)

These results have been noted by others.® The
kernel %(z) is the Laplace transform of the auto-
correlation function for the variable #. In the
particul_s_u.r case of interest here, we have u :51
and 4 =F,. One sees from these equations that
when, in the thermodynamic limit, the right-
hand limit $(0*) exists (and is proportional to the
coefficient of self-diffusion), conclusions may be
drawn about ~(t). Indeed, since k(z)=2z —2z2$(0%
++++, we note that the area under the force auto-
correlation curve is zero (“backflow”), and that
its first time moment is given by the diffusion
coefficient.

In the case u=p,, we have

K(t)=(8/3m) [ dTpy(D)Fy(T)- e®1- PLF (T). (13)

When the forces are conservative and pair wise,
so that

N N

- - - 9 - >

F(D)=2 F@-G)=-57-2 V(@-4u, (14)
k=2 1 r=2

further simplification is possible. The correla-
tion of forces becomes a correlation of a certain

modified density, and we find that
K(@t)=8/3m) [ & [ a® FF)- FF)
X{py(F, 0)p, (', 1)) , (15)
where

N
pl(‘l’.’t):ezt(l-P)L Zz 5@ ‘&1*‘6):) (16)
B=

is the density at g, —T at time ¢ when the system
undergoes the “motion” generated by (1 — P)L.
On the other hand, one can use the particular re-
lation BF;py(T) = (9/3Q,) 0,(T) to eliminate one of
the F,’s and to write

K()=1r f 4T po(T) 52—+ [ DEFD], (1)

et S I
—3m deFBG)

9 y - -

S mm 2 (2 o6 -510) 550
=2 r Br37’a<k=z r-q7() +a;
9
Xor— (q:a<t)—qra(t>>>, (19)

where ¢} (t) =g XL, t)=e 1P g, .
Eq. (19) becomes

When =0,

1 - 9 o -
K(O):%—J' ds’)’Fs(r) % annog(r) , (20)

= (ne/3m) [ &r V) g®) , (21)

where 7, is the averaged density of particles.
In general, then, one can write

I T Y
K@) =5 f Pr g A0 . (22)

The quantity 4,; is an isotropic tensor of the
second rank and may be written

AaBG: t) = GaBAI(Vzi t) + ('VQLVB/'VZ) Az(yzy t) ) (23)
with

A1=%(TI‘A¢15 =7a AmﬂyB/Vz) )
(24)
By =5 (374 80575/7% = TrA) .

The kernel becomes

K(t)=$—[dar[V2V(‘f')Al(72,t)]+ glgfd%

X[F- VREVE) -G V)VE)]r-2 48,031, (25)

al .dav 2
d’y[ ar <7" d1’> Al(T,t)
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acv
w72 g A, t)] , (26)
since the forces are central. In the limit -0,
the second integral vanishes and A,(#%, £) - g(7).
HI. PERTURBATION EXPANSION

We turn now to the approximate solution. It is
convenient to decompose the Liouville operator
as

L=L,+Lg+Lg , (27)
. d
where Ll——;n—pl-a—.a: s
i K. 8 i X ( 3 a)
Lp==— 2J - -~ 2 F = -
5 m k=2pk 0y 2 p1-2 # op, 9p; )’
9

Thus, we decompose L into a one-particle opera-
tor L, an N-1 particle operator Lz[=L‘Y~?], and
an operator L. representing the coupling between
“1” and the other N-1 particles. Physically
speaking, we separate a “test particle,” from an
N-1 particle “bath” and follow the motion of the
test particle as it moves through the bath, inter-
acting via L.

Since PL,=PL =0 (if we demand that surface
integrals in phase space vanish), we write

[z -i(1-P)L]"'=[z —=i(L,+L 3) —i(1 - P)L]™, (28)
=[z —i(L1+LB)]_1+[Z —i(Ly+Lg)]™

Xi(1 =P)L [z =i(Ly+Lg)]t+-+- ,
(29)

and our approximation consists of keeping only
the first term. The formula which we obtain for
the approximate function K,(¢) is

Kot)=(1/3m) | d® vV ()

3 6F -Gt L +?®)),  (30)
><<j=2 f"‘l1+mp1’+‘h >,

with ¢} (¢)=e'*"Bg;. Equation (30) may be obtained
directly from (19) through the assumption that the
test-particle motion is unaffected by the bath, and
vice-versa. A4,, the off-diagonal part of A, is
proportional to the coupling and vanishes.

The % -space version of (30) is instructive. It
is

-1 & D - N
Ko(t)zg;n—f@ni)skzv(k)gd(k, t) e ¥2t2/2ms  (31)
with
N b - e
'g'd:Z (e-ik' d) 5 itLppik L (32)
k=2

VE) =(2m)-* [ ake T EV(R) . (33)

The function § ; resembles the “distinct” density
correlation function of Van Hove, 2

N
G (&, 1) =20 {e” ¥ il gike 4y (34)
i=2
If the particle-bath coupling -0, we find that
G4~ G4. The expression (30), our approximate
4,, whose Fourier transform is

exp(-k42/2mp)G , (K 1) |

refers correlation to a moving census point. That
is, we seek the average density of bath particles
in the neighborhood of a free-streaming test par-
ticle, subject to a certain ensemble of initial
conditions. The G; function refers to the same
initial ensemble but takes account of the influence
of the test particle upon the bath. The “decoup-
ling” expressed by (30) permits test and bath
particles to approach each other arbitrarily close-
ly. Thus, K,(f) will not exist for singular poten-
tials. We might remedy this difficulty by an ad
hoc procedure, but that is precisely what we wish
to avoid.

IV. CRITIQUE OF APPROXIMATION

It is clear that Eq. (29) describes a modified
short-time expansion for the memory kernel.
Such an expansion, containing “secular” terms,
is of little use for time larger than a collision
time.'® However, in our analysis, the expansion
appears in the denominator of the expression for
&(z). Thus, the approximate &,(¢) is bounded at
long times and is correct at very short times.
One might view the approximation as the summa-
tion of a class of diagrams in the perturbation
expansion of ®(¢).

One can obtain a somewhat better view of the
approximation by the following argument: Let the
action of the “coupling” in Eq. (8) be expressed
by a relaxation time 7,=Az', and the “natural”
relaxation time of the bath by 75=X3'. Then, we
find that

®(2)=[2+K(0)/(z+ 5+ 2c)]" . (85)

This mathematical model has appeared in several
papers.* In any case, the expansion (29) per-
formed upon (35) generates a series Tz/7¢, the
short-memory approximation. 89 One sees easily
that in lowest approximation the area under &(¢)
and the asymptotic behavior (i.e., the values of
the decay times) have errors of order (7/7 (),
while the short-time behavior is correct through
the 2 term.

An improved analysis would make use of the
likelihood that the various L’s have a continuous
spectrum of relaxation times. Then, one obtains
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B(z)=[z+ [ arcO)/(z+N]" (36)

and we must deal with an expansion of C(A). The
accuracy of our approximate formulas will then
depend upon the uniformity of convergence of the
series. One should also note that obtaining Eq.
(36) from Eq. (9) involves the analytic continua-
tion of K(z) into the left half-plane. Further,

the physically appealing form (36) suggests that
z2=0 is a branch point for K(z) in the thermody-
namic limit. We shall find this feature in the ap-
proximation of lowest order

V. ASYMPTOTIC BEHAVIOR

Since K, (t)=Ky(-1#), a formal expansion of Eq.
(30) in powers of ¢ produces only even powers.
-The leading term is correct; the others are not.
One obtains

B,)=1-(1/3m){V3V ) 3/21 + O(¢*) (37)

for the velocity autocorrelation. Here, the first
two terms are correct. Error enters into the #*
term where three-body correlations appear. 13
The large-time behavior of K(t) depends upon
the large-time large-space (small-2) behavior of
g,(k, #) or, in lowest order G,(k,#). In this limit,
the behavior of the density correlations is de-
scribed by the equations of hydrodynamics, !5 16
and the correlations are those of diffusive modes
and damped sound-wave modes. More precisely,
we have, in the limit in question (k2- 0, - =),

X2, 1) = [ dre ® F[GE, 1) —ny
=x(k2, 0)[(C,/C,) e~ T** cosC okt
+(1-C,/C,) e Pr¥%] | (38)
where C, and C, are the specific heats, Dy is the
coefficient of thermal diffusion, C,is the sound
speed as k-0, and I is the damping coefficient.
If we wish to normalize this asymptotic formula

to the correct value at #=0, we take x(¢%,0)=1
+no(g(¥) ~1),. We shall also need

O
. 2 0
,2121{110 x(k,O)—kBT< 5 ) >0 , (39)

which is proportional to the isothermal compres-
sibility of the fluid.

The long -time behavior of K,(t), associated as
it is with small 2, is then seen to be

— _1 5 Ak |4 - r22 Jomp 2
K(t) - V(O)J'0 o7 k*e F(R%, 1),
(40)

F(R2, ) =x(k2, t) — e Pst®t (41)

We are calculating K,(¢) to lowest order in the
coupling when §,;~ G,. The second term in (41)

is the transform of the long-time behavior of the
function G,(t,t), and D, is the coefficient of self-
diffusion. The three integrals which make up
(40) are special cases of

£lt;8,C9)= [ ab Rhe@#*t?-0R% cosC bt . (42)

We note first that the asymptotic behavior is
proportional to #-® and independent of & (diffusion
coefficient or damping). Then, evaluation of (42)
shows it to be an exponentially small function of
n=(2m/kpT) CE, the squared ratio of sound speed
to thermal speed. Since Cy~ 8.5%10*cm/sec in
liquid argon at'” 85°K is considerably larger than
(2k3T/m)'/%, the sound waves make negligible con-
tribution to (40). There remains

-3 2 (2)" 9 0 1-x0,0( %59
(49)

The factor in brackets is positive and close to
unity for the thermodynamic states (of liquid ar-
gon) we might consider. The sign of Ky(t) at
long times is determined by the sign of the inte-
grated potential. For a stable fluid, this will be
positive. - An approach to zero through positive
values occurs in the computer experiments and in
the results of most other theoretical investiga-
tions. With some rearranging, (43) becomes

tzKo(t)_.k‘%< ;;)3 }517? { 1—x(0,0)<926_—p—cl>] ,
(44)

where the average potential energy V and range

of potential 7, satisfy V#3=V(0), T=7,/vr, and
smvi=kgT. T may be thought of as a collision
time. We have not been able to determine whether
Ky(t), Eq. (31), exhibits the oscillatory behavior
which Rahman has found. It does not, in the sim-
ple model we have worked through in Sec. VI.

The power-law behavior of K () implies power -
law behavior for &,(f) and, in passing, some in-
teresting properties for the Laplace transforms
of these functions. For example, write

KO(Z)Zj[;t* dte-gtKo(t)+ft°; dte'ZtKO(t) s (45)

Ry(2) =R (2) +K,(2) , (46)

where t* is chosen large enough so that the asymp-
totic behavior of K,(¢) prevails for ¢ >#*. The
most singular part of K,(z) is then given by

©

o at . const
Kz(z)NconstJ e i o Ej(zt%)
oK

(47)
where E,(x) is one of the exponential integrals.
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E,(x) has a singular part

(_ x)rl -1 Inx
(n-1)!

which is logarithmic. Since I?l(z) is an entire

function of z, we may conclude that f{o (2) is analy-

tic in the z plane, cut along the negative veal

axis. ®y(z)=[z +Ky(2)]-! is also analytic in the

cut plane, with the exception of points at which

z +K(z) vanishes.

Unless ®(¢) oscillates in an undamped manner
as /-, the poles in &,(z) will lie in the left half-
plane. The latter being the case, we may extract
the asymptotic behavior of ®,(f) by defining the in-
version contour so that it encircles the negative
real axis. Then, for ¢ large, we find that

2t
¢o(t)=—l—J dz —<
Br

2m z+K(2)

E,(x)=- +analytic function , (48)

w (49)
~ J’ £ K+(" g) _K—(‘g) e.gt
, 2m [E-K(-9]t-K(-2)] ©

and examination of the integrand near ¢ =0 gives,
for the asymptotic behavior,

a0 [|° 2 (m_\
2 [ fo dtcbo(t)] -<kBTDs> . (50)

Thus, ®,(¢) mimics the #-° behavior of K,(t) at
long times, though there is little similarity in the
behaviors at intermediate times (see Figs. 1 and
2). In Eq. (49), K+(-¢) are the limiting values,
Ko(-¢ +ie€).

While we have been able to extract some inter-
esting information from our model, we do not yet
know how close to being true the results are. The
Doppler factor exp[ —#22/2mp] associated with the
free streaming motion of the test particle plays
an important role in the analysis. When the
streaming is replaced by the true motion with its
weaker time dependence, the ¢~ relaxation may
be slowed. In any case, the computer experi-
ments are not yet precise enough to resolve the
point.

We turn now to the computation of &(#) and K,(¢)
for all times and to a comparison of our work
with that of others. Here we shall have to make
some further approximations (in §,), so our re-
sults can be regarded only as schematic.

VI. SOME SPECIFIC CALCULATIONS

A. Linear Trajectory Approximation

The reader may have noted a similarity between
some of the formulas presented here and formu-
las for the friction tensor - in the linear trajec-
tory approximation — derived by Helfand.'® In-
deed, in the latter analysis, all particles stream

2

during the “dynamical event,” whose duration is
7. A closely related approximation for us is

§ (&, 1)~ Gylk, 1)~ mod &) e~ ¥ /2m8 | (51)

which is accurate at very short times. Then, we
find that

© i

2 2,2
e? /Zka

- d
KU(Z) = —f dk a(k)J' é% ——z——_—w—'
(] ad

Rez >0 , (52)

1/2
with a(k)zw@{)—)T— é—y—'y’lﬂ?k“f/(k)[g(f)—l]k .

Equation (52) defines an analytic function for Rez
>0 and another for Rez < 0. The latter is not the
analytic continuation of the former, and it is the
continuation which we require for Laplace inver-
sion.

We may continue K,(z) into largz| <27 by de-
forming the contour in the w integration. The
continuation K(z) can be written as

Ko(a)=Eole) = [ dka(e) e/ *H
31> |argz| >3 (53)

where K(z) is given by Eq. (52).
Any singularities which K, may possess in Rez

<0 will stem from the second term of (53). If

fo~°° dka(k) exists, we may proceed further and
associate the singularities with the behavior of
a(k) near £ =0. Indeed, if a(k)="~k%ay +a.k®+ak?
++++), we may express the singular part of (53)
in terms of E,, functions and find

I~{0 =A(z) —3ki[ag Es(=v2?) +a ki E (= v2¥) -+ ],

(54)
where
A(e)=K(e) - [7 dkalk) /254
0
and
2.2
1/y=2vrk; , (55)

and A (z) is analytic in the left half-plane.

Equations (54) and (55) complete the analytic
continuation, since we know how to “continue” the
E, functions. Indeed [see Eq. (48)], the sole
singularity is a logarithmic branch point at z=0.
The function K,(z) may now be used to study the
poles of &,(z) and the amplitudes of the continuous
modes of relaxation as discussed above. Of
course, K.(z) generates the - relaxation which
we expect, but with a different “coefficient.”

B. Detailed Calculations for Simple Potential

We wish to present some numerical results to
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suggest that our principal approximation [Eq.
(30)] is not entirely frivolous and that its refine-
ment might be a worth-while undertaking. Let us
take the simple system

VE)=€e ", g(¥)=1-BV({E) . (56)

The exponential potential can be adjusted to de-
scribe the equilibrium properties of simple fluids
tolerably well, and the approximate form for g(r)
is correct at low densities. Further, we shall
improve our estimate equation (51) for G, by
adopting the convolution-Gaussian approximation
of Vineyard, !°

G, (k, £) =nog () e~ ¥0%) (57)

With these forms, our expression for the memory
kernel becomes

K@) = (32n4€%B/3m) f: dr [R4/ (k2 + a?)t]
xexp{-K2[22/2m B +uw*®]} . (58)

For purposes of orientation, we have chosen €
such that we retain the proper £ =0 limit

Ko(0)=(1/3m)(v?V)=52x 10**sec? , (59)

which is reasonable for argon at 94.4 °K. The
range of the potential was chosen as &=3.16 A-t,

Explicit calculations of K(f) are given in Fig. 1
for three different width functions:

wi(t)=t2/2mp , (60a)
w¥(t)=D,|t| , (60Db)

K{t)7K(O)

t [I6|35ec]

FIG. 1. Memory kernel K(f) versus time ¢ for the
width functions given in Eq. (60).

w¥(t)=D [+ (mBD ]2 -mBD,} , (60c)

where D; is the coefficient of self-diffusion. The
limitations of Eq. (57) have been described ear-
lier.® Note that (60a) yields the proper short-
time behavior, while (60b) is correct for long
times. Model (60c) is an interpolative form which
is correct for both long and short times. From
Fig. 1, one can observe that in all cases K(f) ex-
periences a rapid initial decay followed by a some-
what slower power-law decay for long times.

Both types of behavior were predicted by the ana-
lysis of Sec. V.

The corresponding correlation function &(¢) has
been calculated for each of these forms of K(¢) by
numerically integrating Eq. (3). These results
are given in Fig. 2. Again we find the proper
qualitative behavior. It is remarkable, and per-
haps fortuitous, that such a crude model yields
results comparable with the more complicated
calculations of Singwi and Sjolander® and with the
molecular-dynamics calculations of Rahman. 2

VII. CONNECTION WITH WORK OF OTHERS

Our analysis produces formulas which bear
some resemblance to those appearing in recent
papers of Singwi and Sjdlander, and Kerr.?* Thus,
a few words about the relation of these works to
each other may be in order.

Singwi and Sjolander, and Kerr adopt the test-
particle viewpoint ab initio. The Singwi-Sjolander
analysis leads, finally, to specific numerical re-
sults, as does ours. Kerr’s analysis remains
abstract. His principal equations for &(¢) and
his Eqs. (4.1) and (4.2) are nonlinear in the
test-particle trajectory and quite complex. The
equations serve to introduce the approximation
scheme of Singwi-Sjolander.

In the Singwi-Sjolander (S-S) paper, specific
results for an acceptable physical model (“hard
core” and weak long-range attraction) are achieved

" at the cost of several uncontrolled approxima-

tions. We wish to avoid this situation, to assess
the effect of simple approximations, even if we
must thereby eschew a hard core. More spe-
cifically, S-S begin with a “simplified” Liouville
equation which leads to an equation for &(¢) dif-
ferent in form from the exact equation (3). After
\Qomplex calculation, they find

t
4 5= - I at' Tyt - ') 8(t")
0

dt
t t
—f dt'l"l(t-—t’)f ar'’' &(@'’") . (61)
0 ¢’

The anomalous second term on the right-hand
side turns out to be small, and the first kernel
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r —_—- Rahman21
0.5 \
- A\
d(t) | \\

-05 L | L

t [IO_l3 sec]

FIG. 2. Velocity autocorrelation function ®(f) versus
time ¢ for the width functions given in Eq. (60). A sketch
of the results obtained by Rahman (Ref. 21) via molecular
dynamics calculations is also given for comparison.

T'y bears some resemblance to our K,. Indeed
[compare Eq. (31), subject to the further approx-
imation Eq. (57)], we find that

_1 dsk ~ -~ -~
Tot) =5, @7 RV (k,t) g (k) e /" Gy(k, 1),
(62)
where et/ describes the relaxation of the neigh-

borhood of the test particle and V(i, t) is the
transform of a complicated effective potential. If
we make some obvious approximations, I'y(f) will
become identical with the Eq. (57) version of our
K,(t). Similarly, simple approximations in Kerr’s
improved, though still approximate, version of
Eq. (61) brings it from a form close to the exact
equation (15) to one more like (30). His kernel
G(,t; T, t";T,) is simplified to become G,(¥,?).

VIII. CONCLUSIONS

In summary then, we have investigated the time

behavior of the velocity autocorrelation function
®(¢) by studying the motion of a test particle in a
bath of similar particles and retaining only low-
est-order terms in the parameter A7 (the “short-
memory approximation”). Using only this assump-
tion, we have obtained a rather simple form for
Zwanzig’s memory kernel which involves a den-
sity-density correlation function for the bath.
This expression allowed a general investigation
of both the short- and the long-time behavior of
the memory kernel K(#) and the correlation func-
tion ®(t). It gave, as well, a rather reasonable
qualitative description of self-diffusion in liquid
argon, even for a very crude model of the inter-
action potential.

Of course, it has been repeatedly emphasized
in the recent literature®~® that rather crude ap-
proximate forms for K(¢) yield very good de-
scriptions of ®(¢). With the exception of the work
of Singwi and Sjdlander, ® these earlier studies
have attempted a phenomenological description of
K(t). Inthis paper we have chosen instead to give
a more rigorous investigation of K () based upon
perturbation theory.

The forms we have obtained should prove use-
ful in the investigation of self-diffusion in liquids
and plasmas, and a study of (22) for more realistic
potentials V() and bath dynamics G,(T,¢) is cur-
rently in progress. The resolvent expansion can
also be applied to the derivation of test-particle
kinetic equations (similar to the generalized
Fokker-Planck equations of Kirkwood® and
Rostoker and Rosenbluth®*). Work in this latter
area will be discussed in a forthcoming paper.
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The quantum-statistical theory of a nonrelativistic fully ionized gas in thermal equilibrium
is developed using the well-known linked-cluster expansion of the grand potential. A system-
atic analysis of the self-energy structures leads to a master-graph formulation of quantum
statistics. This provides a much simpler derivation and improved version, with important
differences, of the earlier work of Mohling and Grandy. In particular, the analysis of the
photon self-energy structures is now entirely different. The present formulation includes the
technique of adding and subtracting in the Hamiltonian a single-particle operator, and the re-
lation of this technique to the A-transformation method of Mohling, RamaRao, and Shea is
indicated. As an application of the general theory, the lowest-order calculations of the photon
self-energy and photon momentum distribution are presented. The result for the photon mo-
mentum distribution is different from that of Hwang and Grandy, and the reason for the dif-
ference is given. Finally, explicit connections between the master-graph line factors and
Green’s functions are outlined, and the consequences of such a connection are indicated.

I. INTRODUCTION

There exist several many-body theories, each
having its own adherents and each having certain
conceptual or calculational advantages over the
others.'? Of course, all mathematically rigorous
many-body theories are, in some sense, equiva-
lent. Thus, the applications of these theories to
a given physical problem differ in their relative
suitability for the problem, their mathematical
sophistication, or their appeal to the intuition. We
are interested in developing a theory of nonrelativ-
istic quantum electrodynamics of a multicompo-
nent system of charged particles in thermal equilib-
rium. In the sense of the discussion above, our
formulation has several novel features, as well as
its own point of view.

In the present case the Hamiltonianis rearranged
by adding and subtracting a sum of arbitrary one-
particle operators (called counterterms), and it
is important to observe that these counterterms

emerge in the theory in a mathematically very
useful manner. Our diagrammatic expansion is
subjected to a simple and complete self-energy
analysis, and the counterterms can be used rigor-
ously to cancel spurious system-independent self-
energies and also to achieve mass renormalization.
The connections between the present formalism
and Green’s functions will also be established.

For a system with photons interacting with
charged particles, certain photon self-energy
structures [called (0, 2) and (2, 0) structures] can
lead to important contributions to physical quan-
tities. These structures were not taken into ac-
count in an earlier formulation of this problem.®
An important new feature of the present formula-
tion is that these quantities are consistently taken
into account.

IIl. DEFINITION OF SYSTEM

It is our purpose to formulate a microscopic
basis for calculating the properties of a nonrelativ-



