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Br ions with energies of 13.9 and 25 MeV from the Oak Ridge tandem accelerator have been

used to measure ionic charge-state distributions in dilute gas targets of H2, He, and Ar. A

least-squares technique has been developed to obtain complete sets of electron charge-ex-
change cross sections from any number and range of measured nonequilibrium charge distri-
butions. Characteristic irregularities, which originate in the atomic shell structure of the

Br ions, have been found in the cross sections for capture of a sing]. e electron. Multiple

electron capture and loss, as well as equilibrium charge distributions, are discussed,

I. INTRODUCTION

In recent years the study of the interactions of

fast heavy ions with matter has received appreci-

able attention. Of particular interest is the process
of electron capture and loss. Measurements of

eharge-exchange cross sections for light ions up

to argon, inclusive, have been reported in detail, '

but only limited information is available for heavier

ions. As theoretical attempts to calculate cross
sections have proven to be extremely difficult, ex-

tended experimental data are vital not only for
matters of practical interest but also for an im-

proved understanding of the rather complicated

charge-changing collisions. In this experiment,

nonequilibrium charge distributions have been

measured for 13.9- and 25-MeV Br ions tra-
versing gas targets of various thicknesses of H2,

He, and Ar. A new method of analysis has been

developed to determine the cross sections of sig-

nificant influence from any range of nonequilibrium

charge distributions which have been measured for

a given energy of the ion and a given target mate-

rial.
The results provide information about consistent

sets of cross sections for capture and loss of one

or more electrons. The dependence of the capture

cross section values on the ionic charge reveals

the influence of atomic shell structure in heavy

ion collisions and indicates the insufficiencies of

present statistical models for charge-changing
collisions.

%hen ions of charge q collide with neutral tar-
get atoms or molecules, they may capture or lose

one or more electrons on each encounter. The

populations 7', of the various ionic charge states
produced are given by the system of differential

equations

q=q '''qy O' = — Z (7
q'& e

where o„.is the probability in cm /atom (see Ref.

2) that the charge q of an ion changes to q' after

the collision, a.nd x is the thickness of the target
in atoms/cm . Equation (1) takes into account only

those collisions in which the charge of the ion is
really changed, and does not include elastic col-

lisions or encounters in which, for example, one

electron is captured and lost later, perhaps be-

cause of auto-ionization, before the ion undergoes

another collision or enters the analyzer. Also,

collisions in which only excitation occurs are not

included. It is further assumed that the total en-

ergy loss of all ions in the target is negligible and

that the gas target is so dilute that the ions are in

the ground state before any charge-exchange eol-

bsion occurs. Therefore, all the cross sections
are considered as constant. Given a set of 0„.it
is possible to evaluate the T, by numerical inte-

gration of Eq. (1).

II. EXPERIMENTAL PROCEDURE

The experimental arrangement is shown in Fig.
1. Single-component beams of 13.9-MeV Br" and

25-MeV Br ' ions mere obtained from the Oak Ridge

tandem accelerator. The beam passed through a
thin gas cell to produce a charge distribution. The

fanning magnet then selected a single specific
charge state to be used in the cross section mea-
surements. In this way we obtained high charge

purity beams (98-99%%uo) of from 6+ to 10+ at ls. 9
MeV and 7+ to 11+ at 25 MeV. These beams were
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FIG. 1. Schematic experimental arrangement.

then passed through the main windowless gas cell
(28 cm long), and the charge-state distributions
were determined with an electrostatic analyzer
and position-sensitive detector system. The cell
was differentially pumped through two sets of
apertures. The center section was 28 cm long.
The apextures were canals 2 mm in diam and 5 cm
long with thin constrictions of 1 mm at the down-
stream ends. A pressure ratio of a factor of 10
could be maintained with the pumps used up to pres-
sures of 1 Torr in the cell. Cell pressures were
measured with a differential manometer (MES
instruments). The bypass valve when fully opened
could be used for rapid evacuation of the cell.
Probably because of outgassing, a small residual
pressure buildup occurred when the bypass valve
was completely closed. Since even small pres-
sures of high cross section hydrocarbon vapors
could interfere greatly with measurement of the
small charge-changing cross sections in hydrogen
and helium gas, it was found advantageous to keep
the bypass valve slightly open duxing a run. This
gave a pumping speed sufficient to handle the out-
gassing of the system and only required a slight
increase in the flow rate of the target gas for the
maintenance of a given pressure. The electro-
static analyzer spread the beam until the various

emerging charge-state components were spatially
separated. A position-sensitive detector of the
silicon surface-barrier type was used to detect
particles in the separated beam. With a detector
2 cm in length, a position resolution of 0. 2 mrn
was obtained (see Fig. 2). Simultaneous recording
of all charge states eliminated normalization prob-
lems. With as many as ten charge states being
recorded in one spectrum, typical peak-to-valley
ratios of the dominant charge groups were ~ 100.
Typical spectra contained - 50000 counts, so that
statistical errors in all charge fractions normally
were small. The width of each charge group,
given by the over-all experimental resolution as
well as the energy spread in the beam, was gener-
ally much smaller than the spacing between adja-
cent groups. Charge-state distributions were ob-
tained as a function of pressure with He, Ha, and

Ar target gases. Purities of He and Ax' were
99.99%. The electrolytically produced hydrogen
gas was passed through a "deoxo" filter and a
liquid-nitrogen-cooled trap to remove oxygen and

water vapor impurities. Distribution sets were
obtained at 13.9 MeV for initial charges 6+, 7+,
8+, and 10+ in H2, and 6+, 8+, and 10+ in He and
Ar. At 25 MeV distributions were obtained with

beams of 7+ through 11+ in H2, '7+, 8+, 9+, and
11+ in He; 7+ and 9+ in Ax'.

III. METHOD OF ANALYSIS

A. Slope Method

The slope method has been widely used ' for
determining charge-exchange cross sections from
the linear range of the nonequilibrium distribution
curves, in which mainly single-collision events
occur. Because of the limitations discussed be-
low, this method has been applied in these calcula-
tions only to determine approximate values of
some of the cross sections.

If the determinations axe based solely on the
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FIG. 2. Typical charge-state
spectrum as obtained from the
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slope method, three experimental conditions must
be met: (i) a pure charge state k has to be se-
lected for the incident beam, (ii) the total amount
of any residual gas between the charge selector
and the analyzer must be so small that its effect on
the incident beam is negligible even for the small-
est target thickness, and (iii) measurement of the
nonequilibrium distribution has to be done with all
initial charge states in the range q; & k & q&(q&

—q;
& 10 for fast heavy ions and heavy targets) if a
complete set of cross sections is to be obtained.
Conditions (i) and (ii) are necessary to ensure that
all charge fractions increase linearly with increas-
ing target thickness x as given by the following
approxima, te solution to Eq. (1):

1', = o„, x (k W q) . (2)

But even if conditions (i) and (ii) are fulfilled, the
relative values of the cross sections may be such
that the linear range for some charge states is
too small for an accurate determination of the
slope as defined by Eq. (2). Appreciable devia-
tions from linearity already occur at a target
thickness where the fraction 7~ of the incident
beam may still be more than 90%. Consequently,
a straight-line fit may easily introduce errors of
10-20% in the determination of a single-capture
cross section 0~, 1. In case of small double-cap-
ture cross sections o.» 2, however, considerably
larger errors, in the order of 100/0, a.re possible.
As a rule rather than an exception, the fraction
F~z will be populated not only by double-capture
F~ F~ ~, but also by two single-capture processes

Neglect of these processes causes
an overestimate of 0~ ~ 2.

Another serious disturbance arises from any
residual gas, especially if its cross sections differ
appreciably from those of the target gas. Equation
(2) is then invalid for x-0 as the distribution is
not linear; in fact, the population of some charge
fractions may actually decrease for very small
values of x before the major increase occurs. It
is important to note that condition (ii) is not equiv-
alent to the single-collision condition which is a
necessary but not sufficient condition for obtaining
linear slopes in the presence of residual gas.

A more accurate determination of cross sections
usually requires that several corrections be made
to Eq. (2), as well as for the appreciable decrease
of Y~ in the linear region. Finally, certain iter-
ation procedures have to be used. ' In most of our
experiments the observed slopes showed significant
deviations from linearity, even when the residual
gas reduced the intensity of the initial population
by less than 4V&. Moreover, in all eases the non-
equilibrium distributions have been measured
nearly up to equilibrium. A more comprehensive

determination of the cross sections, therefore, as
well as the use of the full information which is con-
tained in the experimental data, required the
development of a different method of analysis.

B. Least-Squares Method

The least-squares method to be described'
allows an efficient determination of cross sections
from any part of the noneq ~ilibrium distributions,
provided that a sufficient number of charge frac-
tions differ from the equilibrium distribution. Of
course, the linear range may also be included. In
contrast to the slope method, the initial conditions
for Y,(xo) are not restricted and linear slopes are
not required. Residual gas outside the target cell
is not disturbing, and, if intermixed with target
gas, it does not introduce complications as long as
its contributions to charge-exchange effects are
negligible at the end of the linea, r range. In this
case, the residual gas acts as if it were located
in front of the target cell and serves only to modify
the initial charge fractions Y,(x,) in the range of
single collisions; its contributions can be neglected
for greater target thicknesses.

In the single-collision range, good information
may be obtained even for a few extremely small
multiple capture and loss cross sections o~, . The
nonlinear range at increased x reflects mainly the
interaction of the larger cross sections 0„&, where
q is different from the incident charge state k. In
general, values of cross sections over a range of
3 to 4 orders of magnitude can be determined with
good accuracy, especially if the single-collision
range is part of the experimental data.

For a given complete set of parameters o„., and
given initial conditions Y,(x,), the system of Eq.
(1) can be integrated numerically. As the accuracy
of the computed charge fractions must not neces-
sarily be better than "0.1/o a simple Runge-Kutta
integration may be employed. This procedure
yields the full nonequilibrium distribution including
charge equilibrium, and comparison with the mea-
sured fractions can be made. The most straight-
forward method of determining the constants o„.
in Eq. (1) is a least-squares fit of the experimental
distribution; i. e. , one has to minimize the square
sum

m=1

Here, 1 and Zm are the experimental and calcu-
lated charge fractions, respectively, and W are
the weighing factors chosen with respect to the
experimental uncertainties of T and x . The in-
dex m covers all nonzero charge fractions which
have been measured for all charge states, target
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thicknesses & and diff erent nonequilibrium dis-
tributions belonging to the same cross section set.
For convenience, all unknown cross sections g, .
are arranged as a vector 0 with the components

o„, where n = I, ..., no. A change 4o' of the @ cross
sections then causes certain changes hZ of the
calculated fractions and consequently 8 will vary;
with AY = Y —Z we obtain

o
S~ZS= Z, W (» -&Z ) (4)

m "- 1

Minimization of a square sum is a well-known
technique extensively described under general as-
pects" "as well as for special applications. "
The least-squares analysis is extremely simple if
the square sum S is a linear function of the un-

known parameters. In the present case, however,
the dependence &Z (So„) is nonlinear and impli-
cit. Thus the following linearization becomes
necessary:

no

hZ =P A „ho„. (5)

All coefficients A „=&Zgeo„can be calculated by
means of ~o numerical integrations of the system
(I). If we insert (5) in (4), the minimum condition
S(S+ gS)/so„= 0 yields the desired changes of the
cross sections:

ao= [ArWA] 'ArW&I' .
In (8), the elements A „and W form a rectan-
gular m o ~no and a diagonal m o ~~ o matrix, re-
spectively, and the components 4 Y are arranged
as a vector &Y. The matrix A VVA. is of full rank
no and can be inverted with standard routines.

As Eg. (5) ls only a fll'st-ol'del" approxlmatlon~
the new recalculated squares sum will not be the
smallest sum 8 „which is possible. The proxi-
mity of 8 to 8;„is tested, for example, by com-
paring the actually resulting decrease AS with the
anticipated decrease 48&&„as obtained from the
linear model (5); thus

ASIA„= —6Y WA 60'

The closer the actual 8 approaches S &„, the
smaller becomes the difference between 48 and

~S&&„. Thus, in order to obtain 8;„, the whole
procedure is to be repeated one or more times.
In general, however, the convergence is rapid,
although as many as 50 cross sections may be in-
volved. The necessary number of iteration steps
depends, of course, mainly on the initial cross
section set. But the deviations from the linear
relation Eci. (5) are usually so small that more
than one iteration step becomes necessary only if
the initial cross sections differ more than about
50% from the best values. In any case, the obvi-

ous absence of physical secondary minima causes
a vely fast and direct convex'gence of all cross
sections.

For an effective and most comprehensive cross
section analysis, it is imperative not only to de-
cide what cross sections should be included in the
system Eg. (I), but also to know how meaningful
are the resulting cross section values. There-
fore„knowledge is required about determinate er-
rors 5o„associated with the best-fit values o„
which may differ by many orders of magnitude.

We can assume that all uncertainties 50„arise
from the errors 5Y of the measured fractions.
All errors 5x of the target thickness must be in-
cluded in 5Y . If we employ the standard defini-
tion of the weights R' =BY and neglect the cor-
relation between the uncertainties 5Y, the de-
sired errors of the resulting cross sections are
given by

(8)

Even if the statistics and the repeatability of the
data give only rough effective uncertainties &Y,

Eq. (8) is useful enough to decide, for example,
whether a specific cross section remains practi-
cally undetermined or not. This selection of cross
sections is done automatically by the, computer
px'ogl am.

The confidence in the errors 5o„can be tested
by a comparison between the resulting least-
square sum 8 j,„and the theoletlcal lesidual Sg.
With the above definition of the weights, a devia-
tion of the calculated fl action from the experimen-
tal charge fraction just within the error (AI' = 5l' )
gives a contribution of 1 to the square sum. Then,
the least-squares theory predicts a residual 8„
=no-no. For a proper choice of the uncertainties
OY, we should obtain 8 &,=Sz and, consequently,
Eg. (8) should give the most probable cross sec-
tion errors. Systematic errors, of course, are
not included. On the other side, significant dif-
ferences between S &„and S„suggest a correction
of the lnltlal unceltainties 5Y

This correction in turn causes an adjustment of
6&„by the same factor and the final average errors
50„t„„should be quite reliable.

IV. RESULTS AND DISCUSSION

Three of the measured population growth curves
are presented in Figs. 3-5 for Br ions in H~ and
Ar at 13.9 MeV and in He at 25 MeV. The norma;
lized fractions Y, of the charge state q are plotted
versus the thickness X of the target gas. For a
better demonstration of the range in X and Y a
double logarithmic scale was chosen. The solid
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FIG. 3. Charge-state fraction for 13.9-MeV Br~o'

ions in H2 as a function of target thickness, The plotted
curves are obtained from a calculation using the complete
set of cross sections obtained from this data and from
similar data using initial charge states 6+, 7+, and 8+.

FIG. 5. Charge-state fraction for 13.9-MeV Br' '
ions in Ar as a functio~ of target thickness. The plotted
curves are obtained from a calculation using the complete
set of cross sections obtained from these data and from
similar data using initial charge states 6+ and 8+.

lines represent the charge fractions calculated
with the corresponding best cross section set ob-
tained from the least-squares analysis of all mea-
sured distributions. In general, data points are
approximated quite well except in the case of a
few low-intensity fractions. It is obvious from
Figs. 3-5 that the increase of charge fractions at
small X generally shows deviations from linearity.

Although it is expected that in principle multi-
ple electron loss and capture processes occur, it

is interesting to see how much these processes
influence the nonequilibrium distributions. In
Fig. 6, an additional best-fit calculation was
made for the same distribution as shown in Fig. 5,
but only cross sections for single capture and loss
were used. Since the initial charge state 4 = 10+
is much higher than the mean ionic equilibrium
charge q = 6, electron capture processes are dom-
inant; for example, the ratio for capture and loss
probability for the incoming charge state 7',0 is

,o Y (4)
Y(&)

0 Y(6)
Y(7)

~ Y(8)
~ Y(9)
~ Y(10)
~ Y(11)
o Y(12)
t Y(15)

10

0.1

O

O
cf
Ct

4
7

---- 8

O.OI

0,001
0.001

I

0.01 0. 1 1.0
TARGET THICKNESS (units of 10 mol /cm )

2g MeV Br'' in He

EQUILI8. 0.001
0.001 O. 01 0, 1 1, 0

TARGET THICKNESS (units of 10' mol/cm )

15.9 MeV Br "0'
in Ar

ONLY SINGLE CAPTURE AND LOSS

EQUILIB

FIG. 4. Charge-state fraction for 25-MeV Br~ ' ions
in He as a function of target thickness. The plotted
curves are obtained from a calculation using the complete
set of cross sections obtained from this data and from
similar data using initial charge states 7+, 8+, and 9+.

FIG. 6. Population curves calculated to fit the data
given in figures but omitting multiple loss cross sections.
Note that the population of 12+ predicted in this way lies
below the range of the graph.
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62: 1. Nevertheless, comparison between Figs. 5

and 6 indicates that, without taking multiple elec-
tron losses into account, no satisfactory analysis
for cross sections can be done. The disagree-
ment is obvious especially for the charge states
Y» and Y» with q &k', which are populated mainly

by loss of charge state Y&0. In the case of lower
incoming charge states, test fits with the restrict-
ed cross section set are even worse.

Single-electxcm caPtu~e. Figure 7 shows the
resulting cross sections for capture of a single
electron versus the charge state at 13.9 MeV.
Most single-capture cross sections could be deter-
mined with very high accuracy, partly —as noted
above —because they have the strongest influence
on the nonequilibrium distributions, partly be-
cause double capture turned out to be unlikely.

As expected, single-capture probabilities o,(q)
increase with the charge state q, but in all cases
characteristic anomalies were found which were
clearly outside the limits of error. Compared
with a smooth trend in v, (q), the cross sections
o,(6) and to some extent o,(8) are above the trend,
whereas v,(7) is clearly below. In fact, in all
cases (see Fig. 7), I7,(7) is smaller than o,(6).
Figure 8 shows the ionization potentials calcula-
ted for bromine by Carlson et al. "using Hartree-
Fock wave functions as a function of ion charge
state. In bromine ions with charge q = 5, all five
4P electrons are removed. The slight inflection
from q=5 to q=7 corresponds to removal of the
two 4s electrons and the jump at q=8 corresponds
to removal of the first electron from the 3d shell.
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FIG. 7. Single-capture cross sections for 13.9-MeV
Br ions in Ar g, He, and;H~ O.
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FIG. 8. Calculated single-ionization potentials for
Br ions as a function of initial charge states (courtesy
of T. A. Carlson and C. Vl. Nestor, Jr.).

One might then use quasichemical reasoning and
attribute the high value of o, (6) to closing the 4s
subshell, the value of o,(7) to beginning a new sub-
shell, and the high value of o,(8) to closing the 3d
subshell. With this reasoning, however, one
would certainly expect the largest effect to have
occurred at o,(8). On the basis of energetics and
of density states, one might expect capture to oc-
cur principally to highly excited levels of the low-
er-charge-state ion. This effect would tend to
blur any clear-cut shell boundaries in electron
capture. An alternative explanation can be made
if one proposes the necessity for small excitation
of a bound electron to stabilize electron capture.
In this case the availability of a 4s electron en-
hances the o,(6), while the necessity for exciting
an electron out of a closed shell depresses o,(V).
In any case, a more detailed knowledge of the ac-
tual capture process is required in order to fully
understand the shell effects observed in the cross
sections.

Another question of interest is the over-all de-
pendence of the single-capture cross sections cr,
on the charge q of the ions and the nuclear charge
Z,„of the target gas. As can be seen from Figs.
9 and 10, where 0, is plotted versus q in a log-log
scale, the smoothed increase of o, may be approx-
imated by a power function

&.(a') - e (io)

where the average exponent n is close to 3 and 4
at 13.9 and 25 MeV, respectively. Our data indi-
cate no systematic dependence of n on q. Also,
the target gas does not seem to have a strong in-
fluence on m. Measurements with light ions re-
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suited 1n value8 of cL x'Rng1ng from 1.5 to 3, but
stre 1gel powel 8 cRn not be x'uled out' Rn 1ncl ease
of &with velocity v of the ions was also observed. '

Theoretical calculations lead to the same propor-
tionality Eq. (10), where the predictions, depend-
ing on the model, are n = 3 (Refs. 1, 14, 15) or
o.'=3 (Refs. 1, 16). Recent experiments with io-

dine ions in nitrogen, however, indicate a strong
dependence of n on q: for values of q smaller
than the mean ionic charge at equilibrium q,
decreRses x'Rpldly Rs q 18 lncl eased but seems to
reach the constant value n = 2 for q ~q. For the
dependence of 0, on the medium, no clear rela-
tionship can be found from our data. For a given

q, average ratios of 0, in H&, He, and Ax are
1:2. 5: 5 and 1:3:10at 13.9 and 25 MeV, respec-
tively. If one doubles the values for H~, which
corresponds to a change of the cross section units
to cm /molecule, the 13.9-MeV ratios come close
to the theoretical dependence o, o- Z'', ~ (Ref. 15),
but the 25-MeV ratios still cannot be reconciled.

Single-loss cross sections and multiple elec-
O'on loss, F1gul"e 11 shows c1088 sections fol'
single loss at 13.9 and 25 MeV in H3, He, and Ar.
A direct ion-electron impact treatment of the
single-electron-loss problem seems realistic for
light target gases. Within a shell, oz(q) is expect-
ed to be proportional to the number of electrons
n; of the same ionization potential remaining in the
shell. This prediction holds well for H~ and He
target atoms in the+ 3 to +'7 (n = 4) region; for ex-
ample, oI, (q)/n; is e'qual to 0.10+0.01 for Br ions
in H~ in the range 3- q ~ 7 and 0.26+.02 for He.
This reasoning does not seem to extend to the+ 8
to+11 region, perhaps because the ion velocities
lie below the orbital velocities in the Sd shell.
With respect to the errors of the loss cross sec-
tions, no significant shell effects can be seen. In
the case of Ar at 13.9 MeV, there is a discontin-
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FIG. 10. I og-log plot of single-capture cross sections
for 25-MeV Hr ions in Ar~, He, and H2O.

FIG. 11. Single-electron-loss cross sections for
13.9- and 25-MeV Br ions in Ar ~, He, and H2 Q.
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TABLE I. Values of multiple capture and loss cross
sections relative to single capture and loss. The vari-
ations shown refer to the entire range of charge states.
(Multiple loss decreasing with increasing q. )

E(MeV) Target

«...-n~&c,.-~)
(%)
n —2

(%)
n=2 n=3 n

13.9 Hp

He
Ar

H2

He
Ar

&10

& 3.0
& 0.2
& 0.2
& 5.0

6-20 1-4 & 1
10-25 4-8 & 2
40-60 25-40 & 25

5-10 2-4 & 2
10-20 4-10 & 4
30-50 15-30 & 15

uity at q=9 and 10; these two cross sections are
above the established trend and this effect is not
understood.

Table I lists the range of percentages of the
cross sections for multiple electron capture and

loss, relative to the corresponding cross sections
for single capture and loss which are taken as
100%. At both energies, double capture is very
small in H& and He, and somewhat larger in argon.
This is understandable because the heavier argon
atom offers more electrons for the capture pro-
cess. In all ca,ses, multiple loss is much more
significant, and, for example, in argon the prob-
ability for simultaneous loss of two electrons in
one encounter may reach 60% of the probability for
single loss. The multiple-loss cross section de-
creases with increasing charge state (Ha, He). For
example, the double to single loss ratio varies from
20% at charge 4+ to 6% at charge 9+ for 13.9-MeV
ions in H2. These values are considerably larger
than those observed for light ions. ' Simultaneous
loss of more than four electrons certainly exists,
especially in heavier strippers such as argon, but
due to the limitations discussed in Sec. IG, our
data did not allow a.ccurate determinations of those
values. Multiple- electron-loss processes have
been extensively studied in large-angle scattering
of heavy ions at lower energies and will certainly
contribute in a major way to the total cross sec-
tion at higher energies. The best explanation of
these multiple-ionization events" involves the for-
mation of pseudomolecular states which dissociate
into excited ions. These ions may lose inner-
shell electrons, and then be multiple ionized by
Auger decay. This process will be predominant
for heavy ions in heavy target atoms where shell-
shell overlap is important and will be less impor-
tant for light target atoms. This has already been
demonstrated experimentally at higher beam ener-
gies for iodine ions.

Equilibrium distributions. The best least-
squares fits calculated with the final cross section
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FIG. 12. Equilibrium charge-state distributions for
13.9- and 25-MeV Br ions in Ar, He, and H&.

sets are usually very good approximations to the
experimental nonequilibrium distributions. There-
fore, one may expect a close prediction of equili-
brium distributions which have not been measured
directly. Figure 12 shows these charge distribu-
tions which have been calculated for equilibrium
conditions by means of the best determined cross
section sets. The distributions in He and Ar at
13.9 MeV clearly show the influence of shell ef-
fects. Charge state 6+ with one electron in the
N shell is about 20% smaller than one would ex-
pect from a smoothed distribution. At 25 MeV,

Y6 lies on the slope where irregularities cannot
be seen as easily as close to the top of the distri-
bution. The same shell effect we find in our data
is also observable in the equilibrium distribution
of bromine ions in argon at the slightly higher en-

ergy of 15 MeV.
All equilibrium distributions shown in Fig. 12
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are asymmetrical even if the shel& effect at charge
state 6+ is not weighted. Especially at 25 MeV,
the left-hand sides of the distributions show a suf-
ficient number of charge fractions and fit perfectly
to a Gaussian. But the charge-state populations
on the right-hand side decrease much more slowly
and show systematic deviations from a Gaussian,
which are strongest for the distribution in argon.
For the cases reported here, this asymmetry is
caused by the influence of the multiple-loss cross
sections which are much larger in argon than in
helium or hydrogen. If these cross sections are
omitted from the calculation, a more symmetric
distribution is obtained. From studies of equili-
brium distributions of bromine and iodine in many

gas targets, ' it is also clear that most gases re-
semble Ar in their stripping behavior for fast
heavy ions rather than helium or hydrogen. On

the other hand, equilibrium distribution asymmet-
ries do not necessarily result from multiple-loss
processes. For example, symmetrical distribu-
tions were obtained for sulfur ions stripped in

gases even though a double electron loss of almost
30% was present. '

The mean ionic charge states j= $,F(q), calcu-
lated for our equilibrium distributions as shown in

Fig. 12, are 4. '7, 4. 8, and 6. 0 at 13.9 MeV, and

7.2, 7.1, and 8.6 at 25 MeV in H„He, and Ar, re-
spectively. These average charges are larger than
the most probably charge states q defined at the
maximum of the smoothed charge distributions. In
H, and Hewe find that q exceeds q by 0. 1, whereas
in argon q -q is 0. 6. These values of q are in
reasonable agreement with other experimental re-
sults and semiempirical predictions. It
should be noted, however, that experimental re-
sults on equilibrium distributions as well as on

cross sections may be affected by energy loss,
charge-dependent scattering, and stripping from
excited states ' in the target gas. The latter ef-
fect may influence the results, but not enough is
yet known to estimate the lifetimes involved.
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