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Relative transition probabilities of all 30 lines belonging to the prominent 3s-3p transition ar-
ray of Ne 1 have been measured in emission with a wall-stabilized arc operating in an argon-
neon mixture at atmospheric pressure. The datahave been normalized to an absolute scale pro-
vided by recent lifetime measurements of the 3p levels. Our results, as well as the data from
other emission measurements, have been subjected to extensive comparisons and tests, in-
cluding a check for fulfillment of the J-file sum rule. It is found that our data exhibit a much
better consistency than any other set of individual values. On the basis of this analysis as well
as our uncertainty estimates, we estimate that the accuracy of our individual transition prob-
abilities for this transition array, except for a few weak lines, is of the order of 10% on an ab-

solute basis.

INTRODUCTION

The transition probabilities of the prominent red
lines of Ne 1, which comprise the 3s-3p transition
array, have been the object of numerous studies.
A critical compilation of available data! undertaken
by one of us several years ago made use of eight
experiments®~® and one theory.!® Nevertheless,
the “best values” obtained from this study were
estimated to have accuracies of no more than 10—
25%. More recently, 11 new transition-probability
measurements’ ™ for these transitions were re-
ported, in which a variety of experimental tech-
niques was applied, including measurements of
lifetimes, !*~!® emission intensities, *=%° and an
application of the Faraday effect.

Among these investigations, the numerous life-
time experiments serve principally to establish
the absolute scale, since they provide transition
probability sums from the measured upper levels,
but - except for the special case of the 6402-A line
— no individual values. The absolute scale was
first reliably established several years ago from
the lifetime work of Klose, 8 with an accuracy of
about 10%. The more recent lifetime experiment
of Bennett and Kindlmann'" has narrowed the uncer-
tainties down to 3-5%. The principal advance in
this new experiment is the elimination of cascading
effects by using threshold energy excitation.

While the absolute transition probability sums
are thus very accurately determined, the individual
(relative) values obtained from the other above-
mentioned experimental techniques have not yet
been nearly as precise. This is somewhat an
anomalous situation as regards atomic f values,
since normally the (relative) individual f values of
lines within a transition array (especially of course
when LS-coupling prevails) are very accurately

oo

established, while the absolute scale is much more
in doubt. The most recent measurements of rela-
tive individual values exhibit still some large dis-
agreements with each other — up to 55%, violate
the J-file sum rule, and are inconsistent with the
lifetime results, as far as the ratios of the transi-
tion-probability sums from different upper levels
are concerned.

It appears, therefore, that a precise determina-
tion of the relative individual line data is very de-
sirable in order to match and make full use of the
accurately measured absolute transition-probability
sums. This has been the principal motivation for
undertaking this work. Measurements in emission
are called for because these, as well as the life-
time measurements, start with an upper level as
the initial state. The measurements of the rela-
tive transition probabilities for all transitions from
a given upper level represent, furthermore, an
especially simple and precise application of the
emission method, since such intensity measure-
ments, confined to the same upper level, are prac-
tically independent of the conditions of the emitting
source. Only the condition that the source is op-
tically thin needs to be checked. No assumptions
about the existence of local thermal equilibrium
(LTE) are necessary, and no temperature or par-
ticle-density measurements are required. But al-
so, for linking up all the emission measurements
from the various 3p levels, which have an energy
spread of 5%, the conditions in the plasma source
do not enter sensitively into the measured data.
This follows mainly from the circumstance that
the small spread in the excitation energies makes
all lines almost equally temperature dependent.
Therefore, accurate relative f values are to be ex-
pected from such emission measurements if mod-
ern precise data-acquisition techniques are applied.
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EXPERIMENTAL METHOD

We have followed the standard method of line
emission measurement?®:; The transition probabili-
ties A,; of lines of a given species are related to
the emitted line intensities by

Ay = [U(T)/Ng, L™ 7(1/1) , (1)

assuming an optically thin layer and the presence
of LTE. The U(T) is the partition function of the
species, E, is the energy, g, is the statistical
weight of the upper level k2, N is the number density
of the species, I,; is the emitted intensity for a
transition to lower level ¢ (in photons><sec'1 cm"z),
and [ is the length of the emitting layer. Since we
want to determine in this experiment only relative
A values for lines of a given species, we need only
measure relative intensities, and determine the
value of 7.
The source for our measurements was a wall-
stabilized arc operating with a neon-argon mixture
~at atmospheric pressure. The arc was run at cur-
rents of 40 and 70 A. The water-cooled copper
discs for constricting the arc column were 6.5 mm
thick and separated from each other by 2. 5-mm-
thick insulator rings; the constricting holes were of
5-mm diameter. The neon and argon gases, ob-
tained from separate cylinders, were mixed togeth-
er in a small chamber during a run, and the mix-
ture admitted to the arc chamber at slightly above
atmospheric pressures at a rate of approximately
200 ml/min. The arc was imaged side-on with a
concave mirror ontothe entrance slitof a 2, 25-m
Ebert spectrometer with a 1800-line/mm grating
blazed at 5000 A, Light coming through the exit
slit of the spectrometer was detected with a photo-
tube having S-20 response. (For the 8082-A line,
a cooled tube with S-1 response was substituted. )
A filter was used to block out second-order radia-
tion coming through the spectrometer. The am-
plified signal was displayed on a strip-chart re-
corder and for some runs also recorded on paper
tape for input to an electronic computer. The
neon lines were first observed by scanning over
the spectrum using slit widths of 30 um. The
lines all appeared to be quite narrow (with half-
widths less than 0. 2 f\), superposed on top of a con-
tinuum. On increasing the ratio of neon to argon,
the continuum practically disappeared, indicating
that it was almost entirely due to argon. Also,
as the neon to argon ratio was increased (while
keeping the arc current constant) the intensity of
the neon lines first increased approximately in
proportion to the neon concentration; however, as
a pure neon arc column was approached, the neon
line intensities increased at a much greater rate.
After these observations, further runs were made

with large admixtures of argon; the exact amount
varied somewhat for different runs, but this was

of no consequence since each run was independently
calibrated. Under these conditions the neon and
argon densities as well as the temperature re-
mained very steady during a run. This was demon-
strated by the fact that line intensity measurements
repeated during a run agreed with each other to
within + 2% or better.

Since the neon lines are relatively narrow, it is
important to check whether self-absorption is oc-
curring to any significant extent, i.e., a few per-
cent or more. This effect could, if present, be
eliminated by decreasing the neon-to-argon ratio.
(The Ar-Ne mixture rather than a pure Ne plasma
was used, mainly to avoid self-absorption). To
check for self-absorption, a concave mirror was
placed behind the arc in the extension of the optical
path. This mirror focused the arc back into itself,
effectively doubling the length of the emitting vol-
ume. For optically thin lines, i.e., no self-absorp-
tion, the intensity received will be doubled, where-
as a smaller increase in signal indicates that self-ab-
sorption is occurring. Light losses by reflection
were, of course, taken into account. For the con-
ditions under which we were operating, all the
measured lines were found to be optically thin by
the test just described. As an additional check,
some lines were measured at arc currents of both
40 and 70 A. Self-absorption should result in the
intensity ratio of a strong to a weak line being
somewhat decreased at the higher current, where
the self-absorption in the strong line would be
more pronounced. But all measured ratios were
the same for lines from the same energy levels,
indicating again that the lines were optically thin.

For the first runs, we were only concerned in
obtaining relative intensities among lines emitted
from the same atomic level. Thus for these mea-
surements, spatial resolution of the arc was un-~
necessary; we merely integrated all the light from
across an arc diameter. For the first few runs,
the line intensities were obtained from the strip-
chart records by measuring the area under each
line profile with a planimeter. For subsequent
runs, the slits were opened to 2300 um so as to
include essentially all the line intensity within
the wavelength bandpass of the instrument. Scan-
ning over the lines then gave a rectangular profile
- the height of the rectangle being a measure of
the line intensity. With a large ratio of slit width
to linewidth, the wing correction (i.e., correction
for line intensity in the far wings not passed by
the spectrometer) was quite small, on the order of
10%. Furthermore, the linewidths for all 3s-3p
lines are approximately the same. Since we mea-
sure intensity ratios, the wing corrections thus es~
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sentially cancel out in the data analysis.

To determine the wavelength response of the
spectrometer-detector system, we used a cali-
brated tungsten strip lamp. After each arc run,
the lamp was placed at the arc position and the
lamp intensity was measured at the wavelength of
each line.

For connecting lines from different upper levels
to a common relative scale, the temperature T
needs to be determined. This in turn requires
spatial resolution of the arc in order to be able
to obtain the emission from a small volume element
where the temperature has a unique value. We
have applied the standard technique of driving the
arc image across the spectrometer entrance slit
so that a (projected) spatial arc profile is obtained.
The Abel inversion is then performed on these
data using a digital data-processing system23 to
give the radial intensity profile.

The temperature is then determined as follows:
The standard arc conservation and equilibrium
laws, #* which include the Saha equations, Dalton’s
law, and the quasineutrality condition, furnish sev-
eral relations between the unknown temperature
and particle densities. It turns out that for the Ar-
Ne mixture, as for any two-component mixture, the
number of unknowns exceeds the number of equa-
tions by 2. (We assume, of course, that the mix-
ing ratio of Ne to Ar is unknown, since it is well
known that the density ratio within the arc column
may change from that which was admitted into the
arc chamber.) The two missing relationships may
be provided from line intensity measurements. If
Eq. (1) is applied to an Ar and a Ne line of known
transition probability and their intensities are mea-
sured on an absolute basis, then one obtains two
additional numerical relations between the un-
known temperature and particle densities, so that
one may solve simultaneously for all unknown
quantities.

The two lines employed for the intensity mea-
surements are the Ar 1 line at 6965 A and the Ne 1
line at 5852 A. For the latter we have used an A
value of 6.86%107 sec™, which was obtained from
Bennett’s lifetime value for the 2p, level combined
with the relative values that we measured for the
two lines originating from this level.

The value of electron density was found to. be
about 10" cm ™, This makes our assumption of
LTE, based upon available equilibrium criteria, ?*
only marginally justified. Experiments,2%:2® on
the other hand, indicate that in Ar arcs the LTE
still exists at an electron density of 10'® cm™ and
that deviations become noticeable only below this
number.

As was discussed earlier, however, the close-
ness of the upper energy levels of the lines that

we are comparing results only in a rather insensi-
tive dependence of the relative A values on tem-
perature. The errors in the transition probabilities
introduced by marginal LTE validity and uncertain-
ties in the temperature determination are there-
fore quite small, typically 1-3%. This is also
borne out by our results, which show no systematic
trend with energy level when compared with the ac-
curate lifetime measurements of Bennett.

RESULTS AND DISCUSSIONS

The following comparisons and tests are pri-
marily concerned with relative transition probabili-
ties and their distribution within the transition ar-
ray, since our measurements have yielded relative
values only. However, as a matter of convenience
and to make our data more useful, they are usually
given in the absolute scale adopted below. In Table
I we present the measured transition probabilities,
with the transitions being arranged in such an order
that those starting from the same upper energy lev-
el are grouped together, and the upper levels are
listed in order of the convenient Paschen notation.
(In this notation the 3s levels are denoted by 1s,,
and the 3p levels by 2p,.) We have used this par-
ticular arrangement since the intensity ratios for
lines starting from the same upper energy level
are independent of the conditions of the light source
(assuming that there is no self-absorption). Sys-
tematic errors for the transition probabilities in
each of the line groups are therefore minimal.

For the normalization of our data to an absolute
scale, two possibilities avail themselves. (i) The
measured arc temperature may be used in combi-
nation with the Boltzmann factors for the (relative)
level populations [see Eq. (1)] to put the lines on

a common relative scale. The data may be then
converted to an absolute scale by normalizing our
total transition-probability sum for all 3s-3p lines
to the total transition-probability sum obtained
from the lifetime measurements for all 3p levels of
Bennett and Kindlmann. ! This approach assumes
that LTE exists, but the results are rather insensi-
tive to this assumption since the upper levels of
the transitions lie within a narrow energy range.
The resulting transition probabilities are listed

in column 5 of Table I as “This expt. I.” (ii) We
may also normalize our transition probability
sums from each p level independently with Bennett’s
respective individual lifetimes. The data ob-
tained from this approach are listed in the last
column of Table I as “This expt. II.” They are
found to be somewhat less consistent with the J-
file sum rule (to be discussed later) than the data
set I. Therefore only set I will be applied to all
further comparisons and it is our recommended
set of data.
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TABLE I. Results and comparison with other recent emission experiments and the critical-data compilation NSRDS-
NBS 4. To allow a convenient comparison of the relative transition probabilities, all data sets are forced to agree for
the sy-p; transition. The recommended set of data from this experiment is given in column 5 as “This expt. L”

Transition probabilities [107 sec™]

Transition A g & This expt.? Bengtson and Nodwell Fried- NSRDS- This expt.?
Miller Doherty et al. riches NBS 4 11
(Ref. 20)°  (Ref. 5)° (Ref. 18)% (Ref. 7)® (Ref. 1)*
Sy4~P1 5400.56 3 1 0.090 0.13 e s 0.088
Sy 5852.49 3 1 7.06 7.06 7.06 7.06 7.06 7.06 6.86
S5=Po 5881. 90 5 3 1.02 1.18 1.39 1.06 1.13 1.26 1.04
Sy 6030.00 3 3 0.512 0.60 0.61 oo 0.55 0.616 0.523
S3 6163.59 1 3 1.41 1.68 1.57 1.45 1.77 1.57 1.44
Sy 6598. 95 3 3 2.25 2.36 2.40 2.40 2.46 2.30
S4~P3 6074.34 3 1 5.83 5.71 6.1 6.22 6.94 6.06 5.65
Sy 6652.09 3 1 0.034 see 0.033
S5—P4 5944.83 5 5 1.12 1.04 1.19 1.06 1.09 1.03 1.13
Sy 6096.16 3 5 1.79 1.67 1.80 1.80 1.66 1.80
S9 6678. 28 3 5 2.31 2.56 2,12 2.25 2.34 2,31
S5=ps 5975.53 5 3 0.349 0.38 0.48 0.54 0.425 0.341
N 6128.45 3 3 0.070 0.321 0.068
S3 6266.50 1 3 2.54 2.28 2.42 2.18 2.19 2.49
Sy 6717.04 3 3 2.17 2.48 2.14 2.15 2.30 2,12
S5—Dg 6143.06 5 5 2.85 2.67 2,70 2.36 2.12 2.88
N 6304.79 3 5 0.424 0.47 0.54 0.52 0.47 0.498 0.427
Sy 6929, 47 3 5 1.74 2.04 1.62 1.77 1.87 1.76
S5=p1 6217.28 5 3 0.601 0.92 0.71  0.75 0.91 0.763 0.602
S4 6382.99 3 3 3.16 2.22 3.05 3.19 2.74 3.16
S3 6532, 88 1 3 1.06 1.49 1.41 1.08 1.26 1.06
Sy 7024.05 3 3 0.19 0.195
S5-Dg 6334.43 5 5 1.80 1.41 1.69 1.58 1.34 1.78
Sy 6506.53 3 5 2.98 2.46 2.62 2.64 2.28 2.95
Sy 7173.94 3 5 0.321 0.44 0.28 0.359 0.317
S5=by 6402.25 5 7 5.06 .4 e e 4.25 5.15
S5=P1o 7032.41 5 3 2.53 1.99 2.14 2.13 1.89 2.70
Sy 7245.17 3 3 1.00 0.92 0.85 1.03 see 0.960 1.07
S3 7438.90 1 3 0.242 0.37 0.28 0.287 0.258
Sy 8082.46 3 3 0.012 0.013

2Estimated uncertainty in relative values 7%, except for 5400-, 6652-, 6128-, and 8082-A lines, where it is 15%.
bEstimated uncertainty in relative values +10%, and 50 % for 7439-4 line.
°Estimated uncertainty in relative values +10%, except 20% for 7174-A and factor of 2 for 7439-3 lines.

dEstimated over-all uncertainty between 5 and 13%.

°Estimated uncertainty for relative values between 19 and 27%.
TEstimated uncertainty for relative values between 10 and 20%.

Our estimated errors include the measurement
errors, uncertainties in the temperature determi-
nation, and uncertainties in the wavelength-depen-
dent factors in the calibration.

We also present in Table I selected comparison
data. We could have compared our results with
all the experimental work listed in the introduc-
tion, but have confined ourselves to the presenta-
tion of other recent emission experiments, since
this very similar work may be most directly com-
pared with our results. In addition to the emission
experiments we list also the critically evaluated

data of Ref. 1, in which by a “best-fit” technique
the best earlier experimental results are com-
bined. Since our prime concern is a convenient
comparison of the individual (relative) f values,
we have arbitrarily renormalized all data sets to
be in exact agreement for the 5852-A transition.
One should expect close agreement between the
four emission measurements of Friedrichs, ’
Nodwell e al., '® Doherty, ® and Bengtson and Mil-
ler, 2 since they are all based on essentially the
same experimental method. Especially for the
line groups starting from a given upper level, the
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agreement should be excellent since significant sys-
tematic errors are minimized. The results show
nevertheless some large disagreements of up to
55% (see the sy-pg and s,-p, transitions) which are
far outside the estimated error limits. This was
quite surprising and has been the principal rea-
son for undertaking this work. On first examina-
tion it appears that our results do not improve the
situation. Fortunately, the various sets of data
may be subjected to several tests and spectroscop-
ic checks which we feel clearly indicate that our
measurements are the most accurate ones. This
analysis, which will be now discussed in detail,
should be more reliable than the various error es-
timates which, as the comparisons have shown,
are not too realistic.

We first have to collect some basic relation-
ships and expressions for the atomic transition
probability A and the line strength S. The two
quantities are related by

64t S

AT 27 41

(S in atomic units) (2)
and S may be in the standard central field approxi-
mation expressed by an angular factor &L) and a
radial factor, usually denoted by ¢%, so that

S=6&(L)o* . (3)

The subscripts 7 and # indicate the lower and upper
level, respectively; X is the wavelength; and J is
the total angular momentum quantum number.
&(L) represents the relative strength of a transi-
tion. When LS coupling prevails, &(L) may be ex-
pressed as S(M)S L), where S(N) is a relative mul-
tiplet strength, and &(£) is a relative line strength.
The two quantities are for LS coupling readily de-
termined theoretically and are available from gen-
eral tabulations. 2""2® The investigated transition
array of Ne 1 is, however, far from this simple
coupling case (or from any other pure coupling),
so that it becomes very difficult to calculate accu-
rate individual line strengths. Only Mehlhorn’s
recent calculations® agree well with the experi-
mental data.?3 This, of course, has been one
of the underlying reasons for all the experimental
work on these lines.

The radial transition integral o® is given by

o®=[1/(a2 - 1)][ [ R(n, )DR(',1") dr]? . (4)

The 7 is the radial distance; [ is the orbital angu-
lar momentum quantum number and » is the prin-
cipal quantum number for the initial state; »’ and
1" are the same quantities for the final state.
R(n,1)/v and R(xn',1')/r (normalized in atomic units)
are the radial wave functions of the optical electron
in its initial and final state. [, is the greater of
the two orbital angular momentum quantum num-

bers involved.

One observes that o® depends (in the central-
field approximation) only on n, I, »’, and I'. It
follows that it is invariant for a given transition
array, such as 3s-3p of Ne 1 considered here.

We may use this result in conjunction with the
J-file sum rule as a first check of the data. The
J-file sum rule, first derived by Shortley,3! states
that the line-strength sums of the various J files
within a transition array are in the ratios of the
respective statistical weights 2J+1. Thus we
have the proportionalities

20:SG, k)< 2J,+1 and 23,50, k)< 2J;+1 . (5)

Specifically for an s-p array, one may derive from
Shortley’s paper

23S(s,p) = (2, +1)0?,
23,5(s, p)=3(2J,+1)0®, (6)

where o? is constant for the array, as was seen
above.

This rule may be readily applied to the data
listed in Table I, since these cover — with the ex-
ception of Friedrich’s data” — essentially the com-
plete transition array. For this purpose we have
first rearranged our data [expressed now in line
strengths S(s,, p,)] in the array presented in Ta-
ble II. Each row, i.e., each p level, and each
column, i.e., each s level, has its individual J and
represents a J file. The measured line-strength
sums 2,,S(s,,; p,), given on the right-hand side of
the Table, and J,S(s,, p,), given at the bottom,
should be according to Egs. (5) in the ratios of the
statistical weights 2J+1, which are tabulated im-
mediately next to them. It is observed that this
rule is indeed very well fulfilled by our data.

We have then, as the second step, subjected the
slightly incomplete data of Bengtson and Miller, 20
Nodwell et al.,'® and Doherty® to the same test.
The resulting line-strength sums for the ten 3p
levels and the four 3s levels are given in Table III
and may be compared with the J-file sum-rule ex-
pectations as well as our own results. To allow
convenient comparisons, we have reduced the line-
strength data in this table in such a way that the
over-all line-strength sum 3, ¥, S(s,, p,) is made
equal to the over-all sum of the statistical weights
22J,n+ 1. 1If all lines are measured, the total sum
of the statistical weights amounts to 36; the nor-
malization is also possible on a partial basis by
summing over those levels for which all lines have
been measured. The same normalization may be
performed via the s levels; here, however, the
statistical weights must be multiplied by a factor
of 3 [see Eq. (5)] to be consistent. It is evident
that our results fulfill the J-file sum rule far bet-
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TABLE II. Measured line strengths S (normalized as
in Table 1), J-file sums } S(s,, py) , and statistical weights
2J+1.

Line strengths Statistical

Upper \ Lower (atomic units) J-file sums weights
level |level s, s3 Sq S5 Y S(Sms ) 2JP,, +1
2p, 6.98 0.0700 °°° 7.05 1
20, 9.57 4.87 1.66  3.07 19.17 3
2p3 0.0496 6.43 oo 6.48 1
2, 16.9 cer 10,0 5.83 32,73 5
25 9.74 9.26 0.237 1.10 20,34 3
2p6 14.3 cee 2,61 16.3 33.21 5
2, 1.00 4.38 12.2 2,13 19.71 3
25 2.93 -+ 20.3 11.3 34.53 5
2by 45.9 45.9 7
21 0.0940 1.47 5.63 13.0 20,19 3
}‘,,S(s,,,,p,,) 61.56 19.98 59.14 98.63 2m2n31239.31

2d, +1 3 1 3 5
m

ter than those of any of the other authors, includ-
ing the critical NBS compilation. ! The average de-
viation from the individual J-file sums for our

data set I is only 2.0%, while the corresponding
numbers for the others are: Nodwell ef al., 6%;
Bengtson and Miller, 9%; Doherty, 5%; NSRDS-
NBS 4, 8%; and our data set II, 2.6%.

As mentioned above, the J-file sum rule holds
only approximately insofar as it is based on the
assumption of a common value for ¢ within a
transition array. Appreciable variations of ¢?
within a transition array may occur if configura-
tion-interaction effects become significant or if
the transition integral is sensitive to the slightly

)

varying wave functions of the individual levels
within the array. Neither seems to be the case
for the 3s-3p array of Ne 1: First, from an exam-
ination of the energy-level structure for Ne 1 one
would not expect any significant configuration in-
teraction since the levels most likely to interact
are a good distance apart. Second, all lifetime
measurements indicate a large value of ¢® for
this array. Normally only small values of o® are
significantly affected by slight variations in the
wave functions.

The Coulomb approximation, 10 25 a central-field
approximation, yields basically one value for o®
per transition array. But it is also a semiempiri-
cal method, with experimental energy levels as in-
put, which allows therefore the calculation of in-
dividual o® values for each of the transitions of the
array. Variations in o® may thus indicate the
presence of a significant amount of configuration
interaction. We find, however, only a very small
variation in the o® data, with an average deviation
of 1.5%. In Table IV we list for each p level an
average value of ¢ from the Coulomb approxima-
tion by weighting it according to the strengths of
the contributing transitions. We present then for
comparison the ¢® values obtained from our mea-
surements as well as those from the emission ex-
periments of Bengtson and Miller,%® Nodwell et al., *®
and Doherty.® The experimental values are ob-
tained with the help of Eq. (6). For convenient
comparison, all o® values for the 2p, level are nor-
malized to a value of 7.1 (which corresponds to our

TABLE III. Relative J-file sums}y, S(s,,p, and},,S(s,,p,). The data are reduced in such a way that the over-all
line-strength sum ¥, ¥ ,S(s, p,) is made equal to the over-all sum of the statistical weights ), 2J, +1.

Bengtson and NSRDS-

This Nodwell Miller Doherty NBS 4

2p, levels 2d, +1 expt. I (Ref. 18) (Ref. 20) (Ref. 5) (Ref. 1)

VS (Sm,p) ~ (20, +1)
2p4 1 1.06 1.14 1.09 1.06 1.15
2Py 3 2.88 3.02 3.30 3.31 3.57
2p3 1 0.976 1.13 0.98 1.02 1.10
2Py 5 4,92 5.26 5.16 4.82 5.21
2ps 3 3.06 2.88 o 3.03 3.39
2p6 5 4.99 5.11 5.41 4.87 5.01
2pq 3 2.96 3.17 2.77 3.04 3.02
2pg 5 5.20 4.55 4.56 4.71 4.46
2bg 7 6.91 7.49 6.33
210 3 3.04 2.74 2.73 2.65 2.76
Sums 36 36.00 29.00* 26.00* 36.00 36.00
s levels 2dg +1 DS S ) ~ 3% (2an+1)

1s, 9 9.26 9.47 10.42 8.83 10.42
1s3 3 3.01 2.85 3.47 3.31 3.34
1sy 9 8.89 9.19 o 8.55 8.79
1s; 15 14.84 s 15.31 13.45
Sums 36 36.00 ce ce 36.00 36.00

2partial sums for the transitions covered by the measurements.
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TABLE IV. Average values of the radial transition inte-
grals ¢® for transitions starting at the indicated levels. For
convenience of comparison, the data of Bengtson, Doherty,
and Nodwell ef al. are normalized to our value for the
2p, level.

Upper- Bengtson
level Coulomb and Nodwell
Paschen approxi- This Miller Doherty et al.

notation mation [10] expt. I (Ref. 20) (Ref. 5) (Ref. 18)

2p4 6.2 7.1 7.1 7.1 7.1
20, 6.5 6.4 7.1 7.4 6.3
2p5 6.3 6.5 6.3 6.8 7.0
%, 6.5 6.5 6.7 6.5 6.6
25 6.5 6.8 6.8 6.0
26 6.5 6.6 7.0 6.5 6.4
%1 6.4 6.6 6.0 6.8 6.5
2bg 6.5 6.9 5.9 6.3 5.6
2y 6.4 6.6 7.2 .
210 6.5 6.7 5.9 5.9 5.6

line-strength value of Table II). It is seen that our
measurements give excellent agreement with the
Coulomb approximation throughout the array. On
the other hand, a trend toward smaller values with
increasing » of the 2p, levels is noticed in the data
of Bengtson and Miller and Nodwell ef al. Some
possible explanations for the occurrence of such
trends will be discussed later.

As another major test one may check how our
relative transition probability sums for the vari-
ous p levels compare with the accurate lifetimes
measured by Bennett and Kindlmann. 17 The life-
times for the p levels are related to the transition
probabilities by

Tp": 1/ Em A(st P,,) 5 (7)

where the summation extends over all s levels for
which transitions to the p levels are allowed.
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In Table V, our measured transition-probability
sums, i.e., the inverse lifetimes, as well as those
from the other recent emission measurements,
are compared with the data obtained directly by
Bennett and Kindlmann, 7 Klose, ® Denis, !! Bakos, 12
and Osherovich et al. ** from their lifetime mea-
surements. We are again primarily concerned
with the relative distribution of the data over the
various p levels, not with the absolute scale. The
following was observed. (i) Our values maintain
excellent agreement with Bennett and Kindlmann'”
throughout all ten p levels. This is quite signifi-
cant since Bennett’s transition-probability sums
for the p levels are all independently measured,
while our transition-probability sums are inter-
connected through a common temperature value.
(ii) A very closely agreeing set of inverse life-
times is obtained if the radial transition integrals
from the Coulomb approximation, '° averaged for
each group of transitions starting from a given
p level, are used to normalize our respective rel-
ative values. In this case our data are used only
for each group of lines starting from a given p lev-
el, while the connection between different p levels
is done by the Coulomb approximation. (iii)
Against the excellent agreement of these three sets
of data, all other available numbers show appre-
ciably greater scatter and, partly, also a system-
atically different behavior.

In Fig. 1 we have illustrated this situation graph-
ically. In addition to the numbers from the Cou-
lomb approximation, 10 trom Bennett and Kindl-
mann, " and from our work, we have selected the
numbers of Klose® and Doher’cy5 as they are the
best of the other lifetime and emission measure-
ments. (This selection is necessary in order not
to overload the graph.) It is seen that Klose’s and
Doherty’s data show significantly larger irregular-

TABLE V. Comparison of transition-probability sums [107 sec-!],

Lifetime experiments Emission experiments Theory
Bakos Osherovich Bengtson Coulomb
Bennett Denis and and and Nodwell approxi-
Upper  This et al. Klose et al. Szigeti Verolainen Miller et al. Doherty mation
level expt. (Ref. 17) (Ref. 8) (Ref. 11) (Ref. 12) (Ref. 14) (Ref. 20) (Ref. 18) (Ref. 5) (Ref. 10)
2p4 7.15 6.95 6.80 6.92 6.76 7.1 7.06% 7.06% 7.06% 6.65
2P, 5.19 5.32 5.95 5.07 2.2 5.0 5.82 ce 5.97 5.59
2p3 5.86 5.69 4.29 3.94 .3.55 5.5 5.712 6.22% 6.1% 6.04
2py 5,22 5.23 4.47 3.81 3.56 4.2 5.27 5.11 5.11 5.48
2ps 5.13 5.02 5.30 5.35 3.82 4.4 5.14% e 5.04% 5.21
2p¢ 5.01 5.07 4,55 3.46 4.55 4.8 5.18 4.65 4.86 5.20
2pq 5.02 5.03 4.93 4.95 .. 4.5 e s 5.19
2pg 5.10 5.04 4.12 3.60 3.52 4.0 4,31 o 4.59 5.08
2phy 5.06 5.15 4,44 3.28 5.13 4.2 5.4 5.24
2P0 3.78 4,04 3.65 2.33 s 3.8 3.28? 3.27% 3.96

2Contribution of weak line of order 1% is missing.
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ities. All the remaining data exhibit scatter which
is still larger than that for the presented work (as
may be seen from Table V).

All the data sets show an irregular trend towards
smaller transition-probability sums with increas-
ing index of the p levels. This is readily under-
stood on the following grounds: Since ¢?, and there-
fore the line strengths, are approximately con-
stant within the array (Table IV), the transition
probability is essentially inversely proportional to
2 [see Eq. (2)]. The approximate mean wave-
lengths for the transitions from the various p lev-
els are shown on the bottom of Fig. 1, and it is
seen that they increase in the same irregular fash-
ion with the numbers of the p levels as Y} Ade-
creases.

Table V shows also that a somewhat more pro-
nounced trend is noticeable in the data of Denis
et al., Bengtson and Miller, and Nodwell ¢t al.,
which implies a systematic variation in ¢®. This
has already been encountered in connection with
the data listed in Table III. Such a trend, for the
emission experiments, could be caused by system-
atic errors in the temperature determination and
the spectral intensity calibration, since the exci-
tation energies as well as the wavelengths vary
sufficiently within the transition array to possibly
cause a trend of this magnitude. Also, self-ab-
sorption effects could be responsible, because the
lines associated with the higher-index p levels are
of increasingly stronger intensity, i.e., they pos-
sess the largest g,4,; values. This latter effect

of “radiative imprisonment” could, of course, also
be present in the lifetime experiments. We have
generally found in the papers of the above-men-
tioned authors that they have made checks on self-
absorption. However, small effects of the magni-
tude required to explain the trends could go unde-
tected. Bakos and Szigeti'® have apparently ob-
served the radiative imprisonment effects quite
clearly, since they find shorter lifetimes with de-
creasing pressure.

CONCLUSIONS

We have measured the relative transition prob-
abilities of all lines of the Ne 1 3s-3p array and
have combined our individual values with the ab-
solute transition-probability sums determined
from the accurate lifetime experiment of Bennett
and Kindlmann'” to present a new set of accurate
transition probabilities (Table I, this expt. I). We
have subjected our results, as well as earlier
emission experiments, to several spectroscopic
tests which indicate a much higher degree of con-
sistency in our data than in any of the others.
Based principally on these checks, as well as our
experimental-error analysis and the error esti-
mates by Bennett and Kindlmann, we expect the
new set of transition probabilities to be accurate
to within 10%, except for the very weak lines,
where it should be 15%.
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ment.
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