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Virtually all measurable properties of a classical fluid may be determined from the expec-
tation value of the phase-space density operator f(¥H¢) =52, 6(F~F*(¢)) 6(5F —P *(¢)), and
the phase-space density correlation function {f(¥p¢) f(¥'D B t'N = F(EDD) (f(*"” t')), a
matrix with indices (¥Pt). Systematic procedures for approximating this matrix, unhindered
by secular effects, are always based on approximations to its inverse. For a weakly coupled
fluid, the inverse can be expanded in powers of A, the ratio of potential to kinetic energy.
The leading term in this expansion gives rise to a Vlasov equation for the phase-space cor-
relation function. The next term is the first that includes collisions, and results in relaxa-
tion towards equilibrium. This paper is concerned with the detailed study of the resulting
fundamental nontrivial approximation. It is not Markovian and is perfectly reversible. Al-
though the approximation is complicated, it is tractable analytically in various limits, and
numerically for all wavelengths and frequencies. In this paper, only the behavior in certain
limits is evaluated. Particular attention is directed toward its contractions — the density
correlation function, which is measured by inelastic neutron and light scattering, and the
momentum correlation function. Calculation of the former at long wavelengths corroborates
the Landau-Placzek expression for light scattering, and therefore demonstrates that the ki~
netic equation predicts hydrodynamic behavior at long times. Since the correlation function
is correct to order 7&2, it has, in contrast to a solut1on to the Boltzmann equation, the correct
long-wavelength velocity of sound ct=(dp/dmn)g %2 paT/m. 1t also predicts different trans~
port coefficients than those deduced from a Boltzman equation. These include a nonvanish-~
ing bulk viscosity. The transport coefficients reduce to those derived from the Boltzmann
equation at low densities. Some aspects of the short-time behavior are also discussed.

I. INTRODUCTION correlations for an arbitrary state requires a
specification of the initial conditions of all prod-
ucts (f(rpt)--+), since they are all necessary to
characterize an arbitrary state. It has been rec-
ognized for some time, however, that an important
class of problems can be understood from a knowl-
FEDPH=246F - F ) 6@ - p(1), edge of (f(FP ) f(F'P't' )e, in an equilibrium
ensemble. In particular, because of the connec-
tion between fluctuations and linear response, the
equilibrium fluctuation function

The measurable properties of a system of clas-
sical spinless particles are properties which can
be constructed from observables formed from the
field

in which @ extends over all the indistinguishable
particles in the system. Thus, a study of the dy-
namics of such a system is an investigation of

FEPL),(fEDOfE'P' 1), etc. Fundamentally, SE-7',t-t";8P) =((fEP) - S ED))ay)
the equation which governs these products is the

Liouville equation, and the determination of these x(f (*,*, SRRV (-»/-—: ) eu)>eu
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gives the time dependence of { f (£ P ¢))yoneq fOr any
state that is only slightly displaced from equilib-
rium. An important special case, namely,
(nE ) n@t" ) og—n2= [ap [dp’ SG-F,1-t";pD)
(1.2)
contains all the information measured in neutron
and light scattering experiments. For long times
and large distances, the density correlation func-
tion will give results in agreement with linearized
hydrodynamics if linearized hydrodynamics is
correct. It will also give the values of the thermo-
dynamic properties and transport coefficients.

Because the fluctuation functionS® ~T/,¢ —¢'; pp’)
contains such a wealth of information, calculating
it for arbitrary distances and times is bound to
present problems. To our knowledge, this prob-
lem is so difficult that it has only been systemat-
ically attacked in the quantum-mechanical case, !
where other properties are normally in question.
We wish to describe here a study of the simplest
nontrivial equation for this function — an equation
which determines it in a weakly interacting clas-
sical system. By a weakly interacting system
we mean a fluid in which the interparticle poten-
tial v is short ranged, nonsingular, and much
smaller in magnitude than 2, 7=8",

Before discussing the equation specifically, let
us note some of its essential properties. At short
times, the equation must be completely reversible.
A Taylor series for the time development must
have coefficients which depend on instantaneous
equilibrium properties. Conversely, at long times,
we expect it to make predictions similar to those
of a Boltzmann equation. However, it should
remedy the defects in that equation. In order to
predict transport coefficients, it is necessary to
retain terms of order X (where A =8v) in a colli-
sion operator. But, if hydrodynamics is correct,
the correct collision operator to order X should
yield a sound velocity that agrees with the thermo-
dynamic expression (dp/dmn),=c?. That velocity
c? differs from § k5 T/m by terms of order A and
X2, In addition, to order X, the energy density
and pressure of the fluid have potential, not just
kinetic contributions. These corrections are lost
if the system is studied in the unnatural limit which
leads to a Boltzmann equation and which has previ-
ously been discussed in the literature — the uni-
form (%—0) limit in which we have A =0, /-« such
that 2*¢ remains constant. Our approximation is
an approximation for the inverse correlation func-
tion. It involves only the parameter A, and it is
therefore valid for arbitrary frequency w and wave

number 2. Our results reduce to the previously
calculated uniform long-time weak-coupling?® re-
sults only when the density is low. They deviate
in a way which makes the Bogoliubov hypothesis
about a succession of relaxation times seem quite
unlikely,

While our results are systematic and instructive,
they have not yet been applied to a real fluid. We
have not included strong repulsions. If a low-
density hard-core gas were studied and the weak
attraction handled by the techniques we have out-
lined, we would have a systematic procedure for
finding the correlation functions for real fluids.

At the present time, that problem has not been
treated, but we believe we know how to handle it.
The modifications for plasmas are straightforward.

After writing down the equation of motion for
S(F-7", t-t"; pp’) which forms the basis of our
discussion, and explaining our weak-coupling ap-
proximation, we shall concentrate on showing that
the equation has those features which we know it
must have. Thus, in Sec. II we shall discuss
certain symmetries, including the symmetry under
time reversal, and a positivity property which
guarantees the dynamical stability of the system.
We shall also find that the sum rules are consis-
tently fulfilled so that the short-time behavior is
correctly rendered. Little is known about the re-
quired behavior at intermediate times, except for
the conservation laws which we shall discuss in
Sec. III. At long times and for slow spatial varia-
tions, linearized hydrodynamics is expected to take
over, and we will show that this “contraction of the
description” is correctly given, both for transverse
(Sec. V) and longitudinal (Sec. VI) modes. We be-
lieve ours to be the first consistent microscopic
evaluation of the linearized hydrodynamic character
of a physical distribution function in a well-defined
(but admittedly simple) physical system.

The fundamental quantity in our discussion is the
complex fluctuation function

= e [ dw S'(Ew;ET)
stke; E8)=[ g =02, (1.3)
which is analytic for Imz# 0. For z in the upper
half-plane, it is the Laplace transform of S(kt;£ £):

Stkz;EE) =i ["at et s t;EE"). (1.4)
We shall use dimensionless momentum variables
E=p/mv, with vi=(mp)™,

where m is the particle mass and v, is the thermal
velocity. S(Kz;£%’) has been scaled so that the
complex density-density fluctuation function is
given by

g (€D = [dE [dE' S(kz;EE"), (1. 5)
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and the momentum density fluctuation function is
given by
s(kz;EE").
(1.6)

Of course, a direct expansmn of S(kz) in powers
of the weak-pair potential v(k) is inadmissible and
leads to unphysical divergences. To avoid these
divergences and take proper account of the secu-
lar effects of collisions, we have introduced a
quantity denoted by z(kz). In transport-theory
language, =(kz) is the memory function for the
one-particle distribution function; in field theory,
it would be called the mass operator associated
with § (kz).

The basic equation of motion is

(o= vy D) 8 (Re; FE') - BkesE )R E )
=- 8%k;E T, (1.7

In this equatlon and throughout the paper, an
integration f dg over barred variables is implied.
While there is at present no practical method
to calculate =(kz) in general, it is not difficult to
obtain it as a power series in the potential and S,

or in a more primitive form, as a power series

in the potential and the free-particle correlation
function. In this paper, we shall be concerned with
the approximate Z that results from carrying out
the latter expansion to second order in the poten-
tial. This approximation gives

(Kz; EE)=29(kE)+29(kz; EE) (1. 82)
ZO(KE) =-nc(Rvok-£ ¢ () , (1.8b)

zO(RzE) ¢ €)=~

g1, (e) = mog)? [dE [aE' &

EI A 8@ BoE-F)
vo(k-k)* g+voﬁ'§—z

o ¢(£ o &)
(1. 8c)
vo(k k) $+v0k g'—z
where J'dl_{'/(ZTr is implied, and 8=V, 3; n is the
particle density,
- 2

¢ (£)=(2m)¥2e=¢12 (1.9)
is the Maxwellian velocity distribution, and

v(K)=[ ¥ e= 1%y (7) | (1.10)

= (k £) accounts for the mean field on one parti-
cle due to all the others. It has the form of the
linearized Vlasov operator, but with —Bv(¥) re-
placed by the direct correlation function ¢ (). To

order v%, ¢ (%) is given by
c(®=-Bo@+3[Bv@F. (1.11)

The correct initial condition, the equal-time cor-

relation function, occurs on the right-hand side of

(1.7) as

SO (K EEN=n (6 (E)0(E-E)+ ¢ BVnn (k) (E)] .
(1.12)

The function % (E) is the spatial transform of 7 (%)
and % (¥) + 1=g (¥) is the pair correlation function.
The transforms of # (¥) and c (¥) are related by

h(k)=c (K)/[1-nc(K)] . (1.13)

If we were to omit = (Ez) and use the proper

c (E), we would have a collisionless equation for

S (kz) that is correct at very short times. This
approximation has been suggested by many authors,
and used by Nelkin and Ranganathan® to interpret
collisionless “sound” data in liquid lead.

The influence of collisions and their “memory”
effects is contained in its most primitive form in
2@ (kz). Essentially the same second-order
result (1. 8) has been independently obtained by
Akcasu and Duderstadt® on the basis of Mori’s
Langevin-equation formalism. ® Our own deriva-
tion is based on a different and more systematic
scheme, which will be described elsewhere. How-
ever, the reader can simply obtain = (kz) by
calculating S (kz) itself to second order which is
trivial, and then solving Eq. (1.7) for = (kz).

Equations (1.7) and (1. 8) constitute our weak-
coupling approximation. The only parameter
assumed small is Bv. Thus, the approximation
should apply for all values of 2 and w (or space and
time differences), provided that the potential is
weak enough that terms of order (8v)%in = (kz) can
be neglected.

In the Markovian limit of very small % and z,

e (kz) reduces to the linearized Fokker-Planck
operator —iK derived in the standard weak-cou-
pling theory” of many-body systems. In that limit,
we have

- >

llmE‘c’(k w+i€EE)=
¢

KEE) ¢ (E)=v0,8][6(F)6E-1)
xw; E-5¢E)-0 B o, E-F)eE)],

~iK(EE) | (1.14)

(1.15)
where
] (E):aiaj |E’ (1.18)
and
v=(nve/8m) [ dk #* [Bo(i) (1.17)
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is an effective relaxation frequency. K (EE') can
also be obtained from the linearized Boltzmann
operator if we use the collision cross section to
order v%. Note that the limit in (1. 14) does not
depend on the order in which it is performed.

II. SOME GENERAL PROPERTIES OF S AND X

We first summarize some general properties of
S (kz 55 ) : symmetries, sum rules, and a posi-
t1v1£y c_pg(htlon connected with stability. Since
S(kz; £¢&') is uniquely determined by Eq. (1.7)once
the mass operator is known, = (kz;£#) has to ex-
hibit corresponding symmetries. We shall see that
our approximate Z(kz) satisfies these requirements.

A. Symmetries

For a system invariant under translations, rota-
tions, parity, and time reversal, it is easy to show
that S’ (kw; £ ) is '

(a) real;

(b) even under k, w - -k, - w;

(c) symmetric with respect to E—E';

(d) invariant under rotations-reflections.
Rotational invariance implies that S’ (kw; £ £') de-
pends only on the s1x scalar combmatlons of the
three vectors E, 5’ and k. For S(kz ’g’& ), the first
two properties imply that

S (kz;EE) == (-k-2;EE) =[5 (kz")]" .
It is not difficult to show that the equation of motion
(1.7) guarantees these symmetries whenever

(2.1)

(2.2)

$© (kz;)= =29 (=K, -2;)=[2@ (kz*;)]", (2.3)

39 (ke; T 0 @=29 (k58 D)o @),  (2.9)
and =9 is invariant under spatial rotations-reflec-
tions. All of these conditions are met by the second-
order mass operator of (1.8c). In particular, we
remark that Eq. (1.7) is completely reversible
with the kernel (1. 8).

B. Sum Rules

Frequency moment analysis provides a useful
tool in the study of correlation functions. It has
been employed by many authors to determine
parameters in model theories. Since the frequen-
cy moments of S’ (kw) are the coefficients in a
Taylor series for the time development, they de-
termine the dynamics for short-time differences.
The first few moments are

/m g—;—" S (Rw; £8)=no ()6 (E-¥)
oGt (D¢ (E),

-

[52 o5 G ) mok-Fo @8 E-T),

(2. 5a)

(2. 5b)

D. FORSTER AND

P. C. MARTIN 2
dw 2¢r (1 T 2
o7 O (ks EE)=nfv,K-ET ¢ (D) 6 (- F)
+0¥/m) [ dFg(F)V,V,v (F)
%00, 00 E-1)-6/m) [ a¥ 5@
xcos(k-F)V,V;0 (¥)9,8, ¢ () ¢ (F).
(2. 5¢)

The well-known sum rule for density fluctuations
is a special case. We recover it by integrating
(2. 5¢c) over momenta. The sum rules for S’ (kw)
are also the coefficients in an asymptotic expansion
of S(kz) for large z, since we have
S(ﬁz;?g’;): ) Z—(n+1)f ‘;(7’: oS (Ew;gz’) .
n=0 -0 (2 6)
Inserting this expansion into Eq. (1.7) and com-
paring term by term, we derive two conditions on
the asymptotic behavior of T (kK'z); the first states
lim 3(kz; £8)=29 (kf) | (2.7

2=
as given in (1. 8b) ; the second states

-

Yo (E)=tu/m) [ dF g (F)V,V,0 (F)

lim 23 (Kz3 £

g0

9,0 ()6 (E-F) - 0/m) [ aF cos(k - 7)
x [gEW; V,0(F) +m¥; Ve (F)] 8, 0,0 () ¢ (E").

(2.8)

The approximate ‘¢ of (1.8c) fulfills this sum
rule to order v% and thus guarantees (2. 5c) to at
least the same order.

C. Positivity

The collision operator = (kz) of (1.8c) is ana-

lytic in z for Imz # 0, and vanishes asz —~®. There-
fore, we can write it in spectral form as
- dw T'(kw)
Z(c) - Gw 2 \nw,
(kz) f21r w-z ’ (2.9)
where
(mvol’T (kew; E8) ¢ (&) = 207 [v* @) k- k-7 ¢ (F)
x6 E=F) 6(w=0o (k~K)- -0k £ )¢ ()
+v (k-K) v (k) k0 (k-k) -7 ¢ (F)

%6 (w—vp (k-K) E=vo K F) 6 ()], (2.10)

In addition, we observe that T is positive (semi)
definite in the sense that
[t faE gt (BT (ko3 EE) ¢ EN 0 E)

=@| T (kw)|4) =0 (2.11)



2 KINETIC THEORY OF WEAKLY COUPLED FLUID

for arbitrary functions . We have used a bracket
notation for integrals in momentum space which is
obvious for (2.11), and explained in some detail in
Sec. 1IV.

For arbitrary k, w the only eigenfunction of T'
with zero eigenvalue is »(£)=1. As we let k—~0,
three more “invariant” eigenfunctions appear,
namely, Ei, i=1, 2, and 3. Finally, if we also let
w-0, we_obtain o (£)= £2 as a fifth solution. In this
limit, T (kw) reduces to the kinetic operator K, and
the five invariant eigenfunctions 1, E, £2 reflect the
conservation of mass, momentum, and (kinetic)
energy. All other eigenvalues of K are positive.

In the upper-half of the complex z plane, the
imaginary part of -2 (kz) is positive, that is,

($|-Im = (kz)[4)> 0, if Imz > 0. (2.12)

In the lower-half z plane, it is negative.

The positivity of I is connected with the dynami-
cal stability of the system. Together with Eqgs.
(1.7) and (1.8), Eq. (2.12) guarantees the required
positivity of S’ (kw), that is

JdE [aE' v* (®)s(o; EE) 0 (E)20.
One consequence of (2.13) is
lim [~ 2g,&2)]=n(1+ 70 ®&)=n(l - nc®)120.
e (2.14)

(2.13)

The exact direct correlation function 1-nc (E) is
automatically positive. For our approximate
theory, however, c(7) is given by Eq. (1.11), and
1-nc (k) does not necessarily come out positive. To
resolve the apparent inconsistency, we recall the
analytic properties of S(kz) used in deviving (2. 14)
from (2.12). Equation (1.3) can be employed only
if g,, (k2) is analytic apart from a branch cut onthe
real z axis. But the condition for this analyticity
is

1-nc (k)= 0. (2.15)

As soon as 1-nc (k) becomes negative for some &,
a pair of conjugate poles in g, (kz) appears on the
imaginary axis, indicating the breakdown of our
approximation. For temperatures so high that

Bv <1, (2.15) must be true, and we may expect
our approximation to be adequate.

The appearance of poles in g, (ﬁz) signals an
instability in the system with a clear physical
meaning, although the poles may not be the leading
singularities in the rigorous correlation function.
We do not wish to pursue the reason for this subtle
reservation here. Suffice it to say that the
poles or instabilities are symptomatic of phase
transitions. More specifically, the appearance of
the poles signals that the approximate spatially
uniform solution is certainly unstable to infinitesi-
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mal disturbances tending to separate it into a two-
phase system. When the poles emerge at 2=0, they
indicate that the system is unstable to formation of
a liquid-gas two-phase system; when they appear
for 2+ 0, they indicate an instability to formation
of a spatially inhomogeneous system, i.e., to some
sort of solid with lattice spacing ~ %=1

Moreover, we note that it is only the value of the
direct correlation function ¢(k), not the dynamical
operator =9 itself, which causes the possible
appearance of forbidden poles in g, (T{z). Indeed,
we might attempt to improve the theory by usingthe
correct static c(E) instead of its approximate form
(1.11). Then 1-nc (k) is greater or equal to zero
for all 2, and poles never appear. While no longer
systematic, this procedure has been successfully
utilized by Nelkin and Ranganathan to explain the
excitations in liquid lead.

III. CONSERVATION LAWS

The conservation laws are among the most fun-
damental properties of a many-particle system,
severely limiting the possible modes by which
disturbances decay. Indeed, heat conduction and
other transport processes are only defined in con-
serving systems. Deviations in the conserved
densities brought about by some local disturbance,
cannot disappear locally; they must spread slowly
throughout the system.

Let us demonstrate that the equation of motion
(1.7) leads to conservation of particle number,
momentum, and energy.

The conserved operator densities are given in
terms off(?zt) by

oy (Ft) = [ dE f (FEL) (3.1a)
Bop (F1) =mu, [ dE Ef (FED) , (3.1b)
€., () =smo} [ dE £2f (FEr)

+3 fdtv F-Fny, Fng, F) . (3.1c)

They satisfy the equations

9 g, (Tt
é—t-nop(f't)+v-g-“%—l=0, (3.2a)
o (1) + §°%,, (1) =0, (3. 20)
9 - = = .
57 €o» (Ft)+V-jei, Ft) =0, (3. 2¢)

In terms of f(F&t), the stress tensor Top (TF) is

—~

Top (1), =mod [dEE,E,f (FEt) —% f dr —i-i————FS d:i’;)
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1
xf ds ngy (? —3T(s = 1), t)n(F - LT (s+1),£).
0
(3.2d)
The energy current If,,(?t) may be expressed in a
similar fashion. The microscopic equations (3.2)
imply conservation laws for correlation functions
like

nE=1", t=1"58")= (15, (F1) = (1 (F1eq)

- <f(f’£ ,t,»eq))eq .

(3.3)
For simplicity, we shall call contracted correla-
tion functions like n (¥f; E’ ) the “density, ” etc. The

Laplace transform of these functions [with the con-
vention (1. 4)] yields conservation laws in the form

an(z;E) - (1/m)k- & (kz;E)=-n(kE'), (3.4a)

< (fEE2)

- - -

2gi(kz; ) —ky iy (k23 E)=—gi (KE), (3. 4b)
(3. 4c)

The equal-time (thermodynamic) correlation func-
tions occur on the right-hand side of these equa-
tions as initial conditions.

We first consider the “kinetic” approximation,
replacing & (kz FE)in (1.7) by —iK (£& ), and
omitting the interaction term on the right-hand
side:

ze (kz3 &) -k 3¢ (kz; E)=—e (KE).

(z = vok-B)S (ke;EE) +ik (T)S (k23T E)

=—no @6 (E-F). (3. 5)
Conservation of particle number momentum, and
(kinetic) energy then follow from the identities

[dE {1, 3K (EE)=0. (3. 6)

These identities, previously noted after Eq. (2.11),
are also easily verified directly.

The conserved “densities” for the kinetic equa-
tion are

n(kz; &) :deS(EZ;EE’) , (3.7a)
g (Rz;E) =mo, [ dE ES(kz;EF) ,  (3.70)
i (kz; ) = dm o} [dE €25 (k23 EE) , (3.7¢)

and the (kinetic) “stress tensor” and “energy” cur-
rents are

1 ,S(EZ;EE') (3.17d)

b

k“‘(kz )= mv%fd

E kln(kZE ) mvovo fd€ gs S(kz sgl) (3. 76)

For the full-mass operator Z (kz; E £’ ), the ver-
ification of the conservation laws is more compli-
cated. To prove them, we return to the equation
of motion (1.8), or

)

(e ~vok-£)S(kz;E8) - 29 (kB (ke )
~2@ (ka3 EE)S (ke B F)
=-n[¢ @0 E-F)+nn(®) o () oF)] .
(3.8)

A. Conservation of Particle Number

Particle conservation is sti]l easﬂy verified.
From the explicit form of T (kz E¥)in Egs.
(1.8b) and (1. 8c), we see that

JaE 2@ (k¥)=[at 2 (kz;E8)=0. (3.9)
Integrating Eq. (3.8) over , we obtain the conser-
vation law (3.4a), with

n (T{E’)zn(l +nh (Ti)) o F).

This is the correct initial value. Of course, inour
approximation, % (k) is given by (1.13), with ¢(k)
to second order in v.

(3.10)

B. Conservation of Momentum

From Egs. (1.8b) and (1. 8c), we find

[ dE £,29 (k&)= -nc (K) vk, (3.11)
(moe)? [ dE £, 2@ (kz;E8) o (F)
= —nv (®)[o (K-%) (B, - k) -v (D)%)
% RIGEIG) (3.12)

0o (k=K)- ¥ +v,k-F ~

Because the total momentum is conserved, both gf
these expressions vanish as B~ 0. Assuming v (k)
is differentiable, we can extract an explicit factor
of k; from (8.12) and write

v (k-K)E -k —v (R) k=7, (kk)k; ,
with

- -

Vi (kk)=-

(3.13)

Fo] 1 > - -
o J, ds v(k-sk) (k- sk,).

Note that 9, is symmetric in ¢—j. Multiplying Eq.
(3.8) by mvy¢; and integrating, we obtain the mo-
mentum conservation law in the form (3.4b), with
the correct initial condition

& (r{?)=nmvo§’,¢(g') . (3. 14)
The “stress tensor” can be written
iy (k2 B)=mod [ dE (£, £ -ne (K)5,,
+Ty (kz; )18 (ka3 BE) (3.15)

with

-

T, kez; %) o () = - n/m2dv L:;)'q';,, (k%)



)

ary

-
*9 ==

vo (k- k) £+vok E-z

From (3. 1d), it is clear that in order to calcu-
late the “stress tensor,” we have to know, not
only the two-particle function S (kz; ££¢'), but the
corresponding three-particle functxon In the con-
text of a closed equation for S (kz iF ), this de-
pendence is incorporated in the operator T,,(kz,z),
which depends explicitly on # and z. In agreement
with general principles, it transforms as a sym-
metric tensor under spatial rotations. I we
replace S (kz) in (3.15) by its free-particle limit
S0 (kz), we obtain the “stress tensor” correct to
order v2.

The function T, (Ez;g) remains finite (and is
real) as k-0, z—~i€:

lim T;, (kie; £) =T, ()
k=0

(3.186)

Wb

X

-

=30 [(3-0)-5) {E-D.E-D/NE-FI?
—a,,lnlE—?l}qbé) , (3.17)
where
=n [dF [0 ®)F - (3.18)

This term and the second term in (3. 15) give
correlational contributions to the limiting value of
7;;. Their absence from the kinetic equation (3. 5)
indicates that the latter is deficient even in the
long-time large -distance limit. I we began by
replacing 2(kz) by its limit —iK, we would omit
terms of the same order in k, z as the streaming
term z—vok-z — terms which must be retained in
the hydrodynamic limit. We shall see later that
even those terms of second order in &, z in
= (kz) contribute to the transport coefficients.

C. Conservation of Energy

The “kinetic energy” is given by Eq. (3.7) in
terms of the two-particle function S (kz). In gen-
eral, the “potential energy” is obtained from the
corresponding three-particle function for which we
have no equation. Nevertheless, we can use Eq.
(1.7) to derive a conservation law, and to infer an
expression for the “potential energy” in terms of
S (kz) itself.

From (3. 6) and (1.14), we expect that
f dE £25© (Ez;EE'):—zE (Ez;z’)+voﬁ'35 (kz;%9

3

(3.19)

where the functions E(f(z;?) and EE(EZ; E') have

finite limits as £~ 0 and z~4€. Indeed, with the
approximate »‘°’ of (1.8c), the limits are readily
calculated :
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-

_E@-6aG-D-om(F-TNe @),
—re@) =3a(3-Des0,m (E-To (), (.21

(3.20)

with @ given by (3.18). Equation (3.19) implies a
conservation law of the form

-

2€(kz;E) -k 3 (kz;8")

= L umog (&2 + 3nh (E)) o E), (3.22)
with
E(kz;¥) =imod [ dE[£2+E(kz;E)]S (kg EEY),
(3.23a)
JeGkz;£) =tmod [ aE[Ee2+3(Ra;E7)]S (ke EY) .
(8. 23b)

For our purposes, it will be sufficient to show
that Eq. (3.19) is correct and implies a fifth con-
servation law (3.22) whether or not the quantity €
is the “energy density.” Indeed, the right-hand
side of (3.22) is the equal-time correlation function
of the kinetic, not the total, “energy density.”
However, at equal times, the potential “energy
density” takes the form

et (kE)=E(k)¢ E) ,

and to order v? is

(3.24)

B (k) =4 nmod[(Bv (k) - Bo (k =K)v (K))

+(same at £=0)]. (3.25)

Therefore, with the aid of (3.4a), we see that
€(§z;z')=%mv§ [ ag [$2+E(E)+E(EZ§E)]

xS(kz;E£7) (3.26)
fulfills the conservation law (3.4c) and has the cor-
rect initial | condition to order v%. Equation (3.19)
defines E (kz £ ) uniquely only at k=0. However,
if we choose

->

E(kz;8)0 )= 7y v () v(k k) +0 ()

s®0®)
’Uo(i—k) g“*"l)g_ 5_

which is compatible with (1.8c) and (3.19), we can
show that €(kz; %) is the total “energy density” to
order »®

This concludes our discussion of the conserva-
tion laws. To summarize, we have shown that the
approximations (1.8b) and (1. 8c) for the mass oper-
ator conserve particle number, momentum, and
energy. Moreover, the conservation laws have
been written in differential form, in terms of well-
defined currents defined in terms of S (kz).

x k-0 . (3.27)
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have found that the stress tensor, the energy, and
the energy current each contained terms not pres-
ent in the kinetic equation, but nonetheless persis-
tent in the long-time large-distance limit.

IV. HYDRODYNAMICAL LIMIT

In the remainder of this paper, we will examine
the behavior of the system for long times and large
distances, or equivalently for small wave numbers
k and frequencies z. In this limit, we expect the
familiar hydrodynamical “contraction” of the de-
scription to occur. The dynamics should be domi-
nated by the five conservation laws, and the complex
equations of motion (1.7) and (1. 8) should reduce
to a much simpler set of five partial differential
equations, the Navier-Stokes equations of fluid
dynamics. Let us examine whether this expecta-
tion is borne out. The connection between the
linearized Navier-Stokes equations and the corre-
lation functions in the hydrodynamical limit has
been investigated® in great detail. The simplest
function is the one that describes transverse mo-
mentum density fluctuations. It is defined by
separating g;; into longitudinal and transverse
parts:

- kik - . -
iy (k2) =B gy oo+ (b -5 (o)

The diffusive behavior of shear is exhibited in

. 2
gt(kz):—'Z"L__% (m0q) ; Imz>0

z +ik*n/mn (4.2)

by a pole in the lower-half of the complex z plane,
whose imaginary part is proportional to the shear
viscosity 7.

The longitudinal part is more complicated. It
is convenient to write g; in terms of the density-
density fluctuation function to which it is simply
related by particle conservation. The result is®

- - 2 a—n>
& (kK 2)= —mnuvg (ap A

y (1 —-c,/Cy

z+ik*Dy  c,

H

L CuZ +ik?[ T+Dy(cy —-C,,)/c,,])
22~c2R%+izk® T
(4.3)

where c, and ¢, are the specific heats at constant
pressure and volume,

T (8S T /3S
mncy =7 (57), , mnc,,=‘—/(ﬁ)ﬂ ; (4.4)
¢ is the isentropic sound velocity,
czz(i) “Co (—3&) ; (4.5)
amn Jg ¢, 9mn/r

and the damping constants are given by
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4
pp=— , p-Gn:8) +DT(£L1> (4.6)
mn Co

mnc, ’
in terms of the heat conductivity k, and the shear
and bulk viscosities 77 and ¢.

Similar expressions can be written for the other
correlation functions. We shall be satisfied with
calculating g;;, or g; and g,,, since all relevant
transport and thermodynamic coefficients can be
identified from them.

We shall examine the functions g,, and g; as they
emerge from the general equations of motion (1.7)
and (1.8), and show that in the hydrodynamical
limit, they reduce to the form given above. The
comparison will serve to identify the thermody-
namic and transport coefficients in terms of the
interparticle potential. This calculation is tanta-
mount to the computation of transport coefficients
from Kubo-type formulas.

Finally, let us remark on the implications of
this derivation. In addition to the conservation
laws, there are two basic assumptions that enter
the equations of fluid dynamics. (a) The hypothesis
of local equilibrium: The system is assumed to be
completely described by local values of the thermo-
dynamic variables, and the various local variables
are related by thermodynamic identities. (b) The
constitutive relations: The fluxes of conserved
quantities are proportional to the gradients of the
local variables.

The first of these is a statement about the un-
importance of other variables at sufficiently long
wavelengths and times. It has previously been
verified by general arguments which assume no
hidden constants of the motion. The second is a
statement about the differentiability of the fluxes
with wave number. Our derivation shows how both
of these conditions are met for the collision operator
given by Eq. (1.8c). Whether the assumptions we
have made add credence to the arguments of ergo-
dicity and differentiability is a matter for the reader
to decide. Clearly, our arguments are not rigor-
ous, but it is difficult to see what would cause them
to fail. Of course the same might be said for the
general arguments®® given earlier.

Before proceeding, let us introduce a few defi-
nitions. It will be convenient to use a bracket nota-
tion for integrals in momentum space, We denote
the scalar product of two functions ¢ (£), ¥ (£), by

(oloy=fdE o*E o O v @) . (4.7a)

This product has the usual propertigg. We also
define the “matrix elements” of M (£ £') by

(p|M|py=fdE [ dt" o* DMEE) o ENE) .
(4.7b)
Since the Fokker-Planck operator K of Eq. (1.15)
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is real and symmetric in the sense of Eq. (2.4), it
is Hermitian, and its left- and right-hand side eigen-
functions are identical.

The subspace on which K vanishes is of particu-
lar importance in hydrodynamics. It is spanned by
the five orthonormal states ¢, (£), v=1+++5, where

0 ®=n@®=1, 9@ =g,&=¢,,
0, (E)=e @)= (2-3)/V6 ,
0s =g, ®=t,, o, =gl@)=t,.

(4.8)

We have taken Ein the 3 direction so that ¢, ,
v=1...3 are longitudinal modes and ¢,, v=4,5
are transverse modes. These five states can be
understood as part of a complete orthonormal set

{9, (£)} such that

(fpvl (p;L):buv (4. 9a)

D ECHES (4. 9b)

As an example, we could use the generalized Her-
mite polynomialtensors whose properties have been
discussed by Grad'®; for our present purposes,
however, it is not necessary to specify the ¢;
beyond the first five functions.

We shall make extensive use of the projector

5
P:Z‘1|¢V><¢V|=1—Q’ (4.10)

-
which projects onto the subspace where K vanishes;
KP=PK=0. (4.11)

Finally, we remark that the conservation laws
(3.12) and (3.19) for £ (kz) may be expressed in
the form

@ (kz)[n) =0, (4.12a)
E(C)(EZ)HD =v0ijTij (EZ» s (4.12p)

=@ (I{z)| €) V6 =~z|E (kz)) +vok* rje(ﬁz)) ,
(4.12¢)

together with corresponding equations in which ‘¢
operates to the left. Note that at least in the limit
as k=0, z—i€, the functions 7;;, E, and j° are all
real.

V. TRANSVERSE EXCITATIONS

In this section, we shall discuss the simpler of
the two functions we require, the transverse mo-
mentum density correlation function g, (kz). To
obtain it, we must evaluate the expression given
formally by

g, (k2)==n (mv)*(g,| [z - 0°(X) - = (k2) ] '|g,) ,
(5.1)
with

w®(k;EE") (5.2)

11}
<
o
E“i
Sed
(o]
—
seey
I
recy

1583

The symmetries of z® permit us to drop it from
=(kz) in (5.1). As k—0and z=i€—~0, the remain-
ing operator z - w (k) 2@ (kz) reduces to iK
which has zero e§§enva1ues Matrix elements of its
inverse, like g, (kz), may therefore be singular at
k=0 and z =0 even though they are analytic in the
upper half z plane. We shall isolate and display
these singularities by projecting out the subspace
on which K vanishes. This rearrangement is close-
ly related to a commonly used” ! spectral repre-
sentation of &t (kz in terms of a complex shear
viscosity n (kz).

g: (k2)==n (mvy)? [z +ik%n (f{Z)/Wm]"1 . (5.3)

The function n (kz) vanishes as z—. It is also an_
analytic function in the upper half-plane, since
Img, (kz) is positive. The hydrodynamic result
(4. 2) suggests that n(kz) is finite and real ask -0
and z=i€~0.

From (5.1), we can obtain a formal expression
for n(kz) in terms of T (kz). To save writing, we
let

G, (k2)= - g, (k2)/n (mvy)?
T (k2)=w® (k) +Z (kz) ,

(5.4)
(5. 5)

and omit the &, z arguments wherever possible.
Inserting P+Q =1 in (5.1), we have

Co=(g,| (z-5@-2P)1| g,)
(2] (2-Q)+(2 - £@)1EP (2 - )| g,)

Since Q|g,) =0, the first term reduces to 1/z. In
addition, we have

P(Z°i)-llgt =|g:) (gl (z—'f))‘1|gt =|&)6G,

since the other four states in P are even under
£1~- &, , whereas, [g,} is odd and ¥ is even. There-
fore, we obtain

G, (k2) = (2 -9, (ke) ), (5.6)

where &, (kz), the “memory function” of the trans-
verse momentum, can be written in the symmetric
form

@, (kz) = - ik?n (kK2)/mn=(g, | £(k2)|g,)

+e | 2(ka)Qlz - @3 (k2)QT@ B(k2) [ 2,)

(5.7)

The shear viscosity 7 is given by

7 (kz) (5.8)

n= lim lim

2=14-0 k=-Q

when the limit exists, i.e., when there are no prop-
agating shear waves at zero wave number. We can
see that the limit exists in our model by noting that
neither £ nor w°(k) contributes in the first term

of (5.7). Using Eq. (4.12b) in the second term of
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(5.7), we arrive at
1 (K 2)/mnvd =i(E kg + Ty (K2%) |Q
x [z - QF (k2)Q 11 Q| &35+ Tys(K 2),

n"'(K 2)/mmvd= (0ok) 2 (g, | 2 & 2)| g4 (5. 9b)

In the limit as k—~0, z=i€ -0, the function Ty4(¢)
is given by (3.1%7), and is finite and real. The in-
verse operator in (5.9a) reduces to K~! which is
real, positive, and nonsingular, since it is now
projected onto the subspace where K is not zero.
(If the eigenfunctions ¢, of K were known, we could
write the limit as

QK1'Q=2 |0, K (9.,

with the sum extending only over the nonvanishing
eigenvalues K, of K.) Taking the limit (5. 8), we
have

N /mnvl=(Eky+ Tys|Q KT1Q| €165+ Ty3), (5.10a)

which is real and positive.

From the explicit = of Eq. (1.7c), the integral
in (5. 9b) can be explicitly calculated, with the re-
sult

(5.9a)

M z dﬂ’U( ))
Y= mnvo 241}0 f (211)3 (5.10b)
The total shear viscosity

n=n"+n" (5.10c¢)

is real and positive as it must be. 12

If we had replaced Eq. (1.8) by the associated
Fokker-Planck equation (3.5), i.e., replaced
T(kz) by - iK from the start, we would have ob-
tained a shear viscosity

TI“"/Wm)ﬁ: (£1£3|QK'1Q’£1£3>.

Our equations clearly display the corrections.
We remarked earlier that T3 describes a potential
contribution to the stress tensor which influences
the transport behavior even in the limit of long
times and large distances. It originates from those
terms in £ ©(kz) that are of first order in k. Sec-
ond-order terms determine n’/,which represents a
purely correlational correction. Thus, even when
we are only interested in the transport behavior, it
is premature to perform the “Markovian” limit
k-0, z=i€-0 in the collision operator.

From Eq. (1.17), we see that the relaxation fre-
quency v is proportional to the density, and varies
with temperature T as T-3/2 | The kinetic viscosity
7*¥4® ig therefore independent of the density, and
varies with temperature as T%2, The correction.
from (4. 23) are of relative order n7T-2.

Thus, we may write (5.10c) in the form

nkln(T):AnTS/z,

(5.11)
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nn, T)=n*"(T) 1 +BnT2+Cn°T*],  (5.12)

where A, is a positive constant that determines the
Fokker-Planck viscosity, B, is due to the cross
terms in (5.10a), and C, is positive and has con-
tributions from both 7’ and n’’. In the limit of high
temperature (and/or low density), the Fokker-
Planck term 7*'*~ T5%/2 prevails.

We recall that elementary arguments give a vis-
cosity of the form

Nmsp= 5 Mnlvg, (5.13)

where 7 is a mean free path. If I"! is proportional
to the density times a temperature-independent
cross section, we find 7,,7,~ T*/2. Our expressions
have a different temperature dependence because
our cross section is prop'ortional to (Bv)2 .

VI. LONGITUDINAL EXCITATIONS

Now, let us turn attention to the density-density
fluctuation function g, ,, (kz) which, in view of Eq.
(1.7), is formally given by

gm&2)==n[1-nc®)] (| [z - %K) - =(k2)]? |n).

(6.1)

As we noted, g,,(kz) is a more complicated func-
tion than its transverse counterpart g, (kKz). In
principle, a rigorous dispersion relation analogous
to (5. 3) can be written down, with a slight adjust-
ment to account for a propagating mode structure.
However, in the longitudinal case this dispersion
relation is less useful. The reason for the com-
plexity is apparent from the hydrodynamic form of
gnnkz) [Eq. (4.3)]. There are three poles, two
describing sound propagation and the third describ-
ing heat diffusion. In the longitudinal analog of
Qt(l;z) these modes would appear coupled, introduc-
ing terms that are not slowly varying for small %.

The situation can be remedied by considering a
matrix generalization of &, (k z) which explicitly
couples the density, longitudinal momentum, and
energy (or entropy) correlation functions. From
the hydrodynamic results, we expect that such a
matrix will be well behaved at small 2 and z. We
will not write down or prove the pertinent rigorous
formulas. However, our subsequent analysis pro-
ceeds essentially along these lines.

We begin by defining the matrix

Gk =(u|[z- k) -2ka)] ™ |v), (6.2

where u,v=1, 2, 3 counts the three longitudinal
states n, g,, and € of (4.8). G;(Kz) is the density-
density fluctuation function, apart from a constant
factor.

u,,(k z) has the same type of singularity near
k=0, z=i€ -0, as did G (kz) in Sec. V, and we
will again use the projector formalism to exhibit
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it. In complete analogy to Egs. (5.6) and (5.7),
we can write

[zéuc - Q‘“,(kz) ]Go n (EZ) =0,,,
where

Q,, € 2)= (1 |0°@) + 2 @)+ 2 (ke) | v+ (p| [wOk)
+12O[K2)]Q{z - Q[w(E) +2° (kz)] Q)
XQ[w(&)+3(k2)]|v). (6.4)

(6.3)

As in the transverse case, Q W(Ez) is analytic in
z, apart from a branch cut along the real axis.
Q,, is symmetric under interchange of u and v ex-
cept for the trival static term which is easily cal-
culated from (1. 8b):

(B]Z@6k)|v)=-nclk)vokd, 25, ;. (6.5)

Clearly, the first term of Eq. (6.4) represents the
projection of the operator w?+Z onto the P subspace
where K vanishes. In the limit 2~ 0 and z=1i€¢ -0,
the second term involves only the operator QK™1Q
and is finite. Therefore, apart from the branch
line on the real axis, €,,(kz) is well behaved for
small 2 and z.

The Fokker-Planck equation leads to a corres-
ponding matrix 52 (k 2):

Q82 (K 2) = (] W) | 0) + (1 [ 0O ) Q
%[z - QWK) @ +iK] 1 Qw (k)| 1) . (6.6)

To find the poles of g, ,,(Ez)~Gu(ﬁz), we must
examine the zeros of the 3x 3 matrix [z - Q(kz)],
that is, we must solve

det|z - Q(kz)|=0. (6.7)

We know from Sec. II that the “causal” branch of
gn(k2z) has no poles in the upper half of the complex
z plane, as long as 1-nc(K)>0. Henceforth, by
Q(kz) in Eqs. (6.3) and (6.7), we will mean the
function which satisfies (6.4) for Imz>0, and is
analytically continued past the branch cut onto a
second sheet in the lower half z plane where Eq.
(6.7) does have solutions.

In subsequent sections, we shall examine the
roots z =z(k) of the determinantal equation continued
in this manner. We shall show that for small wave
numbers k these roots agree with the hydrodynamic
modes (4. 3).

A. Pole Structure at £k =0

To corroborate hydrodynamics, we must first
show that g, ,(kz) has poles that move towards
z=0as k—=0. For the Folgker-Planck equation, this
is trivial. Clearly, Qk®(kz)-~0 as 2~ 0 so that
detlz - Q¥%(02)| = (2)*= 0.

Now consider Qw(lzz) as k- 0. We know from
Egs. (4.12) that
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(n]2(02) = (g,| T (02) = 0.

Therefore, Qg3 is the only component of Qw(ﬁz)
that survives as -0, and

det |z - Q(0z2)| = 2%(z — 4,5(02)) = 0. (6.8)

But we see from (4. 12c) that §44(0z) also vanishes
as z—-i€ -~ 0. Hence, there are still three roots at
z=0. While there are no solutions to (6. 8) in the
upper half z plane, there probably are additional
solutions on the second sheet in the lower half z
plane on which £33(0z) is continued. We shall not
be concerned with these poles. Presumably they
have nonvanishing imaginary parts for small 2 and
describe modes that die out faster with time than
the gapless or hydrodynamic modes. In addition,
since Q,,(0z) is diagonal, they must appear in

Zn ,,(ﬁ z) with a strength that vanishes in the limit of
small wave number k.

Two additional points deserve mention. (a)
Throughout this work we have assumed that the pair
potential is of finite range and nonsingular. Hence,
we do not expect a dispersion relation with a real
gap, that is, a plasmalike dispersion relation. For
the weak-coupling mass operator, we can show
there is none. If some real w,#0 were a solution
to (6.8), we would have ImQ3(0w,) =0, and there-
fore,

(€| T(0, w,)|€) =0, (6.9)

since the imaginary parts of both terms in (6. 4) are
not positive. However, in Sec. IIC, we pointed
out that (6.9) is only satisfied when w,=0. (b) For
Coulomb forces, much of the present analysis must
be altered. Plasma oscillations occur since c(k )
diverges as k2. Moreover, the kinetic operator

K in (1.14) does not exist if v(K)~%-2 since the
friction constant v in (1.17) diverges logarithmical-
ly. Screening corrections remedy the long-range
divergence and other correlations must be included
to modify the short-distance divergence.

B. Expansion for Small k and z

In order to compute the hydrodynamic poles, we
need a manageable expression for Q(k z) which is
correct in the region of small 2 and z. For the
Fokker-Planck equation, such an expression can be
written down by inspection. {(u | w°(ﬁ)| v) is of first
order in k& and is easily computed. The second
term in (6. 6) is of order k%. We can therefore set
z=k=0 in the inverse operator, and obtain

0 1 0
QR z)~ogk [ 1 —ivgkykin NES B

0 V3

- i'l/ok’ygén

(6.10)
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which is correct to second order in # and z. The
coefficients are given by the matrix elements

Y= (£2|QK Q| £d), (6.10a)
Vi =L(E (8- 3)|QK1Q|&5(52-3)) . (6.10%)

For the full Quy(ﬁz) of Eq. (6.4), our task is
more complicated. There are corrections to (6. 10)
in both the first- and second-order terms, and
Qu,(ﬁz) depends on z, even to first order. Let us
write down the result. Omitting only terms of
third order in %2 and z (that is, terms that vanish as
k%, k%2, or z%), we find that Q(Kz) can be written

in the following form:
Q,,& 2) = 0ok Q1 (x) + (0gk)? Q2 (x) (6.11)

where x=z/vyk, and the first- and second-order
matrices are

0 1 0
Q)= [1-nc(0) 0 Vii+ia) ]
0 (1 +3a) - xa
(6.12)
0 0 0
Q82)(x) = 0 -ire iX 723y
0 iXVpyE = Zivgy—ix Vs

(6.13)

Some details of the calculation of 2! and Q' are
given in the Appendix. The linear term Q' comes
entirely from the first line in (6.4). It contains
tirst-order corrections to Q%" which reflect the
properties (4.12) of = . The positive constant
is given by

a= " T2 Bo®))?. (6.12"

(21r

The collision term in the first line of (6.4) also
contributes to the second order @', This part can
be expressed in terms of the positive constants

v and v, defined by

T f [(dﬁv(k)) s <ﬁv(ﬁ)>2] _
Ve 24v, k
(6.14)
Then the coefficients in 22! are of the form

Yoo =5 Vo +V + 3Vl + Ry, (6.13a)
Vog= 2V + 3V —-FVh (6.13')
Vas =Yk +Vi (6.13c)
V=37 +5vi-%vn . (6.13'd)

The primed coefficients represent the contributions
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of the second line of (6.4). They are all given as
diagonal matrix elements of the inverse kinetic col-
lision operator K-!, and thus, involve essentially
the same computational problems as those that
arise from kinetic theory. They can be written in
the form

FYn=(E + Ty | QK 1Q| £2+ Ty)

(6.15a)
dy) = (E4(E2 - 3) +J§ -3)+J3), (6. 15b)
167'=(E|QK'Q|E). (6. 15c¢)

All three coefficients are positive, since K-!ijg a
positive-definite operator, and finite because of the
Q projection. The real functions E(£) and J3(£) are
the -0, z=i€ -0 limits of the potential energy and
energy flux functions which we have defined in Eqgs.
(3.19) or (4.12¢c). Explicitly, they are given by

~EE)¢E)=6a0,6(¢)(5,n|E-F|)g(), (6.160)
~JiE)0(E)=3a0,0() (5,5,1n|E - E|)p(F) . (6.16b)

T33(g) isa cgmponent of the symmetrical and trace-
less tensor T;;(£) defined by

- -> ->

TyE) o(€) =} 0,0()8,[(5 - F),
x(& - E);| £~ E[21g(E)

The tensor T,j(g) is related to the “stress tensor”
function T';;(kz; £) of (3.16) and (3.17) by

TyE) +30 UE(&)

The relation is easily verified by direct calculation.

If we compare Q(l:z) of (6.11) to its kinetic equiv-
alent, we find corrections to every matrix element.
Correspondingly, we shall find corrections to all
transport coefficients; in particular, the bulk vis-
cosity is entirely due to them.

In Sec. VIC, we will use (6.11) to calculate the
hydrodynamic poles, and identify the thermodynamic
and transport coefficients.

(6.16¢c)

lim Tij(Oie;éE): (6.16d)

C. Velocity of Sound

In obtaining the lowest-order contributions to
z(k), we may omit the second-order matrix Q2.
The determinantal equation (6. 7) is then eas1ly

solved

x.=0, (6.17a)

x§’3:<f§>2 ) (g (11++%aa)z [t —nc(O)]> '

The first root x =0 is consistent with the heat dif-

fusion pole of g, ,(kz) [cf., Eq. (4.3)]. The double

root, (6.17b) at z=+ck, is interpreted as a sound

pole. The sound velocity c is real since 1 -nc(0)>0

whenever the system is thermodynamically stable.
If Eq. (6.17b) is the isentropic sound velocity,

(6.170)
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we should be able to calculate the specific-heat

ratio ¢,/c, on the basis of (4.5). Specifically,

since (9p/dmn)y =vi[1 -nc(0)], substitution of

(6.17D) in (4.5) should give the proper value for
¢ _q,2__(+30)0

c, 3 (1+a)[1-nc(0)]

(6.18)

We will verify this result thermodynamically and
from the pole strength of the heat diffusion pole.

The corresponding kinetic results are simply ob-
tained by omitting @ and nc(0). Then the kinetic
sound velocity is

=} (6.19a)
corresponding to a specific-heat ratio of
(c/c)eim=% . (6.19p)

This is the free-gas result; it expresses the well-
"known fact that a kinetic equation of the Boltzmann
type is only compatible with free-gas thermodynam-
ics.

By contrast, the dynamic result (6. 17b) for the
sound velocity is identical to the thermodynamic
derivative (8p/dmn)g. To verify this fact, we write
the derivative in terms of the energy density € and
the pressure p:

_ap_) _ (_a_p.> T (32)
omn/s \dmnly mn \9¢/, ’
Both € and p can be determined from the direct
correlation function since

(6. 20)

B(2) - t1-ne@), p=00=0 (.20
B

on

(a_(afﬁ@>a 31? <a_a(%@>,,’ (%)0 = zi;s' (6.22)

With ¢ (K) given in our weak-coupling approximation
by (1.11), we obtain

p=n/B+in®v(®=0)-Ln? B?(k=0)], (6. 23)
€=§(/B) +in?v(k=0)- 1n?BR® (K=0)], (6.24)
where

W2E=0)]=f X

W 'Uz(l-;) = fd¥ vz(f) .

We therefore see that (6. 17b) is just the statement

9p
2_ [ =L
¢ _<8mn>s )
We have therefore shown that when potential cor-
rections are consistently treated in a microscopic

dynamic calculation they lead to the same velocity
as that predicted by hydrodynamics arguments for
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the same system.
D. Heat Diffusion

Next, let us solve the determinant equation (6. 7)
to second order, inserting x=2z/vyk =0 for the first-
order solution. Omitting only terms of order &3,
we find

2,2 Y33 Cy

- 2 -2 .
z==1iDp k", with D,= 350} lva c,

(6. 25)
The thermal diffusivity D, has been identified by
comparison with (4. 3). It is important to note that
D, is real and positive. The corresponding Fokker-
Planck result is obtained by setting o =0, cv/cp=%
and replacing v by 75",

According to hydrodynamics, a fraction (1-c,/
c,) of the total excitation strength in gn,,(ﬁ z) is
carried by the heat diffusion pole, while the sound
poles have the remaining fraction of the strength.
In (6. 25), we used ¢,/c, as obtained from the velo-
city of sound [Eq. (6.18)]. To verify this assign-
ment, we calculate from (6. 3) and (6. 11) the resi-
due of the pole (6.25). After some algebra, we ob-
tain

Ghe2t(k 2) _1=(ey/cy)

z+ikDy (6.26)

‘with the same specific-heat ratio as in (6. 18). Thus

our approximation also gives the proper coupling,
i.e., the hydrodynamically predicted coupling be-
tween sound propagation and heat diffusion.

We obtain the thermal conductivity k from the
diffusivity D, by using the relation k =mwnc,Dp. I
we calculate ¢, from (6. 24) as

)
mnc,,=<5£) =3kpn(l+a), 6.27)
n
we find that the heat conductivity is
K=kgtin Yy, (6.28)

where k5 is Boltzmann’s constant.
we therefore obtain

From (6.13'c),

(6. 29a)
(6. 29p)

The two parts of k =«’ +x” have the same physical
origin as ' and 1” in Sec. V, and the same depen-
dence on density and temperature,

k' =vi kynvl,

k"=y" kgnv’ .

Kkin(T):AKTS/Z s

2
k(n, T)=Kk<(T) (1 +B, —;-% + cki’T—{) (6.30)
The positive constants A, andC, and the real con-
stant B, can be found from (6. 19) and (6. 15b). The
Fokker-Planck result is obtained by omitting x” ,
and the correlational J4 in (6. 15b).
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E. Damping of Sound and the Bulk Viscosity

Let us now use z==ck to first order, and solve
the characteristic equation (6. 7) to order i We
find

z=+ck- % TE2. (6.31)

The sound wave damping constant I' can be rewrit-
ten

T'=D[(c,/c,)-1]+D,, (6.32a)

D=5 (V22— 29723+ Vs3), (6. 32b)

3 d_r;> 4

2 <dT ) (mnc,)™ . (6.32c)

By substituting for D, and using the thermodynamic

evaluations of the previous sections, we see that

T is real, and we shall see below that it is positive.
From Eqgs. (6.3) and (6.11), we can calculate

the residues of the two sound poles. Omitting only
terms of order k%, we find

1c, 1£i(k/c)[3T+Dylc,/c,—1)]

y={+ia)1+a)'=

G?({Uﬂd,*(ﬁz) -

2¢, zFck+5i kP ’
(6. 33)
or adding the two terms,
+ 1.2 _
G (fg) = G 23 [CaDs(ey/e, = V] (g, 39

Cy 22— P2 +izR? T

in full agreement with the hydrodynamic result
(4.8). From I', we determine the bulk viscosity by

using the relation
mnD = (0 +L). (6. 35)

The shear viscosity was calculated in Sec. V. Sub-
tracting it, we obtain the following two contributions
for the bulk viscosity:

' mnvzg -1 - W'm)%?"
&= [12(1+a)] E|QK™ Q|E) = 9(1+a) ’

(6. 362)
w VS " " 2
¢ =m [(~2ve +45v7 )1 +a)
+ia?2yy-5yM)]. (6.36Db)
In view of the easily proven inequalities
Lylrzyizdvy, (6. 37)

the approximate bulk viscosity £=¢' +¢” and T are
positive definite.

It is well known that the Fokker-Planck equation
predicts no bulk viscosity: The bulk viscosity in a
simple fluid results from collisional transfer of
kinetic into potential energy and the Boltzmann equa-
tion omits this feature.

Since such processes involve pairs of molecules,
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we expect £~#%. Indeed, the density and tempera-
ture dependence takes the form

E=An®T 321 +0 T ?)]. (6. 38)

VII. SUMMARY AND DISCUSSION

Although the basic weak-coupling approximation
(1.7) and (1.8) is relatively simple, we have
shown that its solution is correct at least in those
regions of wave number and frequency about which
we have some knowledge. For short times, this
knowledge stems from the frequency sum rules,
and the first few of these are relatively easy to
satisfy. Indeed, several models that have been re-
cently proposed are designed to satisfy the first
few sum rules exactly. The simplest of these is the
collisionless Vlasov equation that Nelkin and Rang-
anathan and others have studied. It is obtained by
omitting Z ‘’(k z) altogether, and fulfills the first
two sum rules (2. 5a) and (2. 5b) exactly. An im-
proved equation can be obtained by setting =‘°(k¢)
equal to =‘°)(k0)W(¢), where W(¢) is some numeri-
cal function. Then, the next sum rule (2. 5c) is also
fulfilled. Such a model has been discussed by Leb-
owitz Percus, and Sykes.'® This model can still
be exactly solved. However, since it is difficult
to conserve energy it is probably more appropriate
for the description of self-diffusion. For short
times, it is certainly correct. Nelkin and Orto-
leva' have suggested a somewhat different scheme
based on Zwanzig’s'® high-frequency collective
modes. This scheme can also be phrased as the
beginning of a Taylor expansion in time, and is
again valid for short times. Our own approximation
makes no reference to space and time. It therefore
permits us to study the attenuation of such high-
frequency modes. In particular, because of the
analyticity of ' (kz), all frequency moments of
S'(Kw; ££') exist and are correct at least to order
A%, For Markovian kinetic models, higher moments
generally diverge.

Our equation is also correct in the other limit,
that of long times and slow spatial variation. In
this limit, our knowledge stems from the phenomen-
ological equations of hydrodynamics, and is much
more difficult to incorporate in a fundamental theo-
ry. By explicitly deriving S, , (K w) and g,k w)
from Eq. (1.8) in the limit of small # and w, we
have been able to show that Eq. (1.8) is in full
agreement with the predictions of the Navier-Stokes
equations. To our knowledge, this constitutes the
first explicit derivation of linearized hydrodynamics
with determined transport coefficients, for a phys-
cially well-defined albeit extremely simple fluid
system.

The thermodynamic derivatives and transport
coefficients can all be obtained from the density
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and momentum density correlation functions, and

we have restricted our discussion primarily to
these. We have also derived, by the same technique,
the hydrodynamic limit of the entropy density-den-
sity correlation function.

In our results, the transport coefficients are
given in terms of matrix elements of the inverse
Fokker-Planck operator K-!, and their numerical
computation would pose no greater problem than a
corresponding calculation that starts from the Fok-
ker-Planck equation. By contrast, however, we
find correlational corrections to all transport coef-
ficients which are of first and second order in the
density, and therefore vanish only in the low-den-
sity limit when the Fokker-Planck equation seems
to be appropriate. In particular, our theory gives
a nonzero value for the bulk viscosity whose lead-
ing term is of the order »® suggested by physical
considerations. We do not find any divergence dif-
ficulties of the type encountered in calculations of
transport coefficients by Kawasaki and Oppenheim!®
and others. 7 However, we do not feel that our
calculation has a bearing on the divergence of the
density expansion since that divergence arises from
terms of high order in the expansion of E(Ez).

In this context, it may be well to stress that our
calculation does not represent an expansion of the
transport coefficients to second order in the param-
eter \. Indeed, it is not difficult to see that there
are contributions of orders 1 and A to the transport
coefficients {of dominant order 1/A?) which we did
not retain. Our primary aim has been to obtain
consistent power series expansions for all dynamic
properties, not expansions especially suited to
transport coefficients. Instead, we made approxi-
mations which treat the dynamics consistently.
Consistent approximations are best carried out by
expressing the mass operator =(kz) in terms of
S(kz). There is no difficulty, in principle, in cal-
culating transport coefficients to order A\". How-
ever, to do so and maintain consistent dynamics,
it would be necessary to include all terms in an ex-
pansion of T in powers of S to order A"**  since the
transport coefficients from the term in T ~ A2 begin
at order 12,

Apart from the conservation laws, hydrodynamic
behavior ensues from a rather delicate balance of
collision processes which ensures that local equili-
brium is dynamically established and maintained.
In our representation, thermodynamics can be de-
rived from =@ (E) which is given in terms of the
static direct correlation functions, while the dynam-
ics is chiefly determined by the collision operator
2@ (kz). The thermodynamic derivatives which are
parameters in hydrodynamics, can therefore be in-
dependently calculated from the statics and dynam-
ics. We have seen that our results for the speed of
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sound and the specific-heat ratio are completely
consistent in this sense.

This consistency is achieved by using the same
approximation on both parts of the mass operator
= and =’ and subsequently calculating the initial
condition S°K ; ££’) from = (K)=1lim =(Kz) as
Indeed, we feel that such a procedure should
serve as a restriction on better approximation
schemes. In quantum statistical mechanics, we
know how to obtain dynamical and static properties
simultaneously, by using temperature Green’'s
functions. Equation (1.8) has been derived from a
similar starting point in two ways. '®

Since our weak-coupling approximation imposes
no restriction on the values of wave number and
frequency, Eq. (1.7) is presumably equally valid
for all regions of 2 and w. For the intermediate
region, there is little that can be said, except that
the equation fulfills such general requirements as
stability and the conservation laws. An analytical
solution in this region is, of course, impossible;
however, the numerical integration of (1. 8) for
S,,,,(ﬁw) appears feasible if a sufficiently simple
force law is provided. To the extent that hard cores
are inessential, such calculations should explain
sound propagation and attenuation when hydrodynam-
ics is inapplicable.

Note added in manuscript. After this work was
completed we learned of work!® by P. Resibois
which employed very similar techniques. Resibois’s
work is complementary to ours. By not retaining
the “destruction fragment,” he confines his analysis
to a special unphysical initial state, but in this
state, he retains all terms in a potential expansion.
Since any initial configuration can be used in the
hydrodynamic regime, he demonstrates for more
general potentials than we have discussed, that the
potential expansions of the kinetic theory expres-
sion and the Kubo formula agree. However, since
his initial configuration omitting the unanalyzed
destruction fragment is not the equilibrium config-
uration, his method is not presently suited to the
discussion of the kinetic nonvanishing frequency
behavior, and thus to the discussion of inelastic
scattering. We have benefited from our correspon-
dence with Resibois.

2=,

APPENDIX

In this Appendix, we furnish some of the detail
omitted in the calculation of ©; ,(ﬁz) to second order.
Specifically, we shall show how the matrix element
Q45(kz) is obtained. (a) First, consider the first
line of (6.4), i.e., the matrixelement (¢ |=‘(kz)l€).
The function % °’(kz) is invariant under spatial ro-
tation, as is €=(1//6)(¢2-3). It is clear, there-
fore, that to second order, there will be terms

~2z, z% and k%, but no term ~kz. We can therefore
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simplify the bookkeeping by setting 2=0 first. Sub-
stituting, we have

(€] 2 (02)] )

IRy LT
0 UQE'(gl—g)"Z

since v(k) is even. Then, substituting k--k,
£—~&', we obtain

(e|=@(02)]€)

. 9o(E) ()
It S o 7 - N i
" 3mEus vi(k) 3m®vs v*(E) vk (' -8) -z

In the term ~ 22, we set z =i€ in the denominator,
and use

S dE [ o®)ol k- E-T ) )= @ymk).
We then find

(e [ = (0z) '6) =—za —iz? ($y! - Fv1)+0(%). (A1)
Now we set z=¢€, in the terms of order k%, ob-
taining

<€[E‘°’(§ie)|€>:%(vok)<J§ (kie) |£2).

At k=0, (J§(0i€)|£%) = 0; therefore, we must ex-
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pand J; (kie€) to first order in k. The integration
proceeds as above:

(JE(Kie) | £2)y=i(voh) 4V . (A2)
Altogether, we obtain, to second order,
(€|29ke) €)= za-iz? Gyl -57v1) - Zilvgk)2y" .

(A3)

We now turn to the second line of (6.4). Using

(3.19), we may write it as
U6 | [0°®) +2 9 (iK2) )= (vok) (£5(£2 - 8) +JE (& 2) |
-z (E(Ez)l .

Next we notethatatk=0and z=i€¢, E is even under
£,—— &5, while [£;(¢8%-3)+J¢ ]is odd. Therefore,
to second order, we have

(e][w’(k)+ 29K 2)] @iz - Q[w'®) += @ (k2) R}
x Q[w[®)+2©(kz2)]|€)
=—Li(vok)?(£(E2 - 3) +J5 | QK Q | £5(£2 - 3) +J5)

-1i 2%(E|QKQ|E) . (A4)
Combining (A3) and (A4), we find the result
Qu(K2) = — 20 - 20 22745 i(0g k) Vs (A5)

queted in the text in Eqs. (6.12) and (6.15). The
calculation of the other matrix elements proceeds
in an analogous fashion.
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