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The Liouville equation for the $X Y$ model is solved exactly，and the magnetization is computed explicitly．Nonergodic behavior of the magnetization is found for a general class of time－depen－ dent magnetic fields．

## I．INTRODUCTION

There is extensive literature on the general as－ pects of nonequilibrium statistical mechanics． There are many different approaches and proce－ dures，and it is not at all trivial to decide what procedures and approximations，if any，are ap－ propriate in given circumstances．The lack of nontrivial examples，in which the Liouville equa－
tion can be solved exactly and the time dependence explicitly obtained，has been keenly felt．With such an exactly soluble example，one can compare the effectiveness and legitimacy of the many ap－ proximate procedures．This makes the construc－ tion and analysis of such systems especially important．

A considerable amount of success has been achieved in the exact discussion of various one－
dimensional spin systems．The general type of system studied is a one－dimensional chain with nearest－neighbor interactions．Most of the studies start from a Hamiltonian of the form

$$
\begin{equation*}
H=\sum_{j=1}^{N}\left(\alpha S_{i}^{x} S_{i+1}^{x}+\beta S_{i}^{y} S_{i+1}^{y}+\gamma S_{i}^{z} S_{i+1}^{z}\right), \tag{1.1}
\end{equation*}
$$

where the $\vec{S}_{i}$ are $\frac{1}{2}$ of the Pauli spin matrices，and $\alpha \beta \gamma$ are the coupling constants．

In spite of the idealization involved in repre－ senting an actual magnetic substance by the Ha－ miltonian（1．1），the analysis of such systems is of considerable difficulty．

From a physical viewpoint，these models are all highly contrived．Whatever interest they might possess depends on the information and insight they yield about the general character and structure of many－body theory and statistical mechanics． There is always the hope that methods which yield exact information about idealized systems will be helpful in discussing more realistic ones．There is also the suspicion that the inability to solve simple systems means that one is poorly prepared to discuss more realistic ones．

Various special cases of（1．1）have been ana－ lyzed in detail．Some of these cases are：（i）$\alpha$ $=\beta=0$ ，the Ising model，studied by Ising，${ }^{1}$ Onsager，${ }^{2}$ and many others；（ii）$\alpha=\beta=\gamma$ ，the Heisenberg model，studied by Bethe ${ }^{3}$ and Hulthen ${ }^{4}$ ；（iii）$\alpha=\beta$ $\neq \gamma$ ，the Heisenberg－Ising model studied by Yang and Yang ${ }^{5}$ ；（iv）$\alpha \neq \beta ; \gamma=0$ ，the $X Y$ model，studied by Lieb，Schultz，and Mattis ${ }^{6}$（LSM），and others．${ }^{7-11}$

LSM diagonalized the Hamiltonian of the $X Y$ mod－ el，found its spectrum and eigenstates，and studied its thermodynamic properties．It is the purpose of this paper to study the nonequilibrium proper－ ties of this model．

In the time－dependent case，the eigenvalues of （1．1）are not of primary interest．The discussion here is concerned with the manner in which a sys－ tem responds to external disturbances and the way that appropriate observables behave for infinite times．

To study such questions，it is useful to introduce an explicitly time－dependent term in the Hamil－ tonian．In general，$H$ has the form

$$
\begin{align*}
H & =H_{s s}+h(t) H_{s h},  \tag{1,2}\\
\text { where } \quad H_{s h} & =\sum_{j} S_{j}^{z}, \tag{1,3}
\end{align*}
$$

where $H_{s s}$ is given by（1．1），and $h(t)$ is the time－ dependent magnetic field．In the case

$$
\begin{equation*}
\left[H_{s s}, H_{s h}\right]=0, \tag{1.4}
\end{equation*}
$$

the density matrix of the system has a trivial time dependence．Physically this means that the spin－ spin interaction energy and the spin－field interac－ tion energy are separately conserved．Thus，no
energy transfer can take place between the two systems．Hence，it is not surprising that the change of an external field，in this case，does not result in an interesting time evolution of the spin system．The simplest system for which（1．4）is not satisfied is
$H=\sum_{j=1}^{N}\left[(1+\gamma) S_{j}^{x} S_{j+1}^{x}+(1-\gamma) S_{j}^{y} S_{j+1}^{y}-h(t) S_{j}^{z}\right] \quad$ 。（1．5）
This is the $X Y$ model $[\gamma \neq 0$ ，since $\gamma=0$ results in （1．4）］．
This system was chosen for our detailed study． In order to obtain an understanding of the time evolution of this system，the time－dependent density matrix has to be computed．Once this is accom－ plished，it is possible to calculate the time evolu－ tion of physical observables such as the magneti－ zation，which is discussed in this paper．The in－ stantaneous correlation functions are of physical interest，but their calculation is quite involved and will be dealt within a separate paper．From the explicit expression for the magnetization the limit $t \rightarrow \infty$ is obtained．The somewhat surprising result of the detailed analysis is that，although this limit exists，it does not approach its equilibrium value． This may well be connected with the observation of Mazur ${ }^{12}$ that the magnetization is not an ergodic observable in this model．
The paper is divided into eight sections．Section II contains a recapitulation of the diagonalization procedure of LSM．The main point is that，by means of an appropriate unitary transformation， the Hamiltonian is transformed into $\Sigma_{p} H_{p}$ ，where each $H_{p}$ acts in an independent subspace。 In Sec。 III，it is shown that the density matrix has a direct product structure：

$$
\begin{equation*}
\rho(t)=\rho_{1}(t) \otimes \cdots \rho_{p}(t) \otimes \cdots \rho_{N / 2}(t), \tag{1,6}
\end{equation*}
$$

where each $\rho_{p}$ is a $4 \times 4$ matrix satisfying

$$
\begin{equation*}
i \frac{d}{d t} \rho_{p}(t)=\left[H_{p}(t), \rho_{p}(t)\right] . \tag{1.7}
\end{equation*}
$$

The initial condition chosen at $t=0$ is thermal equilibrium of the system at that time，namely，

$$
\begin{equation*}
\rho_{p}(0)=e^{-\beta H_{p}(0)} ; \quad \beta=(k T)^{-1} . \tag{1.8}
\end{equation*}
$$

The matrix elements of $\rho_{p}$ are obtained by ele－ mentary means from a function $V$ ，which satisfies

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} V+\left[\Lambda^{2}+\psi(t)\right] V=0 \tag{1,9}
\end{equation*}
$$

Here $\psi$ is an explicitly given functional of $h(t)$ ， while $\Lambda$ depends on the parameters of the system and the value of the magnetic field．

In Sec．IV，the solutions of（1．9）are used to compute the magnetization．

Sections V－VII contain the detailed evaluation
and analysis for three examples of external fields. The general results of these sections is that the asymptotic behavior of $m(t)$ is identical for large times, the specific coefficients depend on the details of $h(t)$, and there is no approach to equilibrium, no matter how slow the field varies.

The conclusions are collected in Sec. VIII, and Appendixes A-C give details of the various asymptotic expansions and some solutions of (1.9).

## II. FORMULATION

The equilibrium properties of the $X Y$ model in one dimension, have been derived many times. ${ }^{6-10}$ We choose to outline the basic steps used by LSM for sake of completeness.

The $X Y$ Hamiltonian is

$$
\begin{align*}
H= & J \sum_{j=1}^{N}\left\{(1+\gamma) S_{j}^{x} S_{j+1}^{x}\right. \\
& \left.+(1-\gamma) S_{j+1}^{y}-[\mu h(t) / J] S_{j}^{z}\right\} . \tag{2.1}
\end{align*}
$$

This Hamiltonian represents a chain of interacting spins, with nearest-neighbor interaction only. The boundary condition is cyclic, namely, $\overrightarrow{\mathrm{S}}_{N+1}$ $=\overrightarrow{\mathrm{S}}_{1} . S_{j}^{x}, S_{j}^{y}, S_{j}^{z}$, are the spin- $\frac{1}{2}$ operators at the $j$ th lattice site (they are $\frac{1}{2}$ the Pauli spin matrices), $\gamma$ is the anistropy measure, $\mu$ is the magnetic moment, $h(t)$ is the time-dependent magnetic field, and $J$ is the coupling constant. We set $J=1$ and $\mu=1$ for convenience, and write them explicitly only when necessary.

Define new operators $b_{j}, b_{j}^{\dagger}$, which are neither Fermi nor Bose operators, by

$$
\begin{align*}
& S_{j}^{x}=\frac{1}{2}\left(b_{j}^{\dagger}+b_{j}\right), \quad S_{j}^{y}=\left(b_{j}^{\dagger}-b_{j}\right) / 2 i, \\
& S_{j}^{z}=b_{j}^{\dagger} b_{j}-\frac{1}{2} . \tag{2.2}
\end{align*}
$$

These operators are expressed in terms of Fermi operators $c_{K}, c_{K}^{\dagger}$ by

$$
\begin{align*}
& b_{j}=\exp \left(-\pi i \sum_{K=1}^{j-1} c_{K}^{\dagger} c_{K}\right) c_{j},  \tag{2,3}\\
& b_{j}^{+}=c_{j}^{+} \exp \left(\pi i \sum_{K=1}^{j-1} c_{K}^{\dagger} c_{K}\right)
\end{align*}
$$

Following LSM, we substitute (2.3) in (2.1) and obtain

$$
\begin{align*}
H= & \frac{1}{2} \sum_{j=1}^{N}\left[\left(c_{j}^{\dagger} c_{j+1}+\gamma c_{j}^{\dagger} c_{j+1}^{\dagger}+\text { H. c. }\right)\right. \\
& \left.-2 h c_{j}^{\dagger} c_{j}\right]+\frac{1}{2} N h \tag{2.4}
\end{align*}
$$

with the boundary condition ${ }^{13} c_{1} \equiv c_{N+1}$.
The diagonalization of $(2.1)$ for $h(t)$ independent of $t$ is completed by using two more transformations: (i) Fourier transformation, and (ii) Bogoliubov transformation.

We can still carry out the Fourier transform
for a general $h(t)$ 。 Define

$$
\begin{align*}
& c_{j}^{+}=\frac{1}{\sqrt{N}} \sum_{p=-N / 2}^{N / 2} \exp \left(i j \phi_{p}\right) a_{p}^{\dagger} \\
& c_{j}=\frac{1}{\sqrt{N}} \sum_{p=-N / 2}^{N / 2} \exp \left(-i j \phi_{p}\right) a_{p} \tag{2,5}
\end{align*}
$$

where $\quad \phi_{p}=2 \pi p / N$ 。
Substituting $(2.5)$ in $(2.4)$, one obtains

$$
\begin{gather*}
H=\frac{1}{2} \sum_{p=1}^{N / 2}\left\{\alpha_{p}(t)\left[a_{p}^{\dagger} a_{p}+a_{-p}^{\dagger} a_{-p}\right]\right. \\
\left.+\frac{1}{2} i \delta_{p}\left[a_{p}^{\dagger} a_{-p}^{\dagger}+a_{p} a_{-p}\right]+2 h(t)\right\},  \tag{2.7}\\
\text { with } \quad \alpha_{p}(t)=2\left[\cos \phi_{p}-h(t)\right],  \tag{2.8}\\
\delta_{p}=-2 \gamma \sin \phi_{p}, \tag{2,9}
\end{gather*}
$$

and $a_{p}$ and $a_{p}^{\dagger}$ are again Fermi operators.
The Bogoliubov transformation that would diagonalize (2.7) in terms of new Fermi operators would have no meaning, since the coefficients of this transformation would be explicitly time dependent. However, we can write $(2.7)$ as

$$
\begin{equation*}
H=\sum_{p=1}^{N / 2} \tilde{H}_{p} \tag{2.10}
\end{equation*}
$$

where $\quad \tilde{H}_{p}=\frac{1}{2}\left\{\alpha_{p}(t)\left(a_{p}^{\dagger} a_{p}+a_{-p}^{\dagger} a_{-p}\right)\right.$

$$
\begin{equation*}
\left.+\frac{1}{2} i \delta_{p}\left[a_{p}^{\dagger} a_{-p}^{\dagger}+a_{p} a_{-p}\right]+2 h(t)\right\} \tag{2,11}
\end{equation*}
$$

Clearly, we obtain $\left[\tilde{H}_{p}, \tilde{H}_{p}\right]=0$,
which means the space upon which $\tilde{H}$ acts decomposes into noninteracting subspaces, each of four dimensions. No matter what $h(t)$ is, there will be no transitions among those subspaces.

It is convenient to use the following basis for the $p$ th subspace:

$$
\begin{equation*}
\left(|0\rangle ; a_{p}^{\dagger} a_{-p}^{\dagger}|0\rangle ; a_{p}^{\dagger}|0\rangle ; a_{-p}^{\dagger}|0\rangle\right) \tag{2.13}
\end{equation*}
$$

This is the Heisenberg picture. The Hamiltonian (2.10) with the basis (2.13) becomes the matrix

$$
\begin{equation*}
\bar{H}(t) \sum_{p=1}^{N / 2}\left[I \otimes I \otimes \cdots \otimes \bar{H}_{p}(t) \otimes \cdots \otimes I\right] \tag{2.14}
\end{equation*}
$$

where we have explicitly

$$
\bar{H}_{p}(t)=\left[\begin{array}{cccc}
h(t) & \frac{1}{2} i \delta_{p} & 0 & 0  \tag{2.15}\\
-\frac{1}{2} i \delta_{p} & 2 \cos \phi_{p}-h(t) & 0 & 0 \\
0 & 0 & \cos \phi_{p} & 0 \\
0 & 0 & 0 & \cos \phi_{p}
\end{array}\right]
$$

and $I$ is the $4 \times 4$ unit matrix.

## III. LIOUVILLE EQUATION

In this section, we reduce the Liouville equation for the density matrix of the system $(2.7)$ to a sec-
ond-order ordinary differential equation.
Let $U_{p}(t)$ be the time-evolution matrix in the $p$ th subspace, namely, ( $\hbar=1$ ):

$$
\begin{equation*}
i \frac{d}{d t} U_{p}(t)=U_{p}(t) \bar{H}_{p}(t) \tag{3.1}
\end{equation*}
$$

with the boundary condition

$$
\begin{equation*}
U_{p}(0)=I . \tag{3.2}
\end{equation*}
$$

Then, the Hamiltonian of the system $H^{s}(t)$ in the Schrödinger picture is

$$
\begin{equation*}
H^{s}(t)=\sum_{p=1}^{N / 2}\left[I \otimes I \otimes \cdots \otimes H_{p}^{s}(t) \otimes \cdots \otimes I\right] \tag{3.3}
\end{equation*}
$$

where $H_{p}^{s}(t)=U_{p}(t) \bar{H}_{p}(t) U_{p}(t)^{\dagger}$,
and $\bar{H}_{p}(t)$ is given by (2.15)。
Let $\rho(t)$ be the density matrix of the system. The Liouville equation of the system is

$$
\begin{equation*}
i \frac{d}{d t} \rho(t)=\left[H^{s}(t), \rho(t)\right] . \tag{3.5}
\end{equation*}
$$

To complete the specification of $\rho(t)$, we need to provide the differential equation (3.5) with an initial condition. For the purposes of this paper, we will consider only systems which at time $t=0$ are in thermal equilibrium at temperature $T$. Since we obtain

$$
\begin{equation*}
H^{s}(0)=\bar{H}(0) \tag{3,6}
\end{equation*}
$$

we have $\rho(0)=e^{-\beta H^{s}(0)}=e^{-\beta \bar{H}(0)}$,
where $\beta=1 / k T$ and $k$ is the Boltzmann constant.
The boundary condition (3.6), by using (3.3), can be written explicitly

$$
\begin{align*}
\rho(0) & =\prod_{p=1}^{N / 2}\left(I \otimes I \otimes \cdots \otimes e^{-\beta H_{p}(0)} \otimes I \cdots \otimes I\right) \\
& =e^{-\beta \bar{H}_{1}(0)} \otimes e^{-\beta \bar{H}_{2}(0)} \otimes \ldots \otimes e^{-\beta \bar{H}_{N / 2}(0)} \tag{3.8}
\end{align*}
$$

This particular algebric form, together with (2.12), suggests the solution of (3.1):

$$
\begin{equation*}
\rho(t)=\rho_{1}(t) \otimes \rho_{2}(t) \otimes \cdots \otimes \rho_{N / 2}(t) \tag{3.9}
\end{equation*}
$$

By substitution of $(3.9)$ and (3.3) in (3.5), one obtains

$$
\begin{align*}
\sum_{p=1}^{N / 2}\left[\rho_{1}(t) \otimes\right. & \rho_{2}(t) \cdots \otimes\left(i \frac{d}{d t} \rho_{p}(t)\right. \\
& \left.\left.-\left[H_{p}^{s}(t), \rho_{p}(t)\right]\right) \otimes \cdots \otimes \rho_{N / 2}(t)\right]=0 . \tag{3.10}
\end{align*}
$$

From (3.10), we conclude that if for every integer $p, 1 \leqslant p \leqslant \frac{1}{2} N, \rho_{p}$ satisfies

$$
\begin{equation*}
i \frac{d}{d t} \rho_{p}(t)=\left[H_{p}^{s}(t), \rho_{p}(t)\right] \tag{3.11}
\end{equation*}
$$

with the initial condition

$$
\rho_{p}(0)=e^{-\beta H_{p}(0)} ;
$$

(3.12a)
then (3.9) is the unique solution (3.5) under the condition (3.6). Furthermore, because of (3.1) and (3.4), the solution of (3.11) is

$$
\begin{equation*}
\rho_{p}(t)=U_{p}(t) \rho_{p}(0) U_{p}(t)^{\dagger} \tag{3.12b}
\end{equation*}
$$

and $\rho_{p}(0)$ is given explicitly

$$
\rho_{p}(0)=\left[\begin{array}{cccc}
k_{11}^{p} & k_{12}^{p} & 0 & 0  \tag{3.13}\\
k_{21}^{p} & k_{22}^{p} & 0 & 0 \\
0 & 0 & e^{-\beta \cos \phi_{p}} & 0 \\
0 & 0 & 0 & e^{-\beta \cos \phi_{p}}
\end{array}\right],
$$

where (we omit here the index $p$ for convenience)

$$
\begin{align*}
\Lambda[h(0)] & \equiv\left\{\gamma^{2} \sin ^{2} \phi+[h(0)-\cos \phi]^{2}\right\}^{1 / 2}  \tag{3.14}\\
q & =-\Lambda[h(0)]^{-1} e^{-\beta \cos \phi} \sinh [\beta \Lambda(h(0))]  \tag{3.15}\\
r & =-\frac{1}{2} \delta q  \tag{3.16}\\
P & =\frac{[\cos \phi+\Lambda(h(0))] e^{-\beta[\cos \phi+\Lambda(h(0))]}}{2 \Lambda[h(0)]} \\
& -\frac{[\cos \phi-\Lambda(h(0))] e^{-\beta[\cos \phi-\Lambda(0))]}}{2 \Lambda[h(0)]}  \tag{3.17}\\
k_{12} & =k_{21}^{*}=-i r  \tag{3,18}\\
k_{11} & =h(0) q+P  \tag{3.19}\\
k_{22} & =P+q[2 \cos \phi-h(0)] \tag{3.20}
\end{align*}
$$

Because $\bar{H}_{p}$ is in block form it is clear that

$$
U_{p}(t)=\left[\begin{array}{cccc}
U_{11, p}(t) & U_{12, p}(t) & 0 & 0  \tag{3.21}\\
U_{21, p}(t) & U_{22, p}(t) & 0 & 0 \\
0 & 0 & e^{-i t \cos \phi_{p}} & 0 \\
0 & 0 & 0 & e^{-i t \cos \phi_{p}}
\end{array}\right]
$$

where the upper-left block is determined from
$i \frac{d}{d t}\left[\begin{array}{ll}U_{11} & U_{12} \\ U_{21} & U_{22}\end{array}\right]=\left[\begin{array}{ll}U_{11} & U_{12} \\ U_{21} & U_{22}\end{array}\right]\left[\begin{array}{ll}h(t) & \frac{1}{2} i \delta \\ -\frac{1}{2} i \delta & 2 \cos \phi-h(t)\end{array}\right]$.

This matrix equation contains two independent systems of coupled differential equations. By straightforward algebra, we obtain
$i \frac{d^{2}}{d t^{2}} U_{11}(t)=2 \cos \phi \frac{d}{d t} U_{11}(t)$

$$
\begin{equation*}
+\left(\frac{d h(t)}{d t}-i \frac{1}{4} \delta^{2}+i[2 \cos \phi-h(t)] h(t)\right) U_{11} \tag{3.23}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
U_{11}(0)=1 \text { and } \frac{d}{d t} U_{11}(0)=-i h(0) \tag{3.24}
\end{equation*}
$$

Let $h(t)=b+h_{1}(t)$,
while $\lim _{t \rightarrow \infty} h_{1}(t)=0$,

$$
\begin{equation*}
U_{11}(t)=V(t) e^{-i t \cos \Phi} \tag{3.26}
\end{equation*}
$$

Then (3.22) becomes

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} V(t)+\left[\Lambda^{2}(b)+\psi(t)\right] V(t)=0 \tag{3.28}
\end{equation*}
$$

where $\Lambda(b)$ is given by ( 3.14 ),

$$
\begin{equation*}
\psi(t)=h_{1}^{2}(t)-2(\cos \phi-b) h_{1}(t)+i \frac{d}{d t} h_{1}(t), \tag{3.29}
\end{equation*}
$$

and from (3.23), $V(t)$ satisfies the initial conditions

$$
\begin{equation*}
V(0)=1, \frac{d}{d t} V(0)=i[\cos \phi-h(0)] . \tag{3.30}
\end{equation*}
$$

From a well-known theorem, ${ }^{14}$ we deduce that all solutions of (3.28) are bounded as $t \rightarrow \infty$ provided the following conditions are fulfilled:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \psi(t)=0, \int_{0}^{\infty}\left|\psi^{\prime}(t)\right| d t<\infty \tag{3.31}
\end{equation*}
$$

Let $W_{1}$ and $W_{2}$ be two independent solutions of (3.26). Because of (3.31), we know that $\lim _{t \rightarrow \infty} V$ $\cong \mu_{1} e^{i \Lambda(b) t}+\mu_{2} e^{-i \Lambda(b) t}$, where $\mu_{1}$ and $\mu_{2}$ are constants to be determined. Accordingly we specify $W_{i}, i=1,2$, by

$$
\begin{equation*}
\lim _{t \rightarrow \infty} W_{1}(t) \sim e^{i t \Lambda(b)}, \quad \lim _{t \rightarrow \infty} W_{2}(t) \sim e^{-i t \Lambda(b)} . \tag{3.32}
\end{equation*}
$$

Using (3.22), (3.28), and (3.32), we have "immediately'

$$
\begin{align*}
& V_{11}(t)=A_{1} W_{1}(t)+A_{2} W_{2}(t),  \tag{3.33}\\
& V_{21}(t)=B_{1} W_{1}(t)+B_{2} W_{2}(t), \tag{3.34}
\end{align*}
$$

with initial conditions

$$
\begin{equation*}
V_{21}(0)=0 \text { and } \frac{d}{d t} V_{21}(0)=-\frac{1}{2} \delta . \tag{3,35}
\end{equation*}
$$

The constants $A_{1}, A_{2}, B_{1}, B_{2}$ are easily determined from (3.35) to be

$$
\begin{align*}
& A_{1}=\frac{(d / d t) W_{2}(0)-i[\cos \phi-h(0)] W_{2}(0)}{W(0)}, \\
& A_{2}=\frac{\left.i W_{1}(0)[\cos \phi-h(0)]-(d / d t)\right] W_{1}(0)}{W(0)},  \tag{3.36}\\
& B_{1}=-\frac{\frac{1}{2} \delta W_{2}(0)}{W(0)}, \quad B_{2}=\frac{\frac{1}{2} \delta W_{1}(0)}{W(0)},
\end{align*}
$$

where $W(t)$ is the Wronskian of the two independent solutions $W_{1}, W_{2}$, namely,

$$
\begin{equation*}
W(t)=W_{1}(t) \frac{d}{d t} W_{2}(t)-W_{2}(t) \frac{d}{d t} W_{1}(t) \tag{3.37}
\end{equation*}
$$

## IV. MAGNETIZATION

We derive a general expression for the $z$-direction magnetization in terms of the solutions of
(3.28), and obtain its asymptotic behavior.

The magnetization operator per spin is defined

$$
\begin{equation*}
M=\frac{1}{N} \sum_{j} S_{j}^{z} \tag{4.1}
\end{equation*}
$$

$M$ can be written in terms of the operators $a_{p}, a_{p}^{\dagger}$, defined in (2.5) and (2.6) as

$$
\begin{equation*}
M=\frac{1}{N} \sum_{p=1}^{N / 2} M_{p}, \tag{4.2}
\end{equation*}
$$

where $M_{p}=a_{p}^{\dagger} a_{p}+a_{-p}^{\dagger} a_{-p}-1$.
Clearly, we obtain

$$
\begin{equation*}
\left[M_{p}, M_{p^{\prime}}\right]=0 . \tag{4.4}
\end{equation*}
$$

Since (4.3) and (4.4) are conditions similar to ( 2.10 ) and ( 2.12 ), we conclude that $M$ has the same algebric structure as $H$.

Let $M_{z}(t)$ be the average magnetization per spin, namely,

$$
\begin{equation*}
M_{z}(t)=\frac{1}{N} \frac{\operatorname{Tr}[M \rho]}{\operatorname{Tr}[\rho]}=\frac{1}{N} \sum_{p=1}^{N / 2} \frac{\operatorname{Tr}\left[M_{p} U_{p} \rho_{p}(0) U_{p}^{\dagger}\right]}{\operatorname{Tr}\left[\rho_{p}(0)\right]} \tag{4.5}
\end{equation*}
$$

Using (2.13), (3.13), (4.3), and (3.21) in (4.5) we obtain explicitly

$$
\begin{align*}
M_{z}(t)= & -\frac{1}{N} \sum_{p}\left(k_{11}^{p}+k_{22}^{p}+2 e^{\left.-\beta \cos \varphi_{p}\right)^{-1}}\right. \\
& \times\left[\left(k_{11}^{p}-k_{22}^{p}\right)\left(2\left|U_{11}^{p}\right|^{2}-1\right)-4 r_{p} \operatorname{Im}\left(U_{12}^{p} U_{11}^{p *}\right)\right] . \tag{4.6}
\end{align*}
$$

One can replace the $U_{i j}$ in (4.6) by the $V_{i j}$ of (3.33) and (3.34). Using the constants (3.36), (4.6) becomes

$$
\begin{align*}
M_{z}(t) & =\frac{1}{N} \sum_{p=1}^{N / 2} \frac{\tanh \left[\frac{1}{2} \beta \Lambda(h(0))\right]}{\Lambda(h(0))}\left\{\left[h(0)-\cos \phi_{p}\right]\right. \\
& \times\left(2 \left\lvert\, \frac{W_{2}^{\prime}(0)-i\left[\cos \phi_{p}-h(0)\right] W_{2}(0)}{W(0)} W_{1}(t)\right.\right. \\
& \left.+\left.\frac{i W_{1}(0)\left[\cos \phi_{p}-h(0)\right]-W_{1}^{\prime}(0)}{W(0)} W_{2}(t)\right|^{2}-1\right) \\
& +\left(-2 \gamma \sin \phi_{p}\right)^{2} \operatorname{Im}\left[\left(\frac{W_{2}^{\prime}(0)-i\left[\cos \phi_{p}-h(0)\right] W_{2}(0)}{W(0)}\right.\right. \\
& \left.\times W_{1}(t)+\frac{i W_{1}(0)\left[\cos \phi_{p}-h(0)\right]-W_{1}^{\prime}(0)}{W(0)} W_{2}(t)\right) \\
& \left.\left.\times\left(-\frac{\frac{1}{2} W_{2}(0)}{W(0)} W_{1}(t)+\frac{\frac{1}{2} W_{1}(0)}{W(0)} W_{2}(t)\right)\right]\right\} . \tag{4.7}
\end{align*}
$$

This is the exact expression for all $N$ for the magnetization in the $z$ directions in terms of the solutions $W_{1}(t)$ and $W_{2}(t)$ of (3.28) with conditions (3.32). However, our major interest is in the thermodynamic limit $N \rightarrow \infty$. This limit is easily obtained from (4.7) by using the definition of inte-
gral to replace $\phi_{p}$ by $\phi$ and
$\frac{1}{N} \sum_{p=1}^{N / 2}$ by $\frac{1}{2 \pi} \int_{0}^{\pi} d \phi$.
V. STEP-FUNCTION MAGNETIC FIELD

A step function in the magnetic field provides us
with the easiest example of the above formalism.
Let

$$
\begin{align*}
h(t) & =a, \quad t \leqslant 0 \\
& =b, \quad t>0 ; \tag{5.1}
\end{align*}
$$

then the solution of $(3,22)$ is readily found to be

$$
\begin{align*}
{\left[\begin{array}{ll}
U_{11} & U_{12} \\
U_{21} & U_{22}
\end{array}\right] } & =e^{-i t \cos \phi}\left[\begin{array}{cc}
V_{11} & V_{12} \\
-V_{12}^{*} & V_{11}^{*}
\end{array}\right] \\
& =e^{-i t \cos \phi}\left[\begin{array}{cc}
i \frac{(\cos \phi-b)}{\Lambda(b)} & \sin [t \Lambda(b)]+\cos [t \Lambda(b)]
\end{array}\right.  \tag{5,2}\\
& -\frac{\delta}{2} \frac{\sin [t \Lambda(b)}{\Lambda(b)}
\end{align*}
$$

The explicit density matrix for the $p$ th subspace is also obtained by straightforward matrix multiplication as

$$
\rho_{p}(t)=\left[\begin{array}{cccc}
K_{11}^{p}(t) & K_{12}^{p}(t) & 0 & 0  \tag{5.3}\\
K_{12}^{*}(t) & k_{11}^{p}+k_{22}^{p}-K_{11}^{p}(t) & 0 & 0 \\
0 & 0 & e^{-\beta \cos \phi_{p}} & 0 \\
0 & 0 & 0 & e^{-\beta \cos \phi_{p}}
\end{array}\right]
$$

where

$$
\begin{align*}
K_{11}^{p}(t)= & k_{11}^{p}\left[\left(\cos \phi_{p}-b\right)^{2}\left(\frac{\sin [t \Lambda(b)]}{\Lambda(b)}\right)^{2}+\cos ^{2}[t \Lambda(b)]\right]+r_{p} \delta_{p}\left(\cos \phi_{p}-b\right)\left(\frac{\sin [t \Lambda(b)]}{\Lambda(b)}\right)^{2}+k_{22}^{p} \frac{\delta_{p}^{2}}{4}\left(\frac{\sin [t \Lambda(b)]}{\Lambda(b)}\right)^{2},  \tag{5.4}\\
K_{12}^{p}(t)= & \left(k_{22}^{p}-k_{11}^{p}\right) \frac{\delta_{p}}{2} \frac{\sin [t \Lambda(b)]}{\Lambda(b)}\left(i \frac{\cos \phi_{p}-b}{\Lambda(b)} \sin [t \Lambda(b)]+\cos [t \Lambda(b)]\right) \\
& -i r_{p}\left[\cos ^{2}[t \Lambda(b)]+i \frac{\cos \phi_{p}-b}{\Lambda(b)} \sin [2 t \Lambda(b)]-\left(\cos \phi_{p}-b\right)^{2}\left(\frac{\sin [t \Lambda(b)]}{\Lambda(b)}\right)^{2}+\frac{\delta^{2}}{4}\left(\frac{\sin [t \Lambda(b)]}{\Lambda(b)}\right)^{2}\right], \tag{5.5}
\end{align*}
$$

and $r_{p}, k_{11}^{p}, k_{22}^{p}, \Lambda(b)$ are the same as before (3.14)-(3.20).
By direct substitution of the matrix elements of (5.2) in the general formula for the magnetization (4.7) one obtains

$$
\begin{equation*}
m_{z}(t)=\frac{1}{N} \sum_{p} \frac{\tanh \left[\frac{1}{2} \beta \Lambda(a)\right]}{\Lambda(a)}\left(\frac{\cos 2 \Lambda(b) t}{\Lambda^{2}(a)} \gamma^{2}(a-b) \sin ^{2} \phi_{p}-\frac{\left(\cos \phi_{p}-b\right)\left[\left(\cos \phi_{p}-b\right)\left(\cos \phi_{p}-a\right)+\gamma^{2} \sin ^{2} \phi_{p}\right]}{\Lambda^{2}(b)}\right) \tag{5.6}
\end{equation*}
$$

We proceed to take the thermodynamic limit $N \rightarrow \infty$ 。 The sum (5.6) becomes an integral. In other words, only the first term in the Poisson summation formula survives, and the others are exponentially small. It is interesting to note that (5.6) does not approach a limit as $t \rightarrow \infty$ 。 This is not the case if the thermodynamic limit is taken first. Explicitly, (5.6) becomes ${ }^{15}$

$$
\begin{align*}
\lim _{N \rightarrow \infty} m_{z}(t)= & \frac{1}{2 \pi} \int_{0}^{\pi} d \phi \frac{\tanh \left[\frac{1}{2} \beta \Lambda(a)\right]}{\Lambda(a) \Lambda^{2}(b)} \\
& \times\left\{\cos [2 \Lambda(b) t] \gamma^{2}(a-b) \sin ^{2} \phi-(\cos \phi-b)\right. \\
& \left.\left.\times[\cos \phi-a)(\cos \phi-b)+\gamma^{2} \sin ^{2} \phi\right]\right\} \tag{5.7}
\end{align*}
$$

One would like to check (5.7) for several limiting cases. Since we have

$$
\begin{equation*}
\left[\sum_{i} S_{i}^{z}, \sum_{j}\left(S_{j}^{x} S_{j+1}^{x}+S_{j}^{y} S_{j+1}^{y}\right)\right]=0 \tag{5.8}
\end{equation*}
$$

we expect no time dependence of $m_{z}(t)$ when $\gamma=0$, and the time-dependent term of (5.7) is proportional to $\gamma^{2}$. The limit $a=b$ corresponds to a constant field, and should agree with $m_{z}(0)$ which is the wellknown statistical equilibrium formula, namely,

$$
\begin{equation*}
m_{z}(0)=\frac{1}{2 \pi} \int_{0}^{\pi} d \phi \frac{\tanh \left[\frac{1}{2} \beta \Lambda(a)\right]}{\Lambda(a)}(a-\cos \phi) . \tag{5.9}
\end{equation*}
$$

On the other hand, the infinite-time limit is
$m_{z}(\infty)=\frac{1}{2 \pi} \int_{0}^{\pi} d \phi \frac{\tanh \left[\frac{1}{2} \beta \Lambda(a)\right]}{\Lambda(a)}$

$$
\begin{equation*}
\times \frac{(b-\cos \phi)}{\Lambda^{2}(b)}\left[(\cos \phi-a)(\cos \phi-b)+\gamma^{2} \sin ^{2} \phi\right] \tag{5.10}
\end{equation*}
$$

$m_{z}(\infty)$ depends on $a$, but for a general value of $b$ this does not mean that $m_{z}(\infty)$ is not in thermal equilibrium, since the temperature of the finite state could depend on how much the magnetic field had changed. However, when $b=0, m_{z}(\infty)$ does not vanish. From (5.9), we see that there is no value of $T$ for which the equilibrium magnetization will be different from zero if no external field is applied. Therefore, we conclude that as $t \rightarrow \infty$ the system does not approach thermal equilibrium when $h(t)$ is given by (5.1). In Fig。 1 we plot $m_{z}(\infty)$ as a function of the initial field $a$. We see that it is a monotonic function of $a$ and as $a \rightarrow \infty$ it saturates at a value smaller than $\frac{1}{2}$, where $\frac{1}{2}$ is the saturation value of the initial magnetization.

In Appendix B, we perform a detailed study of the asymptotic behavior of (5.7) for large $t$. This expansion is valid for $t=0(N)$ for taking the thermodynamic limit and then letting $t \rightarrow \infty$.

The result of this expansion is given in terms of three cases, ${ }^{16}$ where

$$
\begin{equation*}
f_{j}(t)=m_{\boldsymbol{z}}(t)-m_{\boldsymbol{z}}(\infty), \quad j=1,2,3 . \tag{5.11}
\end{equation*}
$$

Case (i): $|\mu b / J|>\left(1-\gamma^{2}\right) ; f_{1}(t)$ is given up to second order by

$$
f_{1}(t) \sim-\frac{(a-b) \gamma^{2} \mu}{2 \pi J}\left[( \frac { 2 t J } { \hbar } ) ^ { - 3 / 2 } \left\{-\left[\frac{|\mu b-J|}{\mu b-J\left(1-\gamma^{2}\right)}\right]^{1 / 2}\right.\right.
$$



FIG. 1. Final magnetization versus initial field $a$ for step function case: $a$ - jumps to 0 .

$$
\begin{align*}
\times \Gamma\left(\frac{3}{2}\right) E_{1} & \left(\left|\frac{\mu b}{J}-1\right|\right) \quad \cos \left[\frac{2 t}{\hbar}|b \mu-J|-\frac{1}{4} \pi\right] \\
& +\left[\frac{|\mu b+J|}{\mu b+J\left(1-\gamma^{2}\right)}\right]^{1 / 2} \Gamma\left(\frac{3}{2}\right) E_{1}\left(\left|\frac{\mu b}{J}+1\right|\right) \\
& \left.\times \cos \left[\frac{2 t}{\hbar}|b \mu+J|+\frac{1}{4} \pi\right]\right\} \\
& +\left(\frac{2 t J}{\hbar}\right)^{-5 / 2}\left\{\left[\frac{|\mu b-J|}{\mu b-J\left(1-\gamma^{2}\right)}\right]^{1 / 2} \Gamma\left(\frac{5}{2}\right)\right. \\
& \times E_{1}^{\prime}\left(\left|\frac{b \mu}{J}-1\right|\right) \cos \left(\frac{2 t}{\hbar}|b \mu-J|+\frac{1}{4} \pi\right) \\
& -\left[\frac{|\mu b+J|}{\mu b+J\left(1-\gamma^{2}\right)}\right]^{1 / 2} \Gamma\left(\frac{5}{2}\right) E_{1}^{\prime}\left(\left|\frac{b \mu}{J}+1\right|\right) \\
& \left.\left.\times \cos \left(\frac{2 t}{\hbar}|b \mu+J|-\frac{1}{4} \pi\right)\right\}\right] . \tag{5.12}
\end{align*}
$$

$E_{1}$ and $E_{1}^{\prime}$ are given by (B25) and (B26), respectively.

Case (ii): $|\mu b / J|<\left(1-\gamma^{2}\right) ; f_{2}(t)$ is given up to second order by

$$
f_{2}(t) \sim \frac{(a-b) \gamma^{2} \mu}{2 \pi J}\left\{( t \alpha ) ^ { - 1 / 2 } \operatorname { c o s } \left[\frac{2 t}{\hbar} \gamma\right.\right.
$$

$$
\begin{align*}
& \left.\left.\times\left(J^{2}-\frac{b^{2} \mu^{2}}{1-\gamma^{2}}\right)^{1 / 2}+\frac{1}{4} \pi\right] E_{3}\left(\frac{b}{1-\gamma^{2}}\right) \Gamma\left(\frac{1}{2}\right)\right\} \\
& +\left\{\frac{(a-b) \gamma^{2} \mu}{4 \pi J}(t \alpha)^{-3 / 2} \Gamma\left(\frac{3}{2}\right) E_{3}^{\prime \prime}\left(\frac{b}{1-\gamma^{2}}\right)\right. \\
& \times \cos \left[\frac{2 t}{\hbar} \gamma\left(J^{2}-\frac{b^{2} \mu^{2}}{1-\gamma^{2}}\right)^{1 / 2}-\frac{1}{4} \pi\right] \\
& \left.+\left[\text { first-order terms of } f_{1}(t)\right]\right\} \tag{5.13}
\end{align*}
$$

$\alpha, E_{3}, E_{3}^{\prime \prime}$ are given by (B34), (B41), and (B43), respectively.
Case (iii): $|b|=1-\gamma^{2} ; f_{3}$ is given up to second order by

$$
\begin{align*}
f_{3}(t) \sim & \frac{(a-b) \gamma^{2} \mu}{2 \pi J}\left[\frac{1}{2} \Gamma\left(\frac{3}{4}\right)(m t)^{-3 / 4} E_{4}(0)\right. \\
& \times \cos \left(\frac{2 t}{\hbar}|\mu b-J|+\frac{3 \pi}{8}\right)+\frac{1}{2} \Gamma\left(\frac{5}{2}\right)(m t)^{-5 / 4} \\
& \left.\times E_{4}^{\prime} \cos \left(\frac{2 t}{\hbar}|\mu b-J|+\frac{5 \pi}{8}\right)\right] \tag{5.14}
\end{align*}
$$

where $m$ is given by (B48) and $E_{4}(0)$ by (B46).
In Fig. 2, we exhibit the numerical analysis of (5.7) together with its appropriate asymptotic formula (5.12). We obtain the interference of two collective frequencies, which are understood from (5.12) to be "Larmor type" and "spin-exchange type." We cannot give an intuitive interpretation of the other collective frequency in (5.13).

## VI. EXPONENTIALLY DECAYING MAGNETIC FIELD

Section V raises the suspicion that nonergodic behavior found in the system is due to the special case (5.1). In other words, when initial field $a$ jumps to a final field $b$ at a very fast rate, the system does not approach equilibrium. However, one might hope that a continuous very slow change of the magnetic field would result in an equilibri-


FIG. 2. $m_{z}(t)$ exact (numerical) and asymptotic for large t. $a=10, b=2, \gamma=\frac{1}{2}, \beta=1$ 。
um result.
To demonstrate this hope to be wrong we define a new field, which we can control to change as slow as we please:

$$
h(t)= \begin{cases}a, & t \leqslant 0  \tag{6.1}\\ b+(a-b) e^{-K t}, & t \geqslant 0\end{cases}
$$

where $a>b$.
The two solutions $W_{1}(t), W_{2}(t)$ [Eq. (3.32)] of Eq. (3.28) are obtained in Appendix A to be

$$
\begin{align*}
W_{1}= & \exp \left(i \Lambda(b) t+i \frac{a-b}{K} e^{-K t}\right){ }_{1} F_{1}\left(\frac{i}{K}[-\Lambda(b)\right. \\
& \left.+b-\cos \phi] ; 1-\frac{2 i \Lambda(b)}{K} ;-\frac{2 i(a-b)}{K} e^{-K t}\right),  \tag{6.2}\\
W_{2}= & \exp \left(-i \Lambda(b) t+i \frac{(a-b)}{K} e^{-K t}\right)_{1} F_{1}\left(\frac{i}{K}[\Lambda(b)\right. \\
& \left.+b-\cos \phi] ; 1+\frac{2 i \Lambda(b)}{K} ;-\frac{2 i(a-b)}{K} e^{-K t}\right), \tag{6.3}
\end{align*}
$$

where ${ }_{1} F_{1}(a, c, x)$ is the confluent hypergeometric function ${ }^{17}$ (Kummer series), and $\Lambda(b)$ is again given by (3.14).

One obtains the values of the constants (3.36) by direct substitution of (6.2) and (6.3) in (3.36) at $t=0$ :

$$
\begin{aligned}
W_{1}(0)= & { }_{1} F_{1}\left(\frac{i}{K}[-\Lambda(b)+b-\cos \phi] ;\right. \\
& \left.1-\frac{2 i \Lambda(b)}{K} ;-\frac{2 i(a-b)}{K}\right), \\
W_{2}(0)= & { }_{1} F_{1}\left(\frac{i}{K}[\Lambda(b)+b-\cos \phi] ;\right. \\
& \left.1+\frac{2 i \Lambda(b)}{K} ;-\frac{2 i(a-b)}{K}\right),
\end{aligned}
$$

$$
\frac{d}{d t} W_{1}(0)=[i \Lambda(b)-i(a-b)]_{1} F_{1}\left(\frac{i}{K}[-\Lambda(b)\right.
$$

$$
\left.+b-\cos \phi] ; 1-\frac{2 i \Lambda(b)}{K} ;-\frac{2 i(a-b)}{K}\right)
$$

$$
-2(a-b) \frac{-\Lambda(b)+b-\cos \phi}{K-2 i \Lambda(b)}
$$

$$
\times{ }_{1} F_{1}\left(1+\frac{i}{K}[-\Lambda(b)+b-\cos \phi] ;\right.
$$

$$
\left.2-\frac{2 i \Lambda(b)}{K} ;-\frac{2 i(a-b)}{K}\right)
$$

$$
\frac{d}{d t} W_{2}(0)=[-i \Lambda(b)-i(a-b)]_{1} F_{1}\left(\frac{i}{K}[\Lambda(b)\right.
$$

$$
\left.+b-\cos \phi] ; 1+\frac{2 i \Lambda(b)}{K} ;-\frac{2 i(a-b)}{K}\right),
$$

$$
\begin{align*}
& -2(a-b) \frac{\Lambda(b)+b-\cos \phi}{K+2 i \Lambda(b)} \\
& \times{ }_{1} F_{1}\left(1+\frac{i}{K}[\Lambda(b)+b-\cos \phi]\right.  \tag{6.10}\\
& \left.2+\frac{2 i \Lambda(b)}{K} ;-\frac{2 i(a-b)}{K}\right) \tag{6.4d}
\end{align*}
$$

$$
\begin{aligned}
W(0)= & W_{1}(0) \frac{d}{d t} W_{2}(0) \\
& -W_{2}(0) \frac{d}{d t} W_{1}(0)=-2 i \Lambda(b) .
\end{aligned}
$$

$$
\begin{aligned}
& \times\left((a-\cos \phi)\left(2|A|^{2}+|B|^{2}-1\right)\right. \\
& \left.+\frac{\gamma^{2} \sin ^{2} \phi}{\Lambda(b)} \operatorname{Re}\left(B W_{1}+A W_{2}\right)\right)
\end{aligned}
$$

This expression is an explicit function of $K$, which means that the final magnetization explicitly depends on how fast the field decays. For example, as $K \rightarrow \infty$

$$
\begin{array}{r}
\lim _{K \rightarrow \infty} m(a, b, K)=\frac{1}{2 \pi} \int_{0}^{\pi} d \phi \frac{\tanh \left[\frac{1}{2} \beta \Lambda(a)\right]}{\Lambda(a)} \frac{(b-\cos \phi)}{\Lambda^{2}(b)} \\
\left.\times[\cos \phi-a)(\cos \phi-b)+\gamma^{2} \sin ^{2} \phi\right] \cdot(6.11) \tag{6.11}
\end{array}
$$

This is identical with (5.10) - a result which is expected, since when $K \rightarrow \infty$, (6.1) reduces to (5.1).

The hope stated at the beginning of this section is that as $K^{-1} \rightarrow \infty, m(a, b, K)$ will approach the value it would have in thermal equilibrium at some temperature $T_{1}$. To study this limit let $K^{-1}=s$. As $s \rightarrow \infty$ the asymptotic expansion of $W_{1}[a, b, s, \Lambda(b)]$ is found in Appendix C to be

$$
\begin{align*}
& W_{1}(a, b, s, \Lambda(b)) \sim \frac{[2 \Lambda(b)(\Lambda(b)-b+\cos \phi)]^{1 / 2}}{2(a-b)+(\Lambda(b)-b+\cos \phi)} \\
& \quad \times \exp \left(i \left\{\frac{1}{2} \pi-s(\Lambda-b+\cos \phi)\right.\right. \\
& \quad+s(\Lambda-b+\cos \phi) \ln [s(\Lambda-b+\cos \phi)+2 s \Lambda \\
& \quad-2 s(a-b)-2 s \Lambda \ln (2 s \Lambda)+s(\Lambda+b-\cos \phi) \\
& \quad \times \ln [2 s(a-b)+s(\Lambda-b+\cos \phi)]\})  \tag{6.12}\\
& W_{2}(a, b, s, \Lambda(b)) \sim W_{1}(a, b, s,-\Lambda(b)) . \tag{6,13}
\end{align*}
$$

By substitution of (6.12) and (6.13) in (6.10), and taking the limit $s \rightarrow \infty$, one obtains the final magnetization for this case. Clearly, only terms containing $\left|W_{1}\right|^{2}$ and $\left|W_{2}\right|^{2}$ will survive. Otherwise we again have the conditions of the RiemannLebesque lemma.

Explicitly, the final magnetization is

$$
\begin{align*}
m(a, b)= & \frac{1}{2 \pi} \int_{0}^{\pi} d \phi \frac{\tanh \left[\frac{1}{2} \beta \Lambda(a)\right]}{\Lambda(a)}\left[(\cos \phi-a)+\left(\frac{3(b-\cos \phi)^{2}(a-\cos \phi)}{\Lambda(b)}+\frac{\gamma^{2} \sin ^{2} \phi(a-\cos \phi)}{2 \Lambda(b)}+\frac{\gamma^{2} \sin ^{2} \phi(b-\cos \phi)}{2 \Lambda(b)}\right)\right. \\
& \times \frac{2\left[4(a-b)^{2}+\gamma^{2} \sin ^{2} \phi\right]}{4(a-b)^{2}-4(a-b)(b-\cos \phi)-\gamma^{2} \sin ^{2} \phi}+\left\{2(a-\cos \phi)-\gamma^{2} \sin ^{2} \phi\right\} \\
& \left.\times \frac{(b-\cos \phi)[2(a-b)-(b-\cos \phi)]^{2}+4 \Lambda^{2}[2(a-b)-(b-\cos \phi)]+2 \Lambda^{2}(b-\cos \phi)}{4(a-b)^{2}-4(a-b)(b-\cos \phi)-\gamma^{2} \sin ^{2} \phi}\right] \tag{6.14}
\end{align*}
$$

This magnetization shares with the $t \rightarrow \infty$ magnetization of the step function case, the unpleasant feature of failing to vanish when $b=0$. Hence, we conclude that the $t \rightarrow \infty$ system is not in thermal equilibrium. Therefore, the nonergodic behavior of $m_{\varepsilon}$ found in Sec. V does not depend on the rate at which $h(t)$ approaches its $t \rightarrow \infty$ limit.

## VII. GENERAL PROPERTIES OF $m_{z}(t)$ FOR LARGE $t$

The final question of interest is the generality of the asymptotic approach of (4.7) to its final value, and its relation to the asymptotic behavior of (5.7).

To understand this point we consider the general field:

$$
\begin{array}{ll}
h(t)=a, & t \leqslant 0 \\
h(t)=g(t), & 0 \leqslant t \leqslant t_{0} \\
h(t)=b, & t_{0} \leqslant t<\infty . \tag{7.1}
\end{array}
$$

The evolution matrix for $t \leqslant t_{0}$ is, in general,

$$
\left[\begin{array}{cc}
U_{11}(t) & U_{12}(t) \\
U_{21}(t) & U_{11}(t)
\end{array}\right]=e^{-i t \cos \phi}\left[\begin{array}{cc}
V_{11}(t) & -V_{21}^{*}(t) \\
V_{21}(t) & V_{11}^{*}(t)
\end{array}\right],(7.2)
$$

where $V_{11}$ and $V_{21}$ are given by (3.31) and (3.32), with constants $A_{1}, A_{2}, B_{1}, B_{2}$ given by (3.34). $A_{1}$ and $A_{2}$ are, in general, independent of $\delta$, and $B_{1}$ and $B_{2}$ are proportional to $\frac{1}{2} \delta$.

The evolution matrix for $t \geqslant t_{0}$ is obtained as

$$
U t=\left[\begin{array}{ll}
U_{11}(t) & U_{12}(t)  \tag{7.3}\\
U_{21}(t) & U_{22}(t)
\end{array}\right]=e^{-i t_{0} \cos \phi}\left[\begin{array}{cc}
V_{11}\left(t_{0}\right) & -V_{21}^{*}\left(t_{0}\right) \\
V_{21}\left(t_{0}\right) & V_{11}^{*}\left(t_{0}\right)
\end{array}\right] \exp \left[i\left(t-t_{0}\right)\left(\begin{array}{cc}
b & \frac{1}{2} i \delta \\
-\frac{1}{2} i \delta & 2 \cos \phi-b
\end{array}\right)\right] .
$$

Using (3.36), (6.3) becomes

$$
\begin{align*}
U(t) & =e^{-i t \cos \phi}\left[\begin{array}{cc}
V_{11}\left(t_{0}\right) & -\frac{1}{2} \delta \bar{V}_{21}^{*}\left(t_{0}\right) \\
\frac{1}{2} \delta \bar{V}_{21}\left(t_{0}\right) & V_{11}^{*}\left(t_{0}\right)
\end{array}\right] \\
& \times\left[\begin{array}{ccc}
i \frac{\cos \phi-b}{\Lambda(b)}-\sin \left[\left(t-t_{0}\right) \Lambda(b)\right]+\cos \left[\left(t-t_{0}\right) \Lambda(b)\right] \\
-\frac{1}{2} \delta \frac{\sin \left[\left(t-t_{0}\right) \Lambda(b)\right]}{\Lambda(b)} & \frac{1}{2} \delta \frac{\sin \left[\left(t-t_{0}\right) \Lambda(b)\right]}{\Lambda(b)} \\
& -i \frac{(\cos \phi-b)}{\Lambda(b)} & \sin \left[\left(t-t_{0}\right) \Lambda(b)\right]+\cos \left[\left(t-t_{0}\right) \Lambda(b)\right]
\end{array}\right] \tag{7.4}
\end{align*}
$$

where $V_{21} \equiv \frac{1}{2} \delta \bar{V}_{21}$ and $\bar{V}_{21}$ is $\delta$ independent. The magnetization for this case is obtained by substitution of the appropriate elements (7.4) in formula (4.6).

The asymptotic expansion of $m_{g}(t)$ is very similar to that of Sec. V and Appendix B. There are three cases.
(i) $|\mu b / J|<1-\gamma^{2}$. In this case, $\Lambda(b)$ has an extremal point in the range $0 \leqslant \phi \leqslant \pi$ and the asymptotic expansion may be performed as a stationary phase integral. We find that the leading term of $m_{g}(t)-m_{g}(\infty)$ is given by the leading term of ( 5.13 ), where $E_{3}$ is replaced by an expression which depends explicitly on $V_{j, k}\left(t_{0}\right)$.
(ii) $|\mu b / J|>1-\gamma^{2}$. In this case, $\Lambda(b)$ is monotonic for $0 \leqslant \phi \leqslant \pi$, and the asymptotic expansion comes from the endpoint contribution near 0 and $\pi$. Because of the presence of the factor $\delta^{2}$ (note that $r$ is proportional to $\delta$ ) these contributions are similar to those seen in Sec. V, and we find that the leading terms of $m_{g}(t)-m_{g}(\infty)$ are given by the leading term of (5.12), where $E_{1}$ and $E_{2}$ are re-
placed by expressions which depend explicitly on $V_{j, k}\left(t_{0}\right)$.
(iii) $|\mu b / J|=1-\gamma^{2}$. In this case, the extremal point of $\Lambda(b)$ occurs at 0 or $\pi$ depending upon the sign of $b$. Again, because of the factor $\delta^{2}$ this expansion is the same as that of Sec. $V$ and we find the leading term of $m_{g}(t)-m_{g}(\infty)$ is given by the leading term of (5.14), where $E_{4}$ now depends on $V_{i, j}\left(t_{0}\right)$.

In summary, the form of the $t$ dependence of the asymptotic behavior of $m_{g}(t)-m_{g}(\infty)$ is the same for all fields of the form (7.1). Only the constants depend on the details of the function $g(t)$.

## VIII. CONCLUSION AND SUMMARY

Since the considerations of this paper of necessity involve rather detailed and lengthy calculations, it may be worth while to summarize the various results and comment on their physical significance.
(i) Once the time-independent solutions are known, the time-dependent evolution is described by (1.7). The character of the system is described
by the normal modes $\Lambda_{p}$ of the time-independent system relevant to the field $h(t)$. Thus, the nonequilibrium description requires an analysis of Eq. (3.28), over and above the solution of the equilibrium problem.
(ii) The explicit result for the time dependence of the magnetization for the step-function case $m_{s}(a, b, t)$ has the feature, that for a finite system ( $N$ finite) the limit $t \rightarrow \infty$ does not exist. The nonexistence of this time limit for physically meaningful observables is the generally known fact that the thermodynamic limit must be taken before an "approach to equilibrium" as $t \rightarrow \infty$ can be expected.
(iii) The main result of this study is the realization that the magnetization $m(a, b, t)$ as $t \rightarrow \infty$ does not approach an equilibrium value. This is indicated by the fact that $m(a, o, t)$ does not go to zero at infinite time. The fact that even as $a \rightarrow \infty$, the limiting value of $m$ is less than $\frac{1}{2}$ is also surprising and shows that this model is not in agreement with the obvious physical intuition. The analysis of the exponentially decaying case, where the change from an external field $a$ to $b$ was carried out as slow as desired, results in the same "nonapproach" to equilibrium. This behavior is not a pecularity of the particular external field. It must be expected that this nonapproach is a general feature of the system at hand.
(iv) In connection with this nonapproach to equilibrium, Mazur ${ }^{12}$ formulated a necessary and sufficient condition for a variable $X$ to be ergodic in a classical system. This condition can be expressed in terms of the autocorrelation function as

$$
\begin{equation*}
R \equiv \lim \frac{1}{T} \int_{0}^{T}\langle X(0) X(t)\rangle d t=\left\langle\bar{X}^{2}(E)\right\rangle \tag{8.1}
\end{equation*}
$$

Here $\langle X\rangle$ is the canonical average of $X$ and $\bar{X}(E)$ is the microcanonical average of $X$. It is possible to obtain a generally valid inequality for $R$ (i.e., its validity is independent of the ergodic character of the system or the nature of the variable $X$ ). This inequality can be expressed as

$$
\begin{equation*}
R \geqslant Q . \tag{8.2}
\end{equation*}
$$

The quantity $Q$ can be expressed exclusively of the canonical average. Thus from the relations (8.1) and (8.2) one can see that a system cannot be ergodic if

$$
\begin{equation*}
Q\rangle\left\langle\bar{X}^{2}(E)\right\rangle . \tag{8.3}
\end{equation*}
$$

Mazur has found a condition guaranteeing the nonergodic character of a variable. This is a useful condition since both $Q$ and $\left\langle\bar{X}^{2}(E)\right\rangle$ are cononical averages, and as such can be obtained without explicit knowledge of the time dependence. Using this inequality for $X$, the magnetization, Mazur showed that it is not ergodic for the $X Y$ model.

Thus, harmony exists with the results obtained in this paper. The only point of concern, in a direct application of Mazur's result, is the fact that his analysis is classical, while the spin system is as quantum mechanical as it can be. The results obtained here indicate that there is good reason to expect Mazur's ingenious analysis to be valid in the quantum case, but it would be highly desirable to give a formal proof of Mazur's work for general quantum systems.
(v) The detailed formula for the asymptotic time dependence (for the step function and for the general case) indicates interesting and suggestive beat phenomena which are, as noted, dependent on $a$ and $b$, but not on $g(t)$. It would be interesting if these various frequencies could be understood in an immediate intuitive fashion. It is believed that this is possible because the results are general, but so far this has not been done. It would be even more interesting if these were experimental situations in which these oscillations could be observed. Perhaps spin-echo experiments might show some of these features. In this connection a detailed examination of the oscillatory approach to the final state would be interesting. Furthermore, the case $h(t)=a+b \cos w t$, should be further analyzed.
(vi) It is possibly not too surprising that equilibrium in the conventional sense is not approached in this system. The system considered is quite simple and reminiscent of a system of coupled oscillators, and it is well known that these are peculiar phenomena associated with the approach to the equipartition of energy for such systems. The system is perhaps not complex enough to produce the mixing between the various degrees of freedom necessary for an approach to equilibrium. Even so, it would be interesting to see whether this system possesses any ergodic observables. ${ }^{18}$
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## APPENDIX A

We analyze here Eq. (3.26) for two cases of interest.
A. Exponential Decay

$$
\text { Let } \begin{array}{rlrl}
h(t) & =b+(a-b) e^{-K t}, & & t>0 \\
& =a, & &  \tag{A2}\\
& t \leq 0, K>0
\end{array}
$$

and $\quad h_{1}(t)=(\mathrm{a}-b) e^{-K t}$.

Equation (3.26) for $t>0$ becomes

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} V+[ & {\left[\Lambda^{2}(b)+(a-b)^{2} e^{-2 K t}\right.} \\
& \left.-2(\cos \phi-b) e^{-K t}-i K e^{-K t}\right] V=0 . \tag{A3}
\end{align*}
$$

Let $y(z)=z^{R} e^{i b z / K} y_{z}(z)=V(t)$,
where $z=e^{-K t}$,

$$
\begin{equation*}
R= \pm i \Lambda(b) / K \tag{A5}
\end{equation*}
$$

Equation (A3) becomes

$$
\begin{align*}
z \frac{d^{2}}{d z^{2}} y_{2}(z) & +\left[z\left( \pm \frac{z i(a-b)}{K}\right)\right. \\
& \left.+\left(1 \pm \frac{2 i \Lambda(b)}{K}\right)\right] \frac{d}{d z} \quad y_{2}(z)+\left[-i \frac{a-b}{K}\right. \\
& +\frac{2(a-b)(b-\cos \phi)}{K^{2}} \pm \frac{i(a-b)}{K} \\
& \left.\times\left(1 \pm \frac{2 i \Lambda(b)}{K}\right)\right] y_{2}(z)=0 \tag{A7}
\end{align*}
$$

Change the variable once more, and let

$$
\begin{equation*}
x=-[2 i(a-b) / K] z \tag{A8}
\end{equation*}
$$

One obtains confuent hypergeometric equation in Kummer's form, ${ }^{17}$ and the two solutions $W_{1}(z)$ and $W_{2}(z)$ are

$$
\begin{align*}
W_{1}(z)= & z^{(i / K) \Lambda} e^{\lfloor(b-a) / K] z}{ }_{1} F_{1}\left(\frac{i}{K}[\Lambda+b-\cos \phi] ;\right. \\
& 1+2 i \Lambda / K ;-[2 i(a-b) / K] z),  \tag{A9}\\
W_{2}(z)= & z^{-(i / K) \Lambda} e^{i[(b-a) / K] z}{ }_{1} F_{1}\left(\frac{i}{K}[-\Lambda+b-\cos \phi] ;\right. \\
& 1-2 i \Lambda / K ;-[2 i(a-b) / K] z), \tag{A10}
\end{align*}
$$

with $z$ given by (A5).
B. Hyperbolic Decay

Let $h(t)=a, \quad t \leq 0$

$$
\begin{align*}
& =b+\frac{a-b}{t+1}, \quad t \geq 0  \tag{A11}\\
h_{1}(t) & =(a-b) /(t+1) \tag{A12}
\end{align*}
$$

Let $t+1=s$ in (3.26) and $V(t)=y(s)$. We obtain

$$
\begin{array}{r}
s^{2} \frac{d^{2}}{d s^{2}} y+\left[\Lambda^{2}(b) s^{2}+2(a-b)(b-\cos \phi) s\right. \\
+(a-b)(a-b-i)] y=0 \tag{A13}
\end{array}
$$

Let $y(s)=s^{K} e^{i \Lambda s} y_{1}(s)$,
where
$K=\frac{1}{2}\left\{1+[1-4(a-b)(a-b-i)]^{1 / 2}\right\}=-i(a-b) .(\mathrm{A} 15)$
Equation (A13) becomes

$$
\begin{align*}
& s \frac{d^{2}}{d s^{2}} y_{1}(s)+(2 i \Lambda s+2 K) \frac{d}{d s} y_{1}(s) \\
&+ {[2 i K \Lambda+2(a-b)(b-\cos \phi)] y_{1}(s)=0 } \tag{A16}
\end{align*}
$$

This equation is similar to (A7) with different constants, and the solutions are again Kummer function with $-2 i \Lambda(t+1)$ as a variable.

There are other cases of interest for $h_{1}(t)$, for instance an attenuated periodic field $h_{1}(t)$ $=(a-b) e^{-K t} \cos \omega t$. To treat such cases, one should substitute his $h_{1}(t)$ in (3.26) and use the general theory of second-order ordinary differential equations.

## APPENDIX B

We perform the asymptotic expansion of (5.8). In the integral (5.8), $\cos \phi$ changes monotonically between $[0, \pi]$, so we can always change the variable.
Let $y=\cos \phi$ and $d \phi=-\frac{d y}{\left(1-y^{2}\right)^{1 / 2}} \quad$.
Let $f(t)=A \operatorname{Re} \int_{-1}^{1} d y \frac{\left(1-y^{2}\right)^{1 / 2} \tanh \left[\frac{1}{2} \beta \Lambda(a, y)\right]}{\Lambda(a, y) \Lambda^{2}(b, y)}$

$$
\begin{equation*}
\times e^{2 i t \Lambda(b, y)} \tag{B1}
\end{equation*}
$$

This is the time-dependent part of the magnetization $m_{x y}$. Assume $|\gamma|<1, b>0$. Let $A \equiv(a-b) \gamma^{2}$ $/ 2 \pi$; then

$$
\begin{align*}
& f(t)=A \\
& \times \operatorname{Re}\left(\int_{-1}^{1} d y \frac{\left(1-y^{2}\right)^{1 / 2} \tanh \left\{\frac{1}{2} \beta\left[\dot{\gamma}^{2}\left(1-y^{2}\right)+(a-y)^{2}\right]^{1 / 2}\right\}}{\left[\gamma^{2}\left(1-y^{2}\right)+(a-y)^{2}\right]^{1 / 2}\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]}\right. \\
& \left.\times \exp \left\{2 i t\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]^{1 / 2}\right\}\right) . \tag{B2}
\end{align*}
$$

Case (I) $\quad b>1-\gamma^{2}$;
Case (II) $\quad b<1-\gamma^{2}$;
Case (III) $b=1-\gamma^{2}$.
Clearly, in these regions, there will be contributions from the end points. The important question is whether $\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]^{1 / 2}$ has an extremum point for $y \in[-1,1]$, or not.

Our method of evaluating the integral $f(t)$ for large $t$ is somewhat similar to the method used to evaluate asymptotically Bessel functions. We are going to the complex $y$ plane. Doing so, it appears as if we introduce a serious difficulty:

$$
\begin{equation*}
p(y)=\frac{\tanh \left\{\frac{1}{2} \beta\left[\gamma^{2}\left(1-y^{2}\right)+(a-y)^{2}\right]^{1 / 2}\right\}}{\left[\gamma^{2}\left(1-y^{2}\right)+(a-y)^{2}\right]^{1 / 2}} . \tag{B3}
\end{equation*}
$$

The function $p(y)$ has an infinite number of poles in the complex $y$ plane. By integrating along a properly chosen contour, one might have to include an infinite sum of the residues of these poles. However, we domonstrate that for large $t$, these poles decay exponentially; therefore, they do not contribute to the asymptotic expansion for large $t$.

To demonstrate this last assertion we use the partial fraction decomposition of $p(y)$ :

$$
\begin{align*}
\frac{2}{\beta} p(y) & =\frac{\tanh \left[\frac{1}{2} \beta \Lambda(a, y)\right]}{\frac{1}{2} \beta \Lambda(a, y)} \\
& =2 \sum_{n=0}^{\infty} \frac{1}{\left[\frac{1}{2} \beta \Lambda(a, y)\right]^{2}-\left[\frac{1}{2} \beta \Lambda_{n}\right]^{2}} \tag{B4}
\end{align*}
$$

where $\cosh \left[\frac{1}{2} \beta \Lambda_{n}\right]=0$
or

$$
\begin{equation*}
\Lambda_{n}=i \pi(2 n+1) / \beta \tag{B5}
\end{equation*}
$$

Substituting these values in $p(y)$, one obtains

$$
\begin{align*}
p(y)= & \frac{4}{\beta} \sum_{n=0}^{\infty} \\
& \times\left[\left(1-\gamma^{2}\right) y^{2}-2 a y+\gamma^{2}+a^{2}+\pi^{2}(2 n+1)^{2} / \beta^{2}\right]^{-1} \tag{B7}
\end{align*}
$$

An important feature of $p(y)$ is that $p(y)$ does not have any pole in the interval $[-1,1]$. This is seen immediately from $\gamma^{2}\left(1-y^{2}\right)+(a-y)^{2} \geqslant 0$ in $[-1,1]$, and the square root is always real, therefore (B5) has no solution for $-1 \leqslant y \leqslant 1$.

Poles of $p(y)$ are at the points

$$
\begin{equation*}
y_{n}^{ \pm}=\frac{a^{ \pm}\left[a^{2}-\left(1-\gamma^{2}\right)\left(\gamma^{2}+a^{2}+\pi^{2}(2 n+1)^{2} / \beta^{2}\right)\right]^{1 / 2}}{1-\gamma^{2}} \tag{B8}
\end{equation*}
$$

Two possibilities for these poles are: (a) $y_{n}$ is real so these poles, which must obey $\left|y_{n}\right|>1$, do not contribute anything; (b) $y_{n}$ is complex. Let $\left[\left(1-\gamma^{2}\right) y_{n}^{2}-2 b y_{n}+b^{2}+\gamma^{2}\right]^{1 / 2} \equiv \xi+i \psi$, with $\psi \neq 0$. Then $\xi+i \psi$ is complex unless $a=b$. But the case $a=b$ is trivial, since the integral $f(t)$ is proportional to $a-b$. By calculation of the residue,
for the simple poles $y_{n}$ of $p(y)$, we obtain contributions to the value of $f(t)$ of the form

$$
\text { const } e^{2 i t(\xi+i \phi)}=\text { const } e^{-2 \phi t} e^{2 i t \xi} .
$$

This means that possibly $a$-dependent oscillation frequencies of the magnetization decay exponentially, which is very fast compared to decay of the type $t^{-a}$, where we have $\alpha>0$. We conclude that for large $t$, the contribution to $f(t)$ from the poles $y_{n}$ is negligible.

Case (I) $b>1-\gamma^{2}$; assume $b \neq 1$. (The case $b=1$ does not introduce any major difficulty. The result for this case would be sum of two descending series. One series vanishes for $b=1$.) We further assume $a \neq 1$. Having $a=1$, $\tanh \left[\frac{1}{2} \beta \Lambda\right] / \Lambda$ becomes $\frac{1}{2} \beta$ at the endpoints. Define

$$
\begin{aligned}
F(t) \equiv & \int_{-1}^{1} d y \\
& \times \frac{\left(1-y^{2}\right)^{1 / 2} \tanh \left\{\frac{1}{2} \beta\left[\gamma^{2}\left(1-y^{2}\right)+(a-y)^{2}\right]^{1 / 2}\right\}}{\left[\gamma^{2}\left(1-y^{2}\right)+(a-y)^{2}\right]^{1 / 2}\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]}
\end{aligned}
$$

$$
\times \exp \left\{2 i t\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]^{1 / 2}\right\}
$$

namely, $f(t)=A \operatorname{Re} F(t)$. One can change the variables

$$
\begin{equation*}
\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]^{1 / 2}=x \tag{B10}
\end{equation*}
$$

or

$$
\begin{equation*}
y=\frac{b-\left[b^{2}-\left(1-\gamma^{2}\right)\left(b^{2}+\gamma^{2}-x^{2}\right)\right]^{1 / 2}}{1-\gamma^{2}} \equiv B(x), \tag{B11}
\end{equation*}
$$

where

$$
\begin{equation*}
B(|b+1|)=-1, \quad B(|b-1|)=1 \tag{B12}
\end{equation*}
$$

and

$$
\begin{equation*}
d y=-\frac{x d x}{\left[b^{2}-\left(1-\gamma^{2}\right)\left(b^{2}+\gamma^{2}-x^{2}\right)\right]^{1 / 2}} \tag{B13}
\end{equation*}
$$

$$
\begin{equation*}
F(t)=\int_{|b-1|}^{|b+1|} \frac{d x}{x} e^{2 i t x} \frac{\left[1-B^{2}(x)\right]^{1 / 2} \tanh \left\{\frac{1}{2} \beta\left[\gamma^{2}\left(1-B^{2}(x)+(a-B(x))^{2}\right]\right\}\right.}{\left\{\gamma^{2}\left[1-B^{2}(x)\right]+[a-B(x)]^{2}\right\}^{1 / 2}\left[b^{2}-\left(1-\gamma^{2}\right)\left(b^{2}+\gamma^{2}-x^{2}\right)\right]^{1 / 2}} . \tag{B14}
\end{equation*}
$$

Let $I(t)$ be the following contour integral in the complex $x$ plane;

$$
\begin{equation*}
I(t)=\oint_{C} \frac{d x}{x} \frac{\left[1-B^{2}(x)\right]^{1 / 2} \tanh \left\{\frac{1}{2} \beta\left[\gamma^{2}\left(1-B^{2}(x)+(a-B(x))^{2}\right]^{1 / 2}\right\}\right.}{\left\{\gamma ^ { 2 } ( 1 - B ^ { 2 } ( x ) + [ a - B ( x ) ] ^ { 2 } \} ^ { 1 / 2 } \left[b^{2}-\left(1-\gamma^{2}\right)\left(b^{2}+\gamma^{2}-x^{2}\right]^{1 / 2}\right.\right.} \tag{B15}
\end{equation*}
$$

where the contour $C_{1}$ is shown in Fig. 3. Apart from possible poles of $\left[\tanh \frac{1}{2} \beta \Lambda(x, a)\right] / \Lambda(x, a)$,
which were shown to be negligible for large $t$, the integral $I(t)$ along the contour $C_{1}$ vanishes. The
integral along $z_{1} z_{2}$ vanishes as $\operatorname{Im} x \rightarrow \infty$, especially for $t$ going to infinity. So we are left with

$$
\begin{equation*}
F(t)=\int_{b-1}^{z_{1}}-\int_{b+1}^{z_{2}} \equiv P_{1}(t)-P_{2}(t) . \tag{B16}
\end{equation*}
$$

Evaluation of $P_{1}(t)$ :

$$
\begin{align*}
& P_{1}(t)= \int_{\mid b-1}^{|b-1|+i \infty}\left(\frac { d x } { x } \operatorname { t a n h } \left\{\frac { 1 } { 2 } \beta \left[\gamma^{2}\left(1-B^{2}(x)\right)\right.\right.\right. \\
&\left.\left.+(a-B(x))^{2}\right]^{1 / 2}\right\}[(1+B(x))(1-B(x))]^{1 / 2} \\
& \times \exp (2 i t x)\left[\gamma^{2}\left(1-B^{2}(x)\right)+(a-B(x))^{2}\right]^{-1 / 2} \\
&\left.\times\left[b^{2}-\left(1-\gamma^{2}\right)\left(b^{2}+\gamma^{2}-x^{2}\right)\right]^{-1 / 2}\right) \\
& \text { Let } \quad|b-1|+i \xi=x \tag{B18}
\end{align*}
$$

and $i d \xi=d x$.

$$
\begin{aligned}
& P_{1}(t)=i \int_{0}^{\infty} d \xi([1+B(|b-1|) \\
& +i \xi)]^{1 / 2}(|b-1|+i \xi)^{-1 / 2} \\
& \times \tanh \left\{\frac { 1 } { 2 } \beta \left[\gamma^{2}\left(1-B^{2}(|b-1|+i \xi)\right)\right.\right. \\
& \left.\left.+(a-B(|b-1|+i \xi))^{2}\right]^{1 / 2}\right\} \\
& \times\left[\gamma^{2}\left(1-B^{2}(|b-1|+i \xi)\right)+(a-B(|b-1|+i \xi))^{2}\right]^{-1 / 2}
\end{aligned}
$$



FIG. 3. Contour $C_{1}$.

$$
\begin{align*}
& \times\left[b^{2}-\left(1-\gamma^{2}\right)\left(b^{2}+\gamma^{2}-(|b-1|+i \xi)^{2}\right)\right]^{-1 / 2} \\
& \left.\times[1-B(|b-1|+i \xi)]^{-1 / 2} \exp [2 i t(|b-1|+i \xi)]\right) \tag{B19}
\end{align*}
$$

Define next the function $E_{1}(|b-1|+i \xi)$ such that

$$
\begin{align*}
P_{1}(t)= & i e^{2 i t|b-1|} \int_{0}^{\infty} d \xi \times E_{1}(|b-1|+i \xi) \\
& \times e^{-2 t \xi} \times[1+B(|b-1|+i \xi)]^{1 / 2}, \tag{B20}
\end{align*}
$$

where $E_{1}(|b-1|+i \xi) \simeq E_{1}(|b-1|)$

$$
\begin{equation*}
+E_{1}^{\prime}(|b-1|)(i \xi)-E_{1}^{\prime \prime}(|b-1|) \xi^{2}+\cdots \tag{B21}
\end{equation*}
$$

exists around $\xi=0$ :

$$
\begin{align*}
& B(|b-1|+i \xi) \simeq \frac{b}{1-\gamma^{2}} \\
& -\frac{b-\left(1-\gamma^{2}\right)}{1-\gamma^{2}}\left(1+\frac{i|b-1|\left(1-\gamma^{2}\right)}{\left[b-\left(1-\gamma^{2}\right)\right]^{2}} \xi\right) \\
& =1-\frac{i|b-1|}{b-\left(1-\gamma^{2}\right)} \xi,  \tag{B22}\\
& {[1-B(|b-1|+i \xi)]^{1 / 2} \simeq e^{i \pi / 4}} \\
& \times\left[\frac{(b-1)}{b-\left(1-\gamma^{2}\right)}\right]^{1 / 2} \xi^{1 / 2},  \tag{B23}\\
& P_{1}(t) \simeq i e^{i \mp / 4}\left(\frac{b-1}{b-\left(1-\gamma^{2}\right)}\right)^{1 / 2} e^{2 i t|b-1|} \\
& \times\left(E_{1}(|b-1|) \int_{0}^{\infty} d \xi e^{-2 t t^{1 / 2}}\right. \\
& +i E_{1}^{\prime}(|b-1|) \int_{0}^{\infty} d \xi \times \xi^{3 / 2} e^{-2 t \xi} \\
& \left.-\frac{E_{1}^{\prime \prime}}{2!} \int_{0}^{\infty} d \xi \times \xi^{5 / 2} e^{-2 t t}\right) \\
& =-e^{-i \pi / 4}\left(\frac{|b-1|}{b-\left(1-\gamma^{2}\right)}\right)^{1 / 2} e^{2 i t|b-1|} \\
& \times\left(\frac{E_{1}(|b-1|) \Gamma\left(\frac{3}{2}\right)}{(2 t)^{3 / 2}}+\frac{i E_{1}^{\prime}(|b-1|) \Gamma\left(\frac{5}{2}\right)}{(2 t)^{5 / 2}}+\cdots\right),
\end{align*}
$$

(B24)
and

$$
\begin{align*}
& E_{1}(b-1)=\frac{\sqrt{2} \tanh \left[\frac{1}{2} \beta|a-1|\right]}{|a-1| \times|b-1|\left[b-\left(1-\gamma^{2}\right)\right]},  \tag{B25}\\
& E_{1}^{\prime}(|b-1|)=\frac{\sqrt{2}\left\{1-\tanh ^{2}\left[\frac{1}{2} \beta|a-1|\right]\right\}\left\{\frac{1}{2} \beta\left[a-\left(1-\gamma^{2}\right]\right\}\right.}{|a-1|^{2}\left[b-\left(1-\gamma^{2}\right)\right]^{2}}
\end{align*}
$$

$$
-\frac{\sqrt{2} \tanh \left[\frac{1}{2} \beta|a-1|\right]}{|a-1|^{2}\left[b-\left(1-\gamma^{2}\right]\right.}\left(\frac{1}{|b-1|^{2}}+\frac{\left(1-\gamma^{2}\right)}{\left[b-\left(1-\gamma^{2}\right)\right]^{2}}\right.
$$

$$
\begin{equation*}
\left.+\frac{1}{|a-1|^{2}\left[b-\left(1-\gamma^{2}\right)\right]}+\frac{1}{4\left[b-\left(1-\gamma^{2}\right)\right]}\right) \tag{B26}
\end{equation*}
$$

so $P_{1}(t)$ is calculated asymptotically for large $t$, up to second order. It can be done, in principle, to any order desired. In order to obtain $P_{2}(t)$, we see by close inspection, or better by repeating the above method, that replacing $a-1, b-1$, $b-\left(1-\gamma^{2}\right),-\frac{1}{4} i \pi$, by $a+1, b+1, b+1-\gamma^{2}, \frac{1}{4} i \pi$, respectively, in $P_{1}(t)$ gives the correct formula for $P_{2}(t)$ :

$$
\begin{align*}
P_{2}(t) \cong & -e^{i \pi / 4}\left(\frac{|b+1|}{b+\left(1-\gamma^{2}\right)}\right)^{1 / 2} e^{2 i t|b+1|} \\
& \times\left(\frac{E_{2}(|b+1|) \Gamma\left(\frac{3}{2}\right)}{(2 t)^{3 / 2}}+\frac{i E_{2}^{\prime}(|b+1|) \Gamma\left(\frac{5}{2}\right)}{(2 t)^{5 / 2}}+\cdots\right), \tag{B27}
\end{align*}
$$

where $\quad E_{2}(|b+1|)=\frac{2 \tanh \left[\frac{1}{2} \beta|a+1|\right]}{|a+1||b+1|\left[b+\left(1-\gamma^{2}\right)\right]}$,
(B28)

$$
\begin{align*}
& E_{2}^{\prime}(|b+1|) \\
& =\frac{\sqrt{2}\left[1-\tanh ^{2}\left(\frac{1}{2} \beta|a+1|\right)\right]\left\{\frac{1}{2} \beta\left[a+\left(1-\gamma^{2}\right)\right]\right\}}{|a+1|^{2}\left[b+\left(1-\gamma^{2}\right)\right]^{2}} \\
& \quad-\frac{\sqrt{2} \tanh \left[\frac{1}{2} \beta|a+1|\right]}{|a+1|\left(b+\left(1-\gamma^{2}\right)\right)}\left(\frac{1}{|b+1|^{2}}\right. \\
& \left.\quad+\frac{1-\gamma^{2}}{\left(b+1-\gamma^{2}\right)^{2}}+\frac{1}{|a+1|^{2}\left(b+1-\gamma^{2}\right)}+\frac{1}{4\left(b+1-\gamma^{2}\right)}\right) . \tag{B29}
\end{align*}
$$

Case II: $\quad b<1-\gamma^{2}$; We compute $f(t)$ for this case up to second order. The existence of a stationary phase in the integrand will contribute the first-order term. The second-order term will consist of two parts, the second-order stationary phase, and the endpoint integration, calculated for $b>1-\gamma^{2}$.

Here we cannot go to the complex $x$ plane, since $\Lambda(b, y)$ is not a monotonic function of $y$.

We find a stationary phase at the point $y=b /$ $\left(1-\gamma^{2}\right)$, and expand the two parts of the integral around this point. Rewrite $f(t)$ :

$$
\begin{align*}
f(t) & =A \operatorname{Re} \int_{-1}^{1} d y \frac{\left(1-y^{2}\right)^{1 / 2} \tanh \left[\frac{1}{2} \beta\left[\gamma^{2}\left(1-y^{2}\right)+(a-y)^{2}\right]^{1 / 2}\right] \exp \left\{2 i t\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]^{1 / 2}\right\}}{\left[\gamma^{2}\left(1-y^{2}\right)+(a-y)^{2}\right]^{1 / 2}\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]} \\
& \equiv A \operatorname{Re} \int_{-1}^{1} d y E_{3}(y) \exp \left\{2 i t\left[\gamma^{2}\left(1-y^{2}\right)+(b-y)^{2}\right]^{1 / 2}\right\},  \tag{B30}\\
f(t) & \simeq A \operatorname{Re} \quad \int_{-1}^{1} E_{3}(y) \exp \left\{2 i t\left[\gamma\left(1-\frac{b^{2}}{1-\gamma^{2}}\right)^{1 / 2}+\frac{1-\gamma^{2}}{2 \gamma}\left(1-\frac{b^{2}}{1-\gamma^{2}}\right)^{-1 / 2}\left(y-\frac{b}{1-\gamma^{2}}\right)^{2}\right]\right\} \tag{B31}
\end{align*}
$$

We estimate this last integral in the complex $y$ place, along the contour $C_{2}$ (Fig. 4). We have introduced two more branch cuts, to define the sign of the square root in the exponent. It is necessary to mention that these branch points do not contribute any factor to the answer.

To complete the estimate of $f(t)$ for this case, one needs to compute the line integral $P_{3}(t)$ along $A B$.
Let $\quad E_{3}(y)=E_{3}\left(\frac{b}{1-\gamma^{2}}\right)+E_{3}^{\prime}\left(\frac{b}{1-\gamma^{2}}\right)\left(y-\frac{b}{1-\gamma^{2}}\right)$

$$
\begin{equation*}
+\frac{1}{2!} E_{3}^{\prime \prime}\left(\frac{b}{1-\gamma^{2}}\right)\left(y-\frac{b}{1-y^{2}}\right)^{2}+\cdots \tag{B32}
\end{equation*}
$$

$$
P_{3}(t) \cong A \operatorname{Re} \exp \left[2 i t \gamma\left(1-\frac{b^{2}}{1-\gamma^{2}}\right)^{1 / 2}\right]
$$

$$
\begin{align*}
& \times\left[E_{3}\left(\frac{b}{1-\gamma^{2}}\right) \int_{A B} d y e^{+i t \alpha\left[y-b /\left(1-\gamma^{2}\right)\right]^{2}}\right. \\
& \left.+E_{3}^{\prime \prime}\left(\frac{b}{1-\gamma^{2}}\right) \int_{A B} d y e^{i t \alpha\left[y-b /\left(1-\gamma^{2}\right)\right]^{2}}\left(y-\frac{b}{1-\gamma^{2}}\right)^{2}\right], \tag{B33}
\end{align*}
$$

where $\quad \alpha=\frac{1-\gamma^{2}}{2 \gamma}\left(1-\frac{b^{2}}{1-\gamma^{2}}\right)^{-1 / 2}$.
Let $\quad y-\frac{b}{1-\gamma^{2}}=e^{i \pi / 4} z, \quad d y=e^{i \pi / 4} d z$,

$$
\begin{equation*}
P_{3}(t) \cong A \operatorname{Re} \exp \left[2 i t \gamma\left(1-\frac{b^{2}}{1-\gamma^{2}}\right)^{1 / 2}\right] \tag{B35}
\end{equation*}
$$

$$
\times\left[-E_{3}\left(\frac{b}{1-\gamma^{2}}\right) \int_{-\infty}^{\infty} e^{i \pi / 4} d z e^{-t \alpha \varepsilon^{2}}\right.
$$

$$
\begin{equation*}
\left.-\frac{1}{2} E_{3}^{\prime \prime}\left(\frac{b}{1-\gamma^{2}}\right) \int_{-\infty}^{\infty} e^{i \pi / 4} i z^{2} e^{-t \alpha z^{2}} d z\right] \tag{B36}
\end{equation*}
$$
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we have

$$
\begin{gather*}
P_{3}(t) \cong A \operatorname{Re} \exp \left[2 i t \gamma\left(1-\frac{b^{2}}{1-\gamma^{2}}\right)^{1 / 2}\right] \\
\times\left(-\frac{E_{3}\left[b /\left(1-\gamma^{2}\right)\right] \Gamma\left(\frac{1}{2}\right)}{(t \alpha)^{1 / 2}} e^{i \pi / 4}\right. \\
\left.+\frac{E_{3}^{\prime \prime}\left[b /\left(1-\gamma^{2}\right)\right] \Gamma\left(\frac{3}{2}\right)}{2(t \alpha)^{3 / 2}} e^{-i \pi / 4}\right),  \tag{B39}\\
f(t) \simeq-P_{3}(t)-P_{2}(t)+P_{1}(t),  \tag{B40}\\
E_{3}\left(\frac{b}{1-\gamma^{2}}\right)=\left(1-\frac{b^{2}}{\left(1-\gamma^{2}\right)^{2}}\right)^{1 / 2} \\
\times \tanh \left\{\frac{1}{2} \beta\left[\gamma^{2}\left(1-\frac{b^{2}}{\left(1-\gamma^{2}\right)^{2}}\right)+\left(a-\frac{b}{1-\gamma^{2}}\right)^{2}\right]^{1 / 2}\right\} \\
\times\left[\gamma^{2}\left(1-\frac{b^{2}}{\left(1-\gamma^{2}\right)^{2}}\right)+\left(a-\frac{b}{1-\gamma^{2}}\right)^{2}\right]^{-1 / 2} \\
\times\left[\gamma^{2}\left(1-\frac{b^{2}}{\left(1-\gamma^{2}\right)^{2}}\right)+\left(a-\frac{b}{1-\gamma^{2}}\right)^{2}\right]^{-1} . \tag{B41}
\end{gather*}
$$

Because of its complexity, $E_{3}{ }^{\prime \prime}\left[b /\left(1-\gamma^{2}\right)\right]$ is expressed in terms of the following constants:

$$
\begin{align*}
Y & \equiv \frac{b}{1-\gamma_{2}},  \tag{B42a}\\
S & \equiv\left[1-b^{-2}\left(1-\gamma^{2}\right)^{-2}\right]^{1 / 2},  \tag{B42b}\\
B & \equiv \gamma\left[1-b^{-2}\left(1-\gamma^{2}\right)^{-1}\right]^{1 / 2},  \tag{B42c}\\
D & \equiv\left[b^{-2}\left(1-\gamma^{2}\right)^{-1}-2 a b\left(1-\gamma^{2}\right)^{-1}+a^{2}+\gamma^{2}\right]^{1 / 2} \tag{B42d}
\end{align*}
$$

$$
\begin{equation*}
Q \equiv(b-a), \tag{B42e}
\end{equation*}
$$

$$
\begin{align*}
E_{3}^{\prime \prime}(Y)= & -Y-S^{-1} Q D^{-2} B^{-2}\left[1-\tanh ^{2}\left(\frac{1}{2} \beta D\right)\right] \frac{1}{2} \beta-S^{-1} D^{-1} B^{-2} \tanh \left(\frac{1}{2} \beta D\right)-Y^{2} S^{-3 / 2} D^{-1} B^{-2} \tanh \left(\frac{1}{2} \beta D\right) \\
& -Y S^{-1} D^{-2} B^{-2} Q\left[1-\tanh ^{2}\left(\frac{1}{2} \beta D\right)\right]^{\frac{1}{2} \beta+Y S^{-1} D^{-3} B^{-2} Q \tanh \left(\frac{1}{2} \beta D\right)} \\
& -S B^{-2} D^{-3}\left(\frac{1}{2} \beta\right)^{2} Q^{2} 2 \tanh \left(\frac{1}{2} \beta D\right)\left[1-\tanh ^{2}\left(\frac{1}{2} \beta D\right)\right]+S D^{-2} B^{-2} \frac{1}{2} \beta\left(1-\gamma^{2}\right)\left[1-\tanh ^{2}\left(\frac{1}{2} \beta D\right)\right] \\
& +Y S^{-1} D^{-3} B^{-2} Q \tanh \left(\frac{1}{2} \beta D\right)-2 S\left(\frac{1}{2} \beta\right) Q^{2} B^{-2} D^{-4}\left[1-\tanh ^{2}\left(\frac{1}{2} \beta D\right)\right] \\
& +3 S D^{-5} B^{-2} Q^{2} \tanh \left(\frac{1}{2} \beta D\right)-\left(1-\gamma^{2}\right) S B^{-2} D^{-3} \tanh \left(\frac{1}{2} \beta D\right) \\
& -S Q^{2}\left(\frac{1}{2} \beta\right) B^{-2} D^{-4}\left[1-\tanh ^{2}\left(\frac{1}{2} \beta D\right)\right]-\left(1-\gamma^{2}\right) S D^{-1} B^{-4} \tanh \left(\frac{1}{2} \beta D\right) . \tag{B43}
\end{align*}
$$

This completes the calculations for this case. Next we perform the asymptotic expansion for the interesting case $b=1-\gamma^{2}$. This point is the boundary between these two regions.

Case III: $b=1-\gamma^{2}$. Having the leading term $\sim t^{-1 / 2}$ in case II, and $t^{-3 / 2}$ in case I, one would expect $t^{-\alpha}$ as a leading term for this boundary case, with $\frac{1}{2} \leqslant \alpha \leqslant \frac{3}{2}$. We indeed find $\alpha=\frac{3}{4}$. We perform the first-order calculation for large $t$. The interesting feature here is that the endpoint coincides with the stationary phase point. $\Lambda(b, y)$ will have now the following form: $\left[b y^{2}-2 b y+b^{2}+1-b\right]^{1 / 2}=\Lambda(b, y)$, and using the notation of cases I and II, one obtains

$$
f(t)=A \operatorname{Re} \int_{-1}^{1} d y\left(1-y^{2}\right)^{1 / 2}
$$

$$
\begin{equation*}
\times \frac{\tanh \left[\frac{1}{2} \beta\left[\left(1-\gamma^{2}\right) y^{2}-2 y a+a^{2}+\gamma^{2}\right]^{1 / 2}\right] \exp \left\{i 2 t\left[b y^{2}-2 b y+b^{2}+1-b\right]^{1 / 2}\right\}}{\left[\left(1-\gamma^{2}\right) y^{2}-2 a y+a^{2}+\gamma^{2}\right]^{1 / 2}\left[b y^{2}-2 b y+b^{2}+1-b\right]} . \tag{B44}
\end{equation*}
$$

Near $y=-1$, one obtains same endpoint integral as case I, but we will see that this gives a contribution, higher than second order. So we concentrate on the endpoint $y=1$ (Fig. 5):

$$
\begin{align*}
f(t)= & A \operatorname{Re} e^{i 3 \pi / 8} \int_{0}^{\infty} d \xi \xi^{1 / 2} E_{4}\left(e^{i \pi / 4} \xi\right) \\
& \times \exp \left[2 i t\left(\gamma^{2}+\frac{1-\gamma^{2}}{2 \gamma^{2}} e^{i \pi / 2} \xi^{2}\right)\right] \tag{B45}
\end{align*}
$$

where

$$
\begin{align*}
& E_{4}\left(e^{i \pi / 4} \xi\right)=\left(2+e^{i \pi / 4} \xi\right)^{1 / 2} \tanh \left[\frac{1}{2} \beta \Lambda\left(a, e^{i \pi / 4} \xi\right)\right] \\
& \times\left[\Lambda\left(a, e^{i \pi / 4} \xi\right)\left(\gamma^{2}+\frac{1-\gamma^{2}}{2 \gamma^{2}}\left(e^{i \pi / 4} \xi\right)^{2}\right)\right]^{-1} \tag{B46}
\end{align*}
$$

Using same method as before one obtains

$$
\begin{align*}
f(t)= & A \operatorname{Re} e^{i 3 \pi / 8} e^{2 i t r^{2}}\left[E_{4}(0) \frac{1}{2}(m t)^{-3 / 4} \Gamma\left(\frac{3}{4}\right)\right. \\
& \left.+e^{i \pi / 4} E_{4}^{\prime}(0) \times \frac{1}{2}(m t)^{-5 / 4} \Gamma\left(\frac{5}{4}\right)\right], \tag{B47}
\end{align*}
$$

where $E_{4}(0)$ and $d / d z\left[E_{4}(z)\right]$ for $z=e^{i r / 4} \xi=0$ can be
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easily determined from (B46) and

$$
\begin{equation*}
m=\left(1-\gamma^{2}\right) / \gamma^{2} \tag{B48}
\end{equation*}
$$

## APPENDIX C

We perform the basic steps of the asymptotic expansion of $W_{1}(0)$ for large $s$, where $s=1 / K$ :

$$
\begin{align*}
W_{1}(0)= & { }_{1} F_{1}[i s(-\Lambda+b-\cos \phi) ; \\
& 1-2 i s \Lambda ;-2 i s(a-b)] . \tag{C1}
\end{align*}
$$

We use the integral representation ${ }^{17}$

$$
W_{1}(0)=-\frac{\Gamma(1-2 i s \Lambda) \Gamma[1-i s(-\Lambda+b}{2 \pi i \Gamma[1-i s(\Lambda+b-\cos \phi)]} \overline{\cos \phi)]}
$$

$$
\begin{align*}
& \times \int_{C} e^{-2 i s(a-b) t}(-t)^{-[1-i s(-\Lambda+b-\cos \phi)]} \\
& \times(1-t)^{-i s(\Lambda+b-\cos \phi)} d t \tag{C2}
\end{align*}
$$

where $C$ is the contour shown in Ref. 17. Since the asymptotic expansion of the $\Gamma$ function is well known, ${ }^{17}$ it is sufficient to study the asymptotic expansion of the integral in (C2). Let

$$
\begin{align*}
\Phi= & \int_{C} e^{-2 i s(a-b) t}(-t)^{-[1-i s(-\Lambda+b-\cos \phi)]} \\
& \times(1-t)^{-i s(\Lambda+b-\cos \phi)} d t \tag{C3}
\end{align*}
$$

Since the major contribution of $\Phi$, for large $s$, is coming from the vicinity of the endpoint $t=1$ in the lower half of the complex $t$ plane, we deform the contour and approximate $\Phi$ by a line integral.

$$
\begin{align*}
& \text { Let } t=1-i y, \quad d t=-i d y \\
& \begin{aligned}
\Phi \sim & e^{-i \pi[1-i s(-\Lambda+b-\cos \phi)]}(-i) \\
& \times e^{i(\pi / 2)[-i s(\Lambda+b-\cos \phi)]} e^{-2 i s(a-b)} \\
& \times \int_{0}^{\infty} e^{-2 s(a-b) y}(1-i y)^{-1+i s(-\Lambda+b-\cos \phi)} \\
& \times y^{-i s(\Lambda+b-\cos \phi)} d y
\end{aligned}
\end{align*}
$$

Let $2 s(a-b) y=\zeta$.
$\Phi$ becomes

$$
\begin{aligned}
\Phi_{s \rightarrow \infty} \sim & i e^{s \pi(\Lambda-b+\cos \phi)+(\pi / 2) s(\Lambda+b-\cos \phi)} e^{-2 i s i(\xi-b)} \\
& \times[2 s(a-b)]^{i s(\Lambda+b-\cos \phi)-1} \\
& \times \int_{0}^{\infty} e^{-\zeta}\left(1+\frac{\zeta}{i 2 s(a-b)}\right) i s(-\Lambda+b-\cos \phi) \\
& \times \zeta^{-i s(\Lambda+b-\cos \phi)} d \zeta
\end{aligned}
$$

$$
\begin{align*}
& \simeq i e^{s \pi(\Lambda-b+\cos \phi)+(\pi / 2) s(\Lambda+b-\cos \phi)} \\
& \times e^{-2 i s(a-b)}[2 s(a-b)]^{i s(\Lambda+b-\cos \phi)} \frac{1}{2 s(a-b)} \\
& \times \int_{0}^{\infty} \exp \left[-\zeta\left(1+\frac{\Lambda-b+\cos \phi}{2(a-b)}\right)\right] \zeta^{-i s(\Lambda+b-\cos \phi)} d \zeta . \tag{C6}
\end{align*}
$$

Finally, we obtain
$\Phi \cong i e^{s \pi(\Lambda-b+\cos \phi)+(\pi / 2) s(\Lambda+b-\cos \phi)} e^{-2 i s(a-b)}$

$$
\begin{align*}
& \times\left[2 s(a-b)\left(1+\frac{\Lambda-b+\cos \phi}{2(a-b)}\right)\right]^{i s(\Lambda+\bar{b}-\cos \phi)} \\
& \times\left[2 s(a-b)\left(1+\frac{\Lambda-b+\cos \phi}{2(a-b)}\right)\right]^{-1} \\
& \times \Gamma[1-i s(\Lambda+b-\cos \phi)] \tag{C7}
\end{align*}
$$

Combining (C'7) with the asymptotic expansions for $\Gamma(1-2 i s \Lambda)$ and $\Gamma[1-i s(-\Lambda+b-\cos \phi)]$, one obtains (6.12).
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