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The total cross section for e ~-Hg scattering has been measured in the energy range between 0.1 and 500
eV. Absolute data taken at a few energies by means of a static target were used to normalize the relative
cross sections, which were measured in the whole energy range by scattering from an atomic beam. This
technique was used to help meet the high-angular-resolution requirements. The cross sections obtained are
considerably larger than those obtained in most of the other measurements performed around 1930.
Satisfactory agreement is found, however, with semiempirical cross sections (mainly based on recent
measurements) and with a recent theoretical calculation. The most pronounced structure is a cross section
maximum at 0.4 eV, which probably can be ascribed to a (6s 26p, ;) *P,,, shape resonance.

INTRODUCTION

Among the heavy atoms, mercury is probably
the most favored target for low-energy-electron
scattering experiments, because it is easy to
evaporate and to condense. A large number of ex-
perimental differential cross sections® of elec-
trons scattered from mercury is available as well
as detailed spin-polarization values.?

Nevertheless, there are surprisingly few mea-
surements of the total cross section, *® and more-
over these are not very recent. These old data
are now considered to be rather unreliable.’

More recent measurements of momentum transfer
cross sections®® have been made, but these are
not identical with the total cross section, unless
special requirements, such as isotropic scatter-
ing, are fulfilled.”1*1® gome further recent
measurements concentrate on the location of the
energies and studies of the shape of sharp struc-
tures in the cross section, without being designed
to determine the cross section itself.!?"*” These,
and the momentum transfer data will be called
“indirect measurements” in the following.

In addition to their use for estimates of scatter-
ing intensity, reliable measurements of the total
cross section of mercury are of some theoretical
interest, because they are important for a phase-
shift analysis!®*!® of experimental data. Further-
more, theoretical approximations can be checked:
Depending on the approximation being used, 22
the total cross sections obtained either decrease
monotonically with increasing electron energy, or
maxima—and even shape resonances—can occur
at about 1 eV or below. Most of the older direct
measurements®® are consistent with the total
cross section decreasing monotonically, which is
therefore also stated in modern textbooks.® A
maximum is indicated, however, by the indirect
measurements®1%1%15 a5 well as by the phase-

shift analysis.!®1?

The present experiment is designed to measure
the total cross section by the attenuation method
down to sufficiently low energies to help clarify
the above problems. First the relative shape of
the cross section versus energy was determined
in the energy range between 0.1 and 500 eV, em-
ploying an atomic beam target. Then absolute
data were taken at selected energies around 20 eV
using a static vapor cell with known geometry.
This way it was possible to get an absolute cross-
section curve over the whole energy range without
renouncing the advantages of an atomic beam tar-
get which are especially important at the boundar-
ies of the energy interval under investigation. The
use of an atomic beam facilitates both the achieve-
ment of a high angular resolution and the avoid-
ance of target vapor reaching the cathode, where
energy shifts by gas cooling or by modification of
the work function could occur. At low energies,
even small energy shifts would be disturbing. At
higher energies, where forward scattering is
more pronounced, a high angular resolution is
necessary in order to distinguish between scattered
and unscattered electrons.

Although magnetic fields facilitate the handling
of narrow beams of slow electrons, they have
been avoided throughout in order to get a simple
scattering geometry, which facilitates analysis of
the data. The electron beam was monochromat -
ized and focused entirely by electrostatic means
and the scattering itself occurred in a field-free
region.

GENERAL LAYOUT OF THE APPARATUS

Three different setups have been used for the
cross-section measurements, each consisting of
an electron gun, an electron optical system for
beam transport, a target cell, and a Faraday cup
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as a collector. The relative measurements were
performed in two widely overlapping energy
ranges using the atomic beam target. At low en-
ergies between 0.1 and 70 eV, a monochromator
was employed; the complete arrangement is shown
in Fig. 1. At higher energies, between 20 and
500 eV, the monochromator was removed. The
electron optical system for the latter measure-
ments is shown in Fig. 2, whereas the target ar-
~rangement was the same as in Fig. 1. Finally,
in order to measure absolute cross sections in
the energy range from 15 to 30 eV, the electron
optical setup of Fig. 1 was again used. The atomic
beam target was replaced, however, by a static
target cell (Fig. 3).

These systems were mounted alternately in a
vacuum vessel of nonmagnetic stainless steel,
which is pumped by a mercury diffusion pump
through a refrigerated baffle and a liquid-nitrogen
baffle. After mild baking at about 100 °C, a pres-
sure of 10 Torr was reached. During the mea-
surements, the pressure in the vacuum chamber
could rise to some 10*” Torr, depending on the
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FIG. 1. Electron optical arrangement for low energies

(0.1-70 eV) with atomic beam target. Deflector plates
are denoted by DP.
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FIG. 2. Electron optical arrangement for higher en-
ergies (20-500 eV). This is used in conjunction with the
target of Fig. 1.

temperature of the mercury oven,

The Earth’s magnetic field was reduced to below
0.5 mOe in the region of the electron beam path
by large Helmholtz coils and a magnetic shield
surrounding the vacuum chamber. Current leads
to heaters (mercury oven, scattering cell) and to
the hairpin cathode were either bifilar or coaxial,
no influence of the remaining stray fields on the
electron beam could be detected when the heaters
were switched on and off deliberately or when the
polarity of the dc power supply to the cathode was
changed. All materials used in the apparatus
were carefully checked for being nonmagnetic.

In the following sections, more details on the op-
eration of the components will be given.
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FIG. 3. Target cell for absolute measurements. This

arrangement is used together with the electron optics
of Fig. 1.



ELECTRON OPTICAL SETUP FOR LOW ENERGIES
(0.1-70 eV)

This arrangement is shown in Fig. 1. A constant
potential difference of 5 V was maintained between
the tip of a tungsten hairpin cathode and the en-
trance slit of a parallel-plate monochromator.??
Therefore, the electrons are always energy select-
ed at the same energy. The monochromator is
built of molybdenum. Its entrance and exit slits
are 0.4 mm wide by 1.5 mm long, separated
by 60 mm. A set of correction plates at approp-
riate potentials ensures a homogeneous field.

The repelling electrode is a Mo micromesh (mesh
size 0.25x 0.25 mm, transparency 85%) through
which nonselected electrons may escape. Further-
more, the electron beam entering the device can
be checked behind the mesh if no electric field is
maintained between the plates.

After passing the monochromator, the electrons
are either decelerated or accelerated to the de-
sired energy by a seven-element afocal sys-
tem.?*2! The last lens element is grounded in or-
der to avoid field penetration into the scattering
cell which is also at ground potential. This also
helps to avoid excessive angular spread of the
electron beam due to lens action just in front of
the 1-mm diam. aperture of the scattering cell.
Because of contact potentials and thermal ener-
gy, the electron energy was not given exactly by
the voltage difference between cathode and ground
potential. For the same reason it was not pos-
sible to run the afocal system with the voltage
ratios given in the literature. Nevertheless,
these values were a valuable guide and a sufficient-
ly energy-independent current could be obtained
to plot the resonances in the transmitted current
versus energy by means of an xy recorder with
greatly suppressed zero. The resonances were
used for energy calibration.

During the measurements of the cross sections,
where larger energy variations were necessary,
the voltages of the lens elements and deflector
plates of the afocal system were optimized indi-
vidually for each energy. It was important, how-
ever, not to change any of the potentials between
the cathode and the exit slit of the monochroma-
tor, because otherwise an unintentional energy
shift could occur by selecting a different portion
of the broad thermal-energy distribution of the
electrons.

ELECTRON OPTICAL SETUP FOR HIGHER ENERGIES
) (20-500 eV)

Essentially, the same hardware as above was
used, but without the monochromator. All the
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lens elements of the former afocal system and
the scattering cell were at ground potential.
Therefore, -in Fig. 2 the individual elements, be-
ing at the same potential, are not shown separ-
ately. Furthermore, several narrow apertures
were inserted into the lens elements of the afocal
system. The philosophy behind this procedure

is the following: The electrons are accelerated to
the desired energy in the comparatively short
electron gun (formerly in front of the monochro-
mator). The electrons then enter the former a-
focal system, which now serves as a:long, field-
free drift space without any lens action. By di-
recting the electron beam step by step through the
small apertures by means of the deflector plates,
a well-collimated small-diameter beam results.
At higher energies, a beam of small angular di-
vergence is more important than a beam of small
energy spread. This is because at higher ener-
gies the forward scattering increases, whereas
the energy dependence of the total cross section
to be measured decreases. Therefore, the ther-
mal-energy spread can be tolerated here, and
also the disturbing influence of contact potentials
on the energy determination becomes less impor-
tant.

SCATTERING CELL AND ELECTRON DETECTION

The relative measurements have been performed
using the atomic beam target shown in Fig. 1. The
atomic beam can be quickly switched on and off
by the pneumatically activated valve. About 80%
of the controlled heating power is fed to the oven
across the valve unit on top of the reservoir in
order to keep this part, which also carries the
nozzle, hotter than the rhercury supply itself.

This way, condensation of mercury vapor in the
nozzle was avoided. An additional heater at the
bottom of the reservoir supplies the rest of the
heating power. A Pt sensor close to this second
heater shows only small temperature oscillations
due to heater switching (<0.5 °C peak to peak) and
no detectable temperature drifts. Because of ther-
mal time lags, the temperature of the mercury
supply itself is even more stable and an atomic
beam of constant intensity (within <1%) could be
obtained. The nozzle is a 3-mm i.d. copper tube,
which is completely encased in stainless steel in
order to avoid excessive contact potential differ-
ences with respect to its environment.

The atomic beam leaves the scattering cell
through a large circular hole and is trapped im-
mediately behind the cell by a liquid-nitrogen
baffle. The baffle is provided with two bent pump-
ing tubes to enable noncondensable gases to be
pumped (e.g., helium gas used for energy calibra-
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tion). The interior of the cell is lined with Mo
micromesh to avoid electric field penetration from
the outside through the large atomic beam outlet.
The entrance and exit apertures for the atomic
beam are also made of molybdenum. The entrance
aperture was always 1 mm in diameter, whereas
the exit aperture was varied between 1.5 and

14 mm. In order to provide more stable opera-
tion, the scattering cell is heated to 60 °C during
the measurements.

The absolute measurements were carried out
with the target cell shown in Fig. 3. In this case
the mercury reservoir is water cooled rather
than heated. All other parts are at room temper-
ature or slightly heated. When the valve of the
mercury supply is open, the scattering cell is
connected to the reservoir and separated from the
vacuum except for the small entrance aperture
for the electron beam. When the valve is closed,
the scattering cell is pumped through the valve
body. Thus the target can also be switched on and
off within a few seconds in this arrangement. The
target pressure is measured by means of a cap-
acitance manometer (MKSA Baratron 170 M; head
type 310 BHS-1). The connection between the
scattering cell and pressure gauge is heated and
temperature controlled. The temperatures of
the mercury reservoir and of the scattering cell
are measured by calibrated Pt resistors. The
diameters of entrance and exit apertures for the
electrons are 1 and 4 mm, respectively; the
length of the cell is a=40 mm.

In each of the two target arrangements, both the
scattering cell and the Faraday cup were insulated
with high-quality insulators and normally connect-
ed to ground potential across the input resistors
of two vibrating reed electrometers (Cary model
401). For test measurements, the Faraday cup
was occasionally at potentials different from
ground. In these cases both the exit of the scat-
tering cell and the entrance of the screening of
the Faraday cup were covered with Mo micro-
mesh in order to avoid field penetration. Further-
more, an isolated electrometer (Keithley 616)
was used instead of the vibrating reed.

PROCEDURE

An ideal electron beam for the present purposes
should be infinitesimally narrow, parallel, and .
monochromatic, its energy should be well known,
and the scattering cell should have infinitesimally
small apertures.” If such an ideal beam with in-
cident current I, travels a path length [ within a
homogeneous target having n atoms per unit vol-
ume, the unscattered exit current is, according
to the well-known “absorption” or “attenuation”

law

I=I,exp(-nlQ), 1)
where

Q = ()™ In(I,/I)~ In(I,/T) (2)

is the total cross section. An absolute measure-
ment of @ requires knowledge of » and /, whereas
the relative shape of the cross-section curve
versus energy E can be obtained even in an inho-
mogeneous target such as an atomic beam, if
care is taken to keep the product of mean path
length I and mean target density » constant during
the measurement. In order to check the constancy
of the factor (nl)™ during a relative run and in
order to make runs with different values of (»l)™
comparable, it is advantageous to measure (ab-
solute) ratios of cross sections

Q(E) _ _In[I(E)/I(E)]
Q(Eref)‘ ln[Io(Erel)/I(Eroi)] ’

rather than relative cross sections themselves.
E_,, is a suitably chosen reference energy (e.g.,
6 eV in our low-energy data).

With target vapor, the electron currents I; and
I, to scattering cell and Faraday cup (“collector”)
can be measured; the corresponding currents
without target may be called I, and I, (Fig. 3).
Thus, the values I, and I in Eqgs. (2) and (3) could
be identified in this case by “measurable” cur-
rents as follows: :

3)

I=I+1y=1+1; I=1,, (4)

where I, should be zero in an ideal experiment.

Consequently, in an-experimental arrangement
without any energy analysis behind the target, an
electron is considered as being “absorbed,” if it
is deflected by the target from its initial direction
to such a degree that it no longer contributes to
the current I,. An energy loss without angular
deflection could not be detected. This is not nec-
essarily a disadvantage compared to the Ramsauer
technique’ having some energy analysis after
scattering. At energies below the first inelastic
threshold of mercury (4.67 eV), an energy an-
alysis is not necessary because of the absence of
inelastic processes. At higher energies, a high
angular resoltuion can make up for a modest en-
ergy resolution, because inelastically scattered
electrons also experience an angular deflec-
tion.?s"?® The minimum requirements for angular
resolution have to be investigated, of course,
otherwise the experimentally determined “effec-
tive” cross section could be smaller than the @
which is intended to be measured.

In our experiment, the currents reaching the
scattering cell (I,,,,) and those to the Faraday
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cup (Z,,1,,) were plotted on two x¢ recorders. The
target was switched on and off repeatedly at a fixed en-
ergy, and the resulting curves bear resemblance
to “square waves,” which reveal any short time
instability in intensity. In the case of relative
measurements, slow drifts were eliminated by
measuring cross-section ratios corresponding to
Eq. (3). For reasons of stability, the current zero
was determined by a large deflection of the elec-
tron beam within the lenses rather than by switch-
ing the cathode off.

The above analysis cannot be applied directly
to a real experiment. Because of high demands
on angular resolution, it is not desirable to make
the exit aperture of the scattering cell large
enough exactly to satisfy I,,=0 in Eq. (4). It
turned out in practice that keeping I,,<0.17,,
is a reasonable compromise between demands on
angular resolution and ease of interpretation of
the measured data. The current balance Eq. (4)
only holds if the incident current I, does not de-
pend on whether the target is turned on or off.
Using the scattering cell of Fig. 3, the current
balance Eq. (4) could be verified within 1% mea-
suring accuracy. In the target arrangement of
Fig. 1, this balance could not be checked quantita-
tively because of the large exit hole for the atomic
beam, through which an unknown portion of I dis-
appears. Nevertheless, it seems to be a reason-
able assumption that in this arrangement also,
the incident current is not influenced by the tar- -
get, because the cathode and the electron optical
part are even better separated from the target
region. Independently, an estimate based on the
known pressure increase which occured in the
lens system when turning on the atomic beam,
and using the present cross sections, yields a
loss of incident current of much less than 1% due
to absorption in the lens system.

According to the practice® of necessarily non-
ideal attenuation experiments,”’ the cross sections
were evaluated by setting I,=1_, and I=1, in Eqgs.
(2) and (3), although I ,<0.1I ,# 0 in our experi-
ment. This procedure is somewhat doubtful,” but
may be justified as follows: Electrons, which con-
tribute to I (i.e., those which do not pass through
the exit aperture of the scattering cell without the
target), have only a small chance of being deflect-
ed by the target exactly through the small exit
hole. It is much more likely that even with the
target present these electrons will hit the walls
of the scattering cell somewhere else. If this is
true, then I, must be completely neglected, be-
cause it never contributes to the process being
observed. In order not to rely on this argument
completely, I, has always been kept small com-
pared to I ,. In the case of the relative measure-

ments, the possible error due to this simplified
analysis is further reduced, because both of the
current ratios in Eq. (3) are affected in the same
way. It has also been checked experimentally
whether the above assumption is justified. Within
experimental accuracy, the relative cross sections
obtained were not influenced by intentionally
choosing I ,/I,,=0.2, 0.1, 0.05, and 0.03 at some
representative energies; therefore the condition
1,,/1,,<0.1 usually observed is sufficient. Simi-
larly, the absolute cross sections remained un-
changed when alternatively a somewhat more
sophisticated evaluation method® was used.

The reliability of the measurements has been
checked by further tests. One of the most impor-
tant of these was the variation of target density,
accomplished in each of the two target arrange-
ments of Figs. 1 and 3 by variation of the temper-
ature of the mercury reservoir. Using the atomic
beam target, the temperature has been varied be-
tween 98 and 127 °C. This corresponds to .vapor
pressures inside the reservoir between 0.24 and
1.03 Torr,* the pressure within the atomic beam
target being of course much lower. It turned out
to be necessary to keep this temperature below
108 °C (or 0.4-Torr pressure), otherwise the mea-
sured cross-section ratios were not independent
of the corresponding target densities. The reason
is that at higher target densities the attenuation
became extremely large. For example, at 127 °C
the cross-section ratio (0.4 eV)/Q(6 ev) was
lowered by 30%, because there was a probability
that one electron in 20000 could reach the Faraday
cup after a “forvidden” traverse of the atomic
beam (favored by wall and multiple scattering).
That means, at 0.4 eV and 127 °C a current ratio
I,,/1, of 2x 10* has actually been measured
(point in Fig. 4), whereas one of about 10° would
have been required to keep the cross-section ratio
temperature independent (straight line in Fig. 4).
Using the static target, the linear relation [Eq.
(2)] between n and In(I,,/I,) has been verified,
which is a necessary condition for reliable atten-
uation experiments.’

With constant oven temperature, the size of the
exit aperture of the scattering cell was varied in
the arrangement of Fig. 1, in order to check the
minimum requirements for angular resolution
in the atomic beam arrangement. Within experi-
mental errors, the shape of the relative cross
section curve versus energy stayed constant, if
the diameters at 0.1, 20, and 300 eV were not
larger than 14, 5, and 3 mm, respectively. The
smallest diameter used was 1.5 mm. When using
the static target cell (Fig. 3), obtaining sufficient
angular resolution is a very serious problem.
Therefore this will be discussed in a separate sec-
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FIG. 4. Current ratio I, /I, vs vapor pressure inside
the mercury reservoir of the atomic beam oven. The
pressure within the atomic beam itself is much lower.
The straight line for 0.4 eV indicates the ratios I /I,
which would be required to keep the cross-section ratio
Q(0.4 €V)/Q (6 eV) constant (see text).

tion in some detail.

By means of suitable positive potentials on the
Faraday cup the possibly disturbing admixture
of positive ions to the electron current has been
investigated. The fraction of troublesome ions
was negligible, if the target density was kept low
enough. This was the case, if in the relative mea-
surements, e.g., at 100 eV the attenuation (7,
~1,)/1,, was below 0.3. During the absolute mea-
surements, this attenuation was chosen even low-
er than 0.2. The measurements below 10 eV are
completely free of falsifying ions, because care
has been taken to accelerate the electrons nowhere
within the lens system to the first ionization thres-
hold of mercury at 10.4 eV.

CORRECTION OF ABSOLUTE DATA FOR FINITE
ANGULAR RESOLUTION

As emphasized above, poor angular resolution
can be the most serious error source for deter-
mining total cross sections by attenuation experi-
ments. The magnitude of this error depends main-
ly on the geometry of the scattering cell and on
the angular distribution of the scattered electrons.
In the case of single scattering (i.e., very low at-
tenuation of the incident electron beam), the ang-

ular distribution of scattered electrons is directly
given by the differential cross section ¢(6,®,E).
Knowledge of o at all scattering angles © between
0° and 180° yields the total cross section by inte-
gration:

Q(E):fo(e,cp,E)da:zn f'a(e,E)sinede, (5)
Q 0

where the last expression is only valid if both
electron beam and target are unpolarized and o
consequently is independent of the azimuth angle?
®.

In an ideal attenuation experiment, integration
of Eq. (5) is performed correctly by the apparatus
itself, because none of the scattered electrons is
allowed to pass through an infinitesimally small
exit aperture in the scattering cell. If, however,

the exit aperture has nonzero radius, a portion

27 ole°'ov(e ,E)sin6 do
Ay(Bo)= o j;' o(©,E)sind do (6)

of the scattered electrons can pass through the
exit aperture together with the unscattered elec-
trons. Thereby ©, is the half angle subtended by
the exit hole as seen from the scattering center
on the axis. Equation (6) has been integrated
graphically using elastic differential cross sec-
tions® known from theory?®33-%° or experi-
ment.*33" The result for elastic scattering is
shown in Fig. 5(a), whereas Fig. 5(b) shows equiv-
alent curves for excitation to the 6P, level based
on experimental data®'2® and extrapolation by
means of the generalized oscillator strength de-
scribed in these references. It should be noted

10 T T -
B — T Py (a)
Ao [ elastic
0S5
L ___,————ﬂmg'—’
7 i 1 1 1
0 10 20 30 ©,(deg)
1.0 T T — T (b)
Ao 300 eV

T T T T

05 —inelastic— |
isotropic
. i 1 1 L
0 10 20 30 @, ldeg)

FIG. 5. Portion A((0,) of scattered electrons, which
can pass through the exit aperture of the scattering cell.
See Egs. (6) and (7). A, for isotropic scattering is shown
for-comparison. (a) A, for elastic scattering, (b) A, for
inelastic scattering (excitation to 61P;).
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that the results of Fig. 5(b) probably only have
low accuracy due to the extrapolation procedure.
Fortunately, the absolute contribution of these
less-reliable data to the total cross section is
comparatively small and therefore less impor-
tant. )

The above considerations are valid for single
scattering at an atomic beam target which is well
concentrated at a distance x behind the entrance
hole of the scattering cell. The static target used
for the absolute measurements requires a further
integration from x =0 (entrance aperture) to x=a
(exit aperture). This is because the target cell
is completely filled with target vapor. In order
to perform this integration, A, in Eq. (6) has to
be rewritten as a function of x rather than 6,,.
This can easily be accomplished by using the
following relation [Fig. 6(a)]:

O,=tan™[r/(a ~x)], . (7)

where 7 is the radius of the exit aperture.

Because the absolute measurements have been
performed at rather low attenuation, i.e., (Z,,
-1,)/1,,<0.2, single scattering is predominant.
Therefore, “scattering in” by a second scatter -
ing process of those electrons which were initially
“scattered out” canbe neglected. Neglecting also
attenuation of the incident beam along its path
through the target, i.e., assuming constant intensity
along the axis of the scattering cell, yields by means
of the above relations [Eqs. (6) and (7)]

B:(fO"A(x)dx)/(j: ) ®)

where B is the fraction of scattered electrons,
which is contained in the experimentally deter-
mined current I, although none of the scattered
electrons should pass through the exit hole. If
B were known, the ideally expected current I}
could be easily computed by subtracting the por-
tion by which the measured I, is too large:

Ii=1,-B(l,, -1}, (92)
Qr
I=(1,-Bl,)/(1-B), (9b)

where I, —I! in Eq. (9a) is the actual scattered-
electron current.

The above results are valid, if only a narrow
pencil beam of incident electrons travels along
the axis of the target cell, and so angular spread
of the primary beam is neglected. A real elec-
tron beam having angular spread can be consider-
ed to be a mixture of the case discussed above and
of an annular portion of primary electrons passing
near the periphery of the exit aperture. Due to
the symmetry of the problem, this annular portion

(a)

(b)

APERTURE

FIG. 6. (a) Geometry for derivation of Eq. (7). (b)
Geometry for derivation of Eqs. (10a) and (10b). The
cross-hatched triangle in the plane of the exit aperture

. having two sides of length », one side of length (a

—x)tan6, and two equal angles of % A ¢ is essential for
obtaining Eq. (10b). Compare Fig. 3 for the actual geo-
metry of the target cell.

can be represent'ed by a single pencil beam aimed
at the periphery, without loss of generality. By
considering this representative beam parallel to
the axis of the scattering cell, it can be shown,
using simple trigonometric relations [Fig. 6(b)],

. that in this case

O pax=tan™[2r/(a - x)] (10a)
and
A®=2cos™[(a —x)(tan®)/2r], (10p)

i.e., only those electrons which are scattered by
less than ©,, have a chance of passing through
the exit aperture, and of these only a © dependent
portion A® of the full azimuth will actually be
accepted.

Equations (10a) and (10b) are also approximately

‘ valid, if the incident beam is slightly inclined

with respect to the axis but still passes very close
to the rim of the exit aperture. The correspond-
ing expression to Eq. (6) for such a beam is now

A (e)_ﬁem“ A$(6)o(6, E) sind dO
"7 T2 [To(6,E)sin0do

(11)

which can be used alternately in Eq. (8) in order
to evaluate the ideally expected current I; in Eq.-
(9b) for a divergent primary beam.
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Employing the results of Fig. 5(a) at 18 eV
(which are similar to those of Fig. 5(b) at this en-
ergy), Eq. (8) has been solved by graphic integra-
tion both for Ay(x) [Egs. (6) and (7)] and for A (x)
[Egs. (10) and (11)]. A value of 18 eV has been
used as a representative energy for the energy
range covered by the absolute measurements.
Using the geometry of our target cell (a=40 mm,
7=2 mm), we obtained B_,,=0.25 and B,,,=0.14
by introducing either A, or A, in Eq. (8). We de-
cided to take an average value of B=0.2, which
is slightly closer to the upper limit. The reason
is that the electron beam was always carefully
centered, thus the true value should be closer to
the upper limit, which is valid for an axial pen-
cil beam. Furthermore, neglecting electrons
which possibly are “scattered in” from I, would
result in a larger value of B. On the other hand,
neglecting attenuation of the incident beam and
neglecting backscattering of electrons from the
Faraday cup into the scattering cell (either by
target vapor or walls) results in a slight over-
estimation of B in Eq. (8). The average value
chosen seems to be a fair compromise. Taking
up again the arguments of the preceding section,
I, has beenneglected completely, and the total cross
sections at the absolute measurements have been
evaluated by identifying I, and I [Eq. 9(b)] with
I, and I in Eq. (2), i.e.,

Q = (na)™ In[I (1 - B)/I, - Bl,,)]
= (na)™ 1n[0.81,,/(I, - 0.2)]. (12)

Introducing this correction has a rather big in-
fluence on the computed cross section. In our
case, the total cross sections around 20 eV are
about 30% larger than the uncorrected ones [Eq.
(2)], see Fig. 7. At very low energies the de-
mands on angular resolution—and seemingly the
influence of the correction—were less stringent.
However, at low energies larger exit apertures
had to be used in order to keep the ratio I ,/I,,
small. Furthermore, in order to apply the above
correction, very low attenuation had to be used
so that the resonances for energy calibration
were hardly visible. Without a safe guide for en-
ergy calibration, we preferred a less critical
energy region for the absolute measurements.

ENERGY CALIBRATION

As mentioned above, at low energies (<15 eV) an
accurate energy calibration is necessary because
of unknown contact potentials and thermal energy.
The calibration was performed in the arrange-
ment of Fig. 1 using the distinct resonances of
mercury at 4.91 and 5.50 eV by recording either
I, or I, versus the voltage between cathode tip and
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FIG. 7. Results of absolute cross-section measure-
ments vs target density. Open circles, uncorrected
results corresponding to Eq. (2). Black dots with error
bars, results corrected for finite angular resolution
corresponding to Eq. (12). The dashed lines show the
mean value of the corrected results.

scattering cell. An example of such a plot is
shown in Fig. 8. This procedure was repeated
about every 20 min during a low-energy run in or-

" der to perceive any possible drift of contact po-

tential. The calibration (inciuding temporal sta-
bility) was accurate to better than +30 meV.

When the experiment was planned and started,
the energy position of these mercury resonances
was not known reliably. Therefore, their position
has been determined by means of the well-known

T r rr T T T T T

45 5.

O Elew)

FIG. 8. Recorder plots of I, and I vs energy showing
the resonances at 4.91 and 5.50 eV which were used for
energy calibration. In this case the accelerating voltage
was about 1.5 V lower than the corresponding electron
energy shown in the figure (i.e., the contact potential
was about 1.5 eV). Zero greatly suppressed.
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helium resonance at 19.37 eV, of which the po-
sition is known at least to within +10 meV.3® For
this purpose, a mixture of He and Hg was used in
the atomic beam arrangement, in order to plot the
resonances of He and Hg simultaneously. The mix-
ing ratio was varied up to the limits of visibility of
each of the resonances in order to detect a pos-
sible pressure dependence of their positions; such
a dependence could not be observed. The posi-
tions of the two resonances utilizedwere determin-
ed to be 4.91+0.02 eV and 5.50+0.02 eV in good
agreement with recent results.'¥!%17 The helium
resonance, whose natural halfwidth is below 10
meV, has also been used to determine the energy
spread of the electron beam leaving the monochro-
mator. The energy profile turned out to be ap-
proximately triangular with a halfwidth of 100
meV.

At higher energies (>15 eV) the energy depen-
dence of the cross sections is small. Therefore,
the requirements for energy calibration and en-
ergy halfwidth are less stringent. In the arrange-
ment of Fig. 2 without monochromator, the half-
width was about 500 meV. The calibration in this
case was made by means of a retarding potential
method® and was accurate within +300 meV; at
higher energies the calibration was accurate with-
in £0.1%.

EXPERIMENTAL ERRORS

In principle, the cross sections were determined
by means of Eqs. (2) and (3). Therefore, errors
may be introduced by any of the quantities to be
found there, often in a rather involved manner as
partly discussed above.

The current measurement itself was no problem,
of course, because even in the case of absolute
measurements only current ratios are required,
i.e., one has only to rely on the linearity of the
electrometers used and not on their absolute cal-
ibration. The linearity of the three instruments
used could easily be cross checked. Also noise
was no problem (except for the highest attenua-
tions used for tests), because the incident current
I,~I , was kept in the range 10°-107° A. The
most serious indirect effects on the current mea-
surement (poor angular resolution, ions, influence
of target vapor on the cathode) have been discussed
above and could be either avoided or approximately
corrected for. A further estimate showed also
that backscattering of electrons from the Faraday
cup to the target cell (either by target vapor or
by its walls®'%°) has a negligible effect.

The accuracy of the pressure gauge used for ab-
solute measurements was checked by means ofan ac-
curate U-tube oil manometer between 0.1 and 1 Torr

and was found to agree there with the factory cal-
ibration within +1% when no correction for thermal
transpiration”! (“Knudsen effect”) was applied.
Consequently, this correction was omitted. In our
case the theoretical correction would be below

3% anyway, which is small compared to other un-
certainties in the absolute measurements and prob-
ably. overestimates the actually observable effect
considerably.*” Independently, the pressure in

the target cell was determined by means of known
vapor pressures®! and roughly known conductivi-
ties of the connections between mercury reservoir,
target cell, and vacuum system. This rather un-
reliable estimate agreed with the pressure reading
within 20%.

Thus summarizing the above considerations and
taking into account the reproduciblity of the data,
the energy is known to within +30 meV (at higher
energies within £0.1%). The energy spread, by
which the Q(E) curves could be affected; amounts
to 100 meV FWHM (at higher energies 500 meV).
The error of the relative cross-section curve is
estimated to be +3% between 0.3 and 100 eV. At
lower and at higher energies the error increases
gradually to about twice this value, due to increas-
ing experimental difficulties such as handling low-
energy beams and obtaining sufficient angular
resolution especially for inelastic scattering [Fig.
5(b)]. The relative error of immediately neigh-
boring data points (e.g., within a resonance) is
below 1%.

The absolute data have two additional uncertain-
ties each of about +10%. One of these is the un-
certainty in the factor B in Eq. (12), which cor-
rects for limited angular resolution. The other
one is due to uncertainties of the factor (nl)™ in
Eq. (2), both because of errors in z (pressure de-
termination) but mainly because of target vapor
escaping through the entrance aperture of the scat-
tering cell into the vacuum system. Therefore,
the incoming electrons do not experience an imme-
diate pressure rise at the entrance hole, i.e., the
length a of the scattering cell [Eq. (12] is not nec-
essarily identical with the effective path length I
of the electrons within the target. The total error
of our absolute data is estimated to be about +15%.
This error appears to be rather high compared
to other modern experiments in this field. In
light of the above discussion, however, ‘we do not
think that this estimate is too conservative.

RESULTS AND COMPARISON WITH OTHER DATA

The present results are shown in Figs. 9-11 and
in Table I. Direct measurements of other authors
are compared with the present data in Fig. 9.
Most of these results were obtained more than 40
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years ago, except for the semiempirical data at
300, 400, and 500 eV, where more recent data
were partly employed. These semiemprical total
cross sections are obtained by summing elastic,
excitation, and ionization cross sections. Thereby
the total elastic cross section was computed by
means of Eq. (5) using experimental absolute
values® of ¢ for scattering angles © < 20°, sup-
plemented by theoretical values®-3® for © > 20°.
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Although the theoretical values are absolute, they
were considered to be relative for this purpose
and fitted at © =20° to the absolute experiment.?’
The relative shape of the theoretical ¢ has in fact
been verified experimentally elsewhere.*® In a
similar way, the total excitation cross section was
estimated using experimental differential cross
sections for excitation to the P, level®®; excita-
tion to other levels should contribute less than a
total of 10% to the excitation in this energy range
and were therefore neglected. Finally, the “gross

” 42 measured by Smith*?

ionization cross section
was reduced to the “counting cross section” needed
here by means of other data.*® For the total elas-
tic cross section at 300, 400, and 500 eV we ob-
tained the values 17.0a2, 13.8a2, and 11.94}. For

500} 14+,
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FIG. 10. Comparison of the present data with theore-
tical calculations and with experimental momentum
transfer cross sections. The vertical line marked BMC
shows the energetic position of the cross-section maxi-
mum found by Burrow et al. (Ref. 15). All calculations
of Walker (Refs. 20 and 21) shown in this plot are rela-
tivistic. They are distinguished as follows: (a) includ-
ing polarization and exchange with all target electrons;
(b) including polarization and exchange with outermost
three shells of target; (c) including exchange, without
polarization; (d) without exchange and polarization.
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TABLE I. Total cross sections for electron-mercury scattering. Absolute accuracy
about + 15%. Relative errors of immediately neighboring data points below 1%.

E (eV) Q@) E V) Qa}) E (eV) Q}) E (V) Q})
0.10 548.0° 4.00 227.1 6.40 142.5 10.30 90.7
0.13 563.8 4.20 216.1 6.60 136.7 10.35 90.4
0.16 657.7 4.30 210.2 6.70 133.4 10.40 89.4
0.20 673.3 4.40 206.7 6.80 131.1 10.45 87.9
0.23 790.8 4.50 204.8 6.90 129.0 10.50 87.4
0.26 845.6 4.54 204.8 7.00 127.2 10.55 87.4
0.30 877.0 4.58 204.5 7.20 123.6 10.60 87.9
0.32 908.3 4.62 204.0 7.40 120.6 10.70 87.9
0.36 939.6 4.66 203.4 7.60 116.5 10.75 88.2
0.40 947.4 4,70 202.3 7.80 113.7 10.80 88.5
0.43 939.6 4.74 201.5 8.00 110.3 10.85 88.8
0.46 939.6 4,78 2014 8.20 106.3 10.90 88.6
0.50 931.8 -4.82 201.2 8.30 104.9 10.95 88.0
0.53 916.1 4.84 201.7 8.40 104.2 11.0 86.9
0.56 900.5 4.86 202.3 8.45 103.8 11.1 85.2
0.60 884.8 4.88 203.6 8.50 103.4 11.2 85.0
0.63 853.5 4.90 203.8 8.60 102.9 11.3 84.3
0.66 837.8 4,92 203.0 8.65 102.7 114 83.0
0.70 814.3 4,94 199.7 8.70 103.5 12.0 79.1
0.80 759.5 4.96 1954 8.75 103.8 14.0 72.8
0.90 704.,7 5.00 191.5 8.80 103.7 - 15.0 69.7
1.00 657.7 5.02 190.4 8.85 103.0 16.0 68.3
1.10 618.6 5.04 190.1 8.90 101.6 18.0 67.2
1.20 587.3 5.10 189.5 8.95 100.4 20.0 67.3
1.30 560.6 5.15 189.2 9.00 99.6 25.0 70.3
1.40 534.0 5.20 189.2 9.10 98.5 30.0 78.3
1.50. 502.7 5.25 189.5 9.20 97.7 40.0 76.7
1.60 483.9 5.30 190.1 9.30 97.9 50.0 75.2
1.70 460,4 5.35 191.7 9.40 98.0 60.0 70.6
1.80 443.2 5.40 194.0 9.50 98.8 70.0 63.9
1.90 421.3 '5.45 195.8 9.55 99.0 80.0 62.6
2.00 404.0 5.47 196.4 9.60 99.0 100.0 59.0
2.20 380.5 5.50 195.9 9.65 96.8 150.0 45.7
2.40 357.0 5.52 194.3 9.70 93.6 200.0 39.6
2.60 330.8 5.55 188.5 9.75 92.1 250.0 32.6
2.80 311.6 5.60 182.4 9.80 91.0 300.0 31.3
3.00 289.7 5.70 171.5 9.90 89.9 350.0 25.4
3.20 274.1 5.80 164.1 10.00 89.9 400.0 24.1
3.30 260.0 5.90 159.1 | 10.10 89.7 450.0 224
3.60 247.4 6.00 156.6 10,20 90.1 500.0 20.7
3.80 237.2 6.20 148.9 10.25 90.4

the same sequence of energies the excitation
cross sections 4.742, 3.84Z, and 3.2a42 and the
counting ionization cross sections 11.243, 9.5a3,
and 8.3a3 were obtained. The resulting total cross
sections are @(300 eV)=32.922, Q(400 eV)=27.142,
and Q(500 eV)=23.4a2, each with an estimated un-
certainty of +10%. The agreement with our direct-
ly measured data is well within the combined er-
rors.

An obvious trend of the direct measurements
can be seen in Fig. 9: In general, the more-re-
cent data come closer to the present data. Never-
theless, with one exception,* all other direct

experiments describe the general shape of the
total cross section versus energy reasonably well.
Most of these experiments employed either the
Brode modification of Ramsauer’s technique®* or
a simple linear arrangement without monochro-
mator.*® % Jones* used both techniques. His re-
sults gained by the linear technique are not shown
in Fig. 9, because they almost duplicate Brode’s
results.® Jones’ results gained by the Brode tech-
nique are much lower and are shown in the figure,
Looking, however, at his drawing of the apparatus,
one gets the impression that the first 45° of the
circular beam path belong to the electron gun ra-
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ther than to the scattering region, because there
is a narrow limiting slit at the 45° position which
collimates the probably diffuse primary beam. If
this were true, the path length would be shorter
than he assumed, and consequently [Eq. (2)] his
cross sections would be about 25% larger, in good
agreement with his own results using the linear
technique and with Brode’s results. Only one ex-
periment used the original Ramsauer technique*
which yielded in this case the least-reliable re-
sults, although this technique is considered su-
perior to the Brode technique.”% The somewhat
strange results of Beuthe’s work have most likely
to be attributed to vacuum problems, to temporal
instabilities, and to his extremely short Faraday
collector.

In general, the cross sections measured around
1930 are much lower than the present results, incon-
trast to the measurements onalkali vapor targets,
where old measurements yield much larger cross
sections than recent ones.” Almost surprisingly
good agreement (within 10%) is found, however,
with the data of Palmer,® who made an experimen-

tal analysis of angular resolution at a few energies.

Extrapolating his “absorption coefficient” to the
limiting angle zero, one obtains cross sections of
63a2, 7042, 67a2, and 57a? at 20, 40, 80, and 135
eV. This agreement supports our assumption
that most of the older measurements are too low
due to lack of sufficient angular resolution. The
deviations may also be partly due to errors in de-
termining the target density via vapor pressure
tables. This was already recognized by Brode,®
who used vapor-pressure data,*” which are almost
10% higher than recent ones.®® Taking this into
account, his cross sections are about 10% larger
than shown in Fig. 9 in better agreement with the
present results. Further criticism can be found
in the literature.”

In Fig. 10 our total cross sections are compared
with momentum transfer cross sections®® Q..
The agreement is very poor. This is not too as-
tonishing because of the different definition*® of
@ measured here and @y.”"'"*® These two cross
sections could only agree if either the differential
cross section ¢ were isotropic [¢(8)=const] or,
more generally, if o(©)=0(m —©6). It has been
shown experimentally®® and theoretically®® that
neither is the case in e”-Hg scattering, even at
low energies around 1 eV. Using theoretical val-
ues of ¢(©), one obtains, e.g., at 2 eV a ratio
Q/Qur of almost 2 due to their different defini-
tion; this ratio is energy dependent. The dis-
agreement between the @y, experiments them-
selves is probably due to the very involved analy-
sis of transport data. Nevertheless, the existence
of a cross-section maximum below 1 eV is veri-

fied independently by these experiments. It is in-
teresting to note that a phase-shift analysis by
Hutt' is consistent with a cross-section maximum
at about 0.6 eV as suggested by the more recent
Qur values.® However, according to this analysis,
it is also consistent with a higher maximum at
lower energies, as occurs in the present results.
Several recent e”-Hg scattering experiments

were performed to determine the energetic posi-
tion of resonances rather than total cross sections
(see, e.g., Refs. 12—17 and papers quoted there).
One of the most recent of these!® was the first to -
find a cross-section maximum below 1 eV by
means of a transmission technique. The energetic
position of this maximum, which is probably a
(6s%6p,,,)?P,,, shape resonance,!*?! was deter-
mined to be 0.63+0.03 eV in excellent agreement
with the maximum in @, found by Rockwood.?
Nevertheless, these two results are in contradic-
tion to the present results, where the maximum
occurs at 0.4 eV (Fig. 10), and we think that their
mutual agreement is fortuitous. The agreement
of these quoted results may partly be due to
favoring large scattering angles in both ex-
periments. For momentum transfer experiments
“this follows immediately from definition.*® In the
transmission experiment?® a trochoidal monochro-
mator® has been used. This type of monochro-
mator has proved to be a very successful and ac-
curate instrument for locating szarp structures.®?
It is very difficult, however, to analyze the ang-
ular resolution obtained in the scattering cell,
which is also exposed to a comparatively high
longitudinal magnetic field. When broad features
are to be located energetically, any energy de-
pendence of angular resolution and of primary in-
tensity should be known accurately, otherwise the
location could become erroneous. Following an
analysis of Simpson, °® the combination of a mag-
netic field (~150 G) together with a retarding po-
tential (electron energy reduced to less than 200
meV) should deteriorate the angular resolution
with decreasing primary energy. According to
our (probably too crude and oversimplified) esti-
mate, this deterioration should be particularly
drastic below 1 eV, and not strongly dependent on
the retarding voltage applied. If this rough esti-
mate holds true at least qualitatively, the cross
section maximum below 1 eV would appear at an
energy which is somewhat too high, and its erron-
eous position would not be changed essentially by
variation of the retarding potential within a factor
2. This analysis could possibly explain the excel-
lent agreement between their and our location!*!5
of sharp resonances above 4 eV and the less sat-
isfying agreement of the energetic position of the
broad maximum below 1 eV.

2
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This explanation is supported by the shift of the
maximum in question to lower energies, when the
target pressure was raised in the experiment em-
ploying the trochoidal monochromator. It seems
probable that multiple scattering is responsible
for this effect. It is possible, however, that mul-
tiple scattering facilitates obtaining sufficient
angular resolution, because several small and
hence undetectable deflections of singly scattered
electrons may lead to an observable deflection.
This means that a forward peaked angular distri-'
bution of singly scattered electrons appears mac-
roscopically to be more isotropic when multiple
scattering occurs and so can compensate for an
angular resolution which is too small. In our ex-
periment, the energetic position of this maximum
was independent of target pressure in the range
investigated.

In Fig. 10, the present results are also com-
pared with theoretical cross sections. There ex-
ists a variety of calculations at higher ener-
gies, *"%% which concentrate on spin polarization?
and differential cross sections for elastically
scattered electrons. From these data one could
obtain total elastic cross sections either by solv-
ing Eq. (5) or, more conveniently, by employing
the optical theorem. Nevertheless, elastic data
are comparable directly with our results only be-
low the first inelastic threshold, where theoreti-
cal data are scarce. To our knowledge, the only
suitable data for e"-Hg scattering at low energies
are those of Walker,?”2! who made relativistic
calculations with and without exchange as well as
charge-cloud polarization. Both his latest re-
sults® (relativistic, including polarization and
two different degrees of exchange) are in qualita-
tive agreement with our data, although his reso-
nant cross-section maximum (in one case split)
occurs at lower energies. In order to ensure that

this energy shift is not caused by our nonideal en-
ergy resolution, we folded the theoretical curves
with a triangular-shaped energy distribution of
200-meV basewidth, which corresponds to the en-
ergy spread of our electron beam. The inflyence
of this procedure on the energetic position of the
theoretical cross-section maxima is almost neg-
ligible. Therefore, the nonideal energy resolution
of the experiment is not responsible for the dif-
ferences. It is more likely that the calculation is
very sensitive to the approximation used. This is
suggested by the comparatively large effect caused
by a slight change of the degree of exchange used.
Also the polarization, which is computed by means
of the polarized orbital method, has a large effect.
Walker thinks that the distortion of the atom by the
incident electron is probably overestimated in his
approximation; taking less polarization into ac-
count would shift the peak to higher energies in
better agreement with the experiment. Neglect-
ing polarization altogether yields a cross-section
curve®® without much resemblance to the experi-
mental one (Fig. 10). Neglecting exchange as well
even yields monotonically decreasing cross sec-
tions with increasing energy.?® This indicates

that low-energy-electron scattering in mercury

is largely\gqyerned by exchange and polarization
(distortion) effects.
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