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Measured cross sections for electron capture by a variety of multiply charged ions in collisions with atomic
and molecular hydrogen are presented. The data are primarily for He-like and Li-like ions of B, C, N, and
O in the velocity range 0.4-1.0 X 10® cm/sec. The electron-capture cross sections for these ions are typically
3X 107" cm? in the velocity range tested. Comparison is made between these data and a number of recent
theoretical predictions. While no simple scaling rules apply to these low-velocity data, for initial charge
g > + 4 the cross sections are essentially characterized by initial ionic-charge rather than by projectile mass

or electronic structure.

I. INTRODUCTION

Electron capture during collision of two atomic
particles is an important basic process which has
proven difficult to compute accurately. For
multicharged ions (¢= 3) in collisions at veloc-
ities below 2 X 108 cm/sec, the cross sections are
large (up to 10°1* cm?), so that this process is
important in physical situations where such
collisions occur. Recent theoretical research
on electron capture with multicharged ions at low
velocity has included both approximate or general-
ized estimates™ and detailed calculations for
specific collision partners.~!3

At low collision velocity the accepted theoretical
models assume that the approaching atoms form a
quasi-molecule, and the stationary states of this
molecule (which can be represented in various
ways) represent the colliding system at any given
time or any internuclear separation. For colli-
sions of a multicharged ion and a neutral atom
resulting in electron capture, the initially sep-
arated atom and ion have an induced dipole attrac-
tion, while the finally separated two positive ions
have a stronger, long-range Coulomb repulsion.
Thus the difference in potential energy between
the stationary states active in the electron-trans-
fer process decreases during a collision process,
and the probability of a collision-induced change
from the initial state to a different final state is
largest when the energy separation of the states
is smallest. Within the well-known Landau-Zener
approximation, electron transfer is considered
to take place only at these “crossings” of the
stationary states. More generally, the probabil-
ity of transfer between stationary states is in-
fluenced by the coupling between the states, the
collision velocity, and transitions at inter-
nuclear separations other than the one identified
as the stationary-state crossing point.

For collisions of a highly charged ion and a

many-electron atom, the number of state
crossings which occur during a collision is large,
a fact which can be generalized to give semi-
quantitative information about the electron-cap-
ture cross section.**%¢ For cases with many
crossings, the total electron-capture cross
sections are expected to be large and insensitive
to collision velocity because of the number of
crossings contributing to the total cross sections.
The observations of Klinger, Miiller, and Salz-
born'* ! for systems like Ar®* + Ar agree with
these generalized predictions.

For the collisions studied here with the atomic
hydrogen target, there are only a few or no
stationary-state crossings so that the cross-
section behavior cannot be as generally predicted
and specific cases must be investigated individual-
ly. Calculations which have been performed range
from Landau-Zener with selected curve cross-
ings? to coupled-state calculations including rotat-
ional coupling (of states with different symmetry)
and transitions away from crossing points.®"13
Except for some work on C* and B** collisions
with atomic hydrogen® and helium!®” 2° (where
reasonable agreement is obtained with experiment
within the. experimental velocity range), the cal-
culations have been for fully stripped ions incident
on atomic hydrogen.®!* Since this collision system
is a one-electron diatomic molecule, accurate
stationary-state energies can be determined.
Howe}/er, calculations of electron capture for
these systems are still approximate and give vary-
ing results depending on the states and types
of transitions included.

The present paper presents measured cross
sections for electron transfer between multi-
charged ions and atomic hydrogen which can test
these calculations. We can present only one data
point for afully stripped incident ion (B%*), but some
of the other cases studied should also compare
directly to the one-electron diatomic molecular

504 ©1979 The American Physical Society



19
predictions. For collisions like O%* + H—~0% + H,
the tightly bound electrons on the incident ion are
energetically well removed from the state of the
captured electron. Thus, for the stationary states
active in the electron-capture transitions, the
presence of the electrons on the incident ion does
not significantly perturb the potential energies
from what they would be for C%* 4+ H (the corres-
ponding one-electron diatomic molecule). A
similar argument for the case of C* +H corres-
ponding to Be* + H has been made by Harel and
Salin.}' For high-velocity collisions, electron
capture has been shown to be independent of the
electrons remaining on the incident ion, 2"2° but
that conclusion does not carry over directly to the
low-velocity region where the molecular model
applies.

For electron-capture studies atomic hydrogen
is the most important target for testing theory,
and in addition is the most relevant to applied
problems. In astrophysics, charge exchange is
an important mechanism which reduces the ion-
ization state of multicharged ions, especially in
the photon-ionized interstellar medium, 26°% where
the multicharged ions collide primarily with
hydrogen and helium at very low velocity. Butler
et al.* have pointed out that even in the absence
of a significant state crossing contribution, elec-
tron capture can be important in astrophysics.

In the high-temperature plasmas of fusion energy
research, electron capture by multicharged ions
from atomic hydrogen is dominant in determining
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penetration of injection-heating®" 32 and diagnos-
tic®® neutral beams. The role of electron capture
by multicharged ions in atomic transport and
spectral emissions in fusion energy plasmas has
not been fully determined but is certainly import-
ant in specific cases. A particular example is
the observation of Isler® on the ORMAK tokamak
that electron transfer between injected atomic
hydrogen and O® plasma impurity results in
increased radiation from excited states of O™.
Additional applied needs include understanding of
light emissions in recombining plasmas®> % and
use of electron transfer to excited states as a
possible pump mechanism for short-wavelength
lasers.3" ® ‘

Many of these applications require specific in-
formation on which excited states are populated
by electron capture. This information is produced
by the theories with multicharged ions incident
on an atomic hydrogen target, but experimental
test of excited-state populations is needed. Some
experimental information on this question has
recently been published, 3* % but there are no data
for an atomic hydrogen target.

II. EXPERIMENTAL TECHNIQUE

The present data were obtained by passing a
beam of multicharged ions through a high-temper-
ature oven of dissociated hydrogen (Fig. 1). When
cold, the oven is a standard gas cell and is used
to measure electron transfer in collisions with
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molecular hydrogen, and when maintained at a
typical temperature of 2350 K, it dissociates
about 96%of the molecular hydrogen to separate
atoms.

The ion source, the ORNL-PIG, has been
described*! and produces ion beams at energies
from (4 kV)q to (25 kV)g, where ¢ is the ion net
charge, so that for ions used in the present
study the velocities range from 0.4 X 108 to
1.2x 108 cm/sec.

The ions from the ORNL-PIG were selected for
given m/q by crossed electric and magnetic fields
at the source and were additionally analyzed by
the purifying magnet (Fig. 1) which removed ion
charge states formed by charge-changing colli-
sions in the transport of the beam from the source
to the target. The geometry of the beams was
determined by several apertures, the most
restrictive being the 0.25~-mm diam. entrance to
the oven. Little angular divergence was present
in the incident beam or was introduced by the
scattering associated with electron transfer.
This conclusion was demonstrated for the present
case by scanning the charge-exchanged beam
across the 5-mm diam. opening of the aperture
in front of the off-axis channeltron (CEM) by
varying the voltage on the analyzer deflector
plates. The observed signal during such a scan
was “flat-topped” with width greater than 5 times
as large as the rise (and fall) width as the beam
was cut off by the aperture, indicating a beam
size for the charge-transferred component of
less than 1 mm at the detector.

Control of the experiment and analysis of data
were facilitated by an on-line minicomputer, as
indicated schematically in Fig. 1. The incident
ion beam was switched off manually or by the
computer through power supply No. 1, which
applied voltage to the deflector plates before the
purifying magnet. After the ions were passed
through the oven, about 2% of them had undergone
electron transfer. For ion beam tuning the
entire ion flux was detected by the on-axis CEM,
while the electron-capture measurements used
only the off-axis CEM. For cross-section
measurements, the computer programmed the
analyzer deflector (whose voltage was supplied
by power supply No. 2) to deflect the desired
charge-state component of the ion beam onto the
off-axis CEM. During data collection, the com-
puter gated the three scalers so that scaler 1
counted charge-exchange signal when the ion-
beam component which had picked up one electron
was selected by the deflector plates; scaler 2
counted only background from oven-produced
photons and CEM dark when the same conditions
were set as for scaler 1 except that the ion beam

was completely shut off by the deflector before
the purifying magnet; and scaler 3 counted the
primary ions when the original ionic charge was
selected by the analyzing deflector. The com-
puter was programmed to alternately select each
beam component and the background for a given
time and to cycle through several repeats of the
scheme to average over any beam fluctuations.
The measurements were performed with gas in
the oven and, separately, with an equal flow of
gas “dumped” directly into the vacuum system—
not through the oven—so that signal due to only
the gas confined in the oven could be isolated (see
Refs. 22 and 42). Linearity of the net charge-
transfer signals with target gas flow was estab-
lished for target thicknesses as high as 3 times
those typically used for the measurements. The
use of the computer allowed immediate data
analysis and separation of signal from background
for signals less than 1 count/sec. Cross sections
were always measured for both H, and H targets
(oven cold and oven hot), and the measured signal
for H was corrected for the small residual amount
of undissociated H, in the hot oven.

The operation and calibration of the hydrogen
oven were the same as described in Ref. 22. The
hydrogen dissociation fraction was measured
using a 20-keV proton beam and observing the de-
crease in double-electron capture (H™ formation)
as the oven was heated.*® The effective target
thicknesses (atom or molecule density times gas
cell length) were determined by normalization to
established cross sections, also using the 20-keV
proton beam. For H,, the value of 6.0 x 10™'¢ cm?
was taken®® %% as the correct single-electron-cap-
ture cross section for 20-keV protons, while for
the H target, the value 5.2 x 10716 cm? wasused*-*’
for the normalization. Application of gas kinetic
theory for the target geometry and gas flow em-
ployed gives target thickness estimates in ex-
cellent agreement with those obtained by the
normalization procedure for both cold and hot
oven conditions,?? but the gas kinetic estimate
is not considered to be as reliable for absolute
target thickness determination as the normaliz-
ation procedure used. Target thickness calibra-
tion and dissociation measurements were per-
formed several months before and immediately
after the present data were acquired, and the
results were identical within the statistics of the
individual measurements (see Table I).

III. UNCERTAINTIES
The estimated uncertainties in measured cross-

section values are the same as those reported
previously,?? with two minor exceptions. Since the
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TABLE I. Summary of systematic uncertainties in percent.

Source O, q -1 (H) Gy, q -1(Hy)

Ion-beam purity (maximum effect on o) 2 2

- Beam collection and counting efficiency 5 5
Target gas purity (maximum effect on o) 3 6
Determination of target thickness
Reproducibility of calibration (90% CL) 5 3
Measurement of relative target cell gas flow 2 2
Reproducibility of oven temperature 2 2
Uncertainty in dissociation fraction 4
Uncertainty in cross section used for

normalization 10 10
Quadrature sum 13.5% 13.5%

ions are produced directly in the source, the
crossed electric and magnetic fields provide com-
plete isolation of a given ion charge and species,
except for a few cases where ions have nearly
identical m/gq. For these cases (e.g., C3* and O*',
Ar®*, and 0?*), the species purity depends on elim-
ination of undesired gas in the ion source, but any
remaining impurity in the beam can be analyzed
by the apparatus used for the present studies (see
Refs. 48 and 49) and correction for the impurity
is made. The ions produced for the present study
are expected to contain fewer metastable ions than
beams produced by stripping in foils?? Studies of
electron-impact ionization, which are currently
in progress using the ORNL-PIG source, reveal
the presence of metastables in the beam through
ionization occurring at electron energies below
that required. for ionizing ground-state ions. At
present such studies indicate the following typical
fractions of metastables: (i) Li-like ion beams—
B2+, C3*, N**, O°*—have no metastables; (ii) B-
like and Be-like ion beams—O%**, N3*—contain
10%-30% of the beam in metastable states with
energies near the ground state; (iii) He-like ion
beams—B3*—contain about 1% metastables, while
C* (and higher charges) definitely contain less
than 1% and probably less than 1073 fraction of
metastables; and (iv) H-like ion beams—C?* and
B*—are estimated to contain less than 107 meta-
stables because, as in the He-like cases, the
energy to produce the metastables in the ion
source plasma is near the energy to produce the
next-higher ion state, which is greatly reduced in
the ion source output. In general, the incident ion
beam is well characterized, and the uncertainty
in measured cross sections due to uncertainty in
incident-ion beam purity (first line of Table I) is
less for the present study than in the previous
work.?? However, a minor difficulty was en-
countered in counting the number of incident

ions for the present study. Modulation of the
ion beam at the source at rf frequencies (~ 100
kHz) occurred on some occasions. This mod-
ulation was detected as bunching of the incident
ions in time at the modulation frequency and
appeared to be a fluctuation of the ion source
plasma. By careful specific control of ion source
gas flow, the modulation could be reduced. Be-
cause of the time bunching of the beam, the in-
stantaneous count rate for measurement of
incident-ion flux could in some cases exceed the
counting capabilities of the CEM detectors. This
difficulty was not encountered in the previous
measurements on H, target,* but an attempt to
eliminate the problem through better regulation
of the ion source arc supply was not completely
successful. Thus it was necessary to monitor
the temporal distribution of the incident-ion flux
during data collection to assure that beam bunch-
ing was not occurring or to reduce the incident-
ion flux sufficiently to ensure 100% counting ef-
ficiency. By measuring the apparent cross sec-
tions as functions of the incident-ion flux, we
have established that the present data are free of
significant error due to failure to adequately count
incident ions, but we have allowed +5% for abso-
lute uncertainty in beam collection and counting
(Table I) because of the difficulties encountered.
Table I lists the systematic uncertainties total-
ing to +13.5% for both H, and H targets. The indi-
vidual sources of systematic uncertainty were
estimated at good confidence intended to be equiv-
alent to 90% confidence level on statistics. The
cross-section values used for normalization of
target thickness values are estimated to be accur-
ate to +10%; this value is included in the 13.5%:
total systematic uncertainty. The total absolute
uncertainty for each data point is obtained by
combining this systematic uncertainty in quad-
rature with two standard deviations on counting
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TABLE II. Electron-transfer cross sections o, ,_;
for multicharged ions capturing one electron from H and
H,.? .

v Ua,q-i(H) o-a,a-'i(HZ)

Ton (108 cm/sec) (1016 cm?) (10716 cm?)
B* 0.43 11.8(2.0) 20.4(0.8)
0.47 14.2(1.2) 20.3(0.6)

0.66 18.5(1.2) 17.8(0.4)

0.73 15,8(1.4) 17.9(0.6)

0.75 17.4(1.6) 18.4(0.8)

B 0.52 3.3(0.6) 5.4(0.3)
0.57 4,3(0.5) 6.4(0.2)

0.73 9,3(0.7) 5.0(0.2)

0.81 8,7(1.1) 8.3(0.3)

0.92 10.6(0.8) 8.5(0.6)

c3* 0.73 16.3(1.8) 6.4(0.3)
N3 0,51 20.8(1.2) 6.4(0.5)
0.58 19.3(0.8) 6.8(0.4)

0.72 17,7(0.8) 6.8(0.2)

0.86 18.7(0.8) 7.9(0.3)

0.99 15.8(1.2) 9.4(0.4)

B# 0.60 30.9(2.8) 22.1(1.0)
: 0.66 26.5(1.6) 22.7(0.6)
0.94 25.1(2.4) 23.0(0.8)

1.06 27.2(1.0) 23.3(0.6)

c¥ 0.48 28.8(1.4) 26.6(0.6)
0.58 27.5(2.0) 24,8(1.2)

0.66 32.7(1.8) 25.9(0.8)

0.73 29.3(2.6) 23.6(0.8)

0.84 28.5(2.6) 23.2(1.2)

0.99 28.2(2.6) 22.4(0.8)

1.06 27.3(2.2) 21.7(1.0)

N# 0.44 29.2(1.0) 34.0(0.8)
0.55 30.5(1.0) 33.8(0.6)

0.59 26.0(4.8) 29.6(1.4)

0.64 29.2(0.6) 30.8(0.4)

0,73 29.5(1.0) 31.4(1.2)

0.84 26.2(0.8) 27.0(0.4)

0.99 24.,4(0.8) 25,2(0.4)

1.16 25.0(1.2) 28.1(1.2)

B 1.05 22.6(4.0) 22.8(3.4)
ch 0.82 29.2(9.2) 20.0(1.4)
N5 0.51 20.3(2.8) 13,0(0.6)
0.62 25.4(0.6) 18.3(0.3)

0.67 24.6(1.4) 17.9(1.4)

0,72 26.7(1.2) 19.7(0.6)

0.82 27.2(1.4) 22.5(0.4)

0.94 29.6(1.0) 21.7(0.8)

1.11 33.1(2.2) 23.2(0.6)

1.29 30.0(2.6) 26.3(1.0)

o¥ 0,56 27.8(3.6) 18.4(0.6)
0,61 32.7(2.2) 22,0(1.4)

0.73 34.8(2.0) 22.,4(1.0)

0.87 30.4(2.2) 22.1(0.8)

0,98 32.4(1.0) 22.8(0.6)

o% 0.61 31.0(5.4) 35.9(2.8)
: 0.67 37.7(6.8) 34.6(4.2)

0,73 32,0(7.8) 33.9(1.8)

0.95 37.6(3.8) 34.7(2.8)

1.08 36.7(2.4) 34.3(1.4)

F& . 0.73 35.5(2.2) . 38.8(1.0)
Ar® 0.70 42.8(8.4) 34.9(1.6)

ayUncertainties ‘in parentheses are 2 standard devia-
tions on counting statistics and represent relative uncer-
tainty. Total uncertainties are obtained by adding the
tabulated statistical uncertainty in quadrature with sys-
tematic uncertainty of +13.5% (Table I).

statistics (see Table II). A typical total uncertainty
is +16% at good confidence, dominated by the un-
certainties in determining target thickness.

IV. RESULTS

A. General results

The measured cross sections for both H, and H
targets for incident ions of B, C, N, O, and F
are presented in Table II. Most of the data are
for He-like and Li-like incident ions, but avail-
able data are presented for Be-like N3+, H-like
B** and C5*, and fully stripped B%*. For ions of
charge 4+, 5+, or 6+ the forty measured values
of electron transfer with atomic H have an average
value of 29.2 (+3.8 s.d.) X 107'® cm?. As indicated
by the small standard deviation, all these cross
sections have approximately the same value. This
feature is remarkable, indicating the lack of de-
pendence of the electron transfer on the electronic
structure of the incident ion, at least for incident
ions with charge ¢> 4, where nearly all transfer is
into excited states which are energetically well
separated from the filled electronic states of the
incident partially stripped ion.

The extent to which cross sections are grouped
by incident-ion charge is illustrated in Fig. 2,
which shows the measured cross sections for each
charge g at 7.2 x 10" cm/sec for H, and H targets.
While the cross sections are nearly the same for
different species with a particular ionic charge,
the cross sections do not scale according to any
monotonic or simple rule as ¢ changes. It has
been noted previously for H, targets,* and for
multielectron targets like Ar,'* that.at low velo-
city the o,, cross sections are lower than g,
contrary to the simplest notion of scaling of ¢
with ¢q. Also, g, seems to be anomalously low in
the present data. The relatively small o;, and
g, cross sections can be attributed to the lack of
a favorable molecular-state crossing for systems
of these charges and will be discussed in more
detail in individual comparisons.

B. Direct comparison with other experiments
1. Comparison with Gardner and Bayfield et al.

Two groups of experimenters have investigated
collisions of multicharged ions with atomic hydro-
gen in the present energy range, using ions from
the ORNL-PIG ion source. Figure 3 shows the
preliminary results of Bayfield et al.5° as renor-
malized by Gardner® and compares those values
with values selected to be for the same ion spe-
cies and velocity from present data and data of
Phaneuf et al.?? obtained with the present scat-
tering apparatus. Although the magnitude of in-
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FIG. 2. Electron-capture cross sections as a function
of initial ionic charge ¢ for H and H, targets at collision
velocity 0.73 X108 cm/sec. Points are present data for
various ions, and triangles are the average of the data
value for a given q. Bars shown are typical total uncer-
tainty for individual data points.

dividual cross sections is systematically lower
for present data and for that of Ref. 22 compared
to the values of Gardner and Bayfield et al., the
trends observed in the earlier data are substant-
iated. \ )

The original data of Bayfield et al. were acquired
by holding the extraction-acceleration potential
fixed and obtaining as many different ions of
charge 2*, 3*, and-4* as practical. As the mass
and charge of the ion vary, the velocity of the
collision varies slightly. As shown on Fig. 3 by
the solid lines, for 2* and 3* ions the cross sec-
tions increased (2*) and decreased (3*) rapidly
with reducing mass. This trend is now established
not to be due to the small change in velocity of the
ion, since data for N3* at varying velocity have the
trend shown by the dashed curve on Fig. 3. By
contrast, for 4* ions (and for 5* or 6*) change of
the ion species (solid line) does not produce a
different behavior from change in velocity for a
given ion species (dashed line for N*). While we
cannot claim any quantitative understanding of the
steep and apparently linear variation of the 2* and
3+ data with changing ion species, we believe the
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.FIG. 3. Cross sections for electron capture by speci-
fic ions in atomic hydrogen (H). Open symbols are data
of Bayfield et al. (Ref. 50) as corrected by Gardner
(Ref. 51) for oxygen, carbon, nitrogen, and boron ions,
with incident charge ¢q indicated and various ions of
given g connected by solid lines. Solid symbols are pre-
sent data except that for 2+ ions data are extrapolated
from values of Phaneuf, Meyer, and McKnight (Ref. 22)
for the same ions. Circles, triangles, and squares
represent data for ions of charge 2+, 3+, and 4+, res-
pectively. Dashed lines represent present data for
nitrogen ions of incident charge 3+ and 4+ as a function
of collision velocity.

behavior is due to change in electronic configur-
ation of the incident ion. For the 2* and 3* ions
electron capture is dominantly into electronic
shells (z levels) which already contain electrons
so that the capture cross sections are influenced
by the electronic structure of the incident ion.
However, for ions of charge 4* or greater, elec-
tron capture is dominantly into higher electronic
shells, n=3 or greater, which contain no elec-

‘trons in any of the tested cases, so that the initial

electronic structure of the ion has little influence
on the cross sections, which no longer exhibit the
strong species dependence. Thus we attribute the
qualitative difference between the lower g (+2 and
+3) capture cross sections and the higher g (+4
greater) cross sections to the generally held
assertion that for higher ¢ the capture is into
more highly excited states.

The values given by Gardner® can be compared
directly with present data for 17 individual data
points for the atomic H target and 9 data points
for the molecular H, target. For the H target
the average ratio o(Gardner)/o (present data) is
1.54 +0.14 and for the H, target the average ratio
is 0.86 +0.14, where the statistics on the ratios
are 90% confidence level on the mean ratio for the
number of cases compared.

The disagreement of the measured cross sec-
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tions for atomic H is believed to derive from
different techniques used to normalize the target
thickness in the two sets of experiments. The
oven used in the present experiments is heated
directly by passage of current through the tung-
sten tube which is the wall of the gas containment
cell.*® This oven is very stable over time; that
is, passage of a particular current through the
tungsten tube produces a fixed, corresponding
temperature even after hundreds of on-off cycles
extended over more than two years of operation.
Thus the dissociation fraction and target thickness
could be determined using a 20-keV proton beam
(as described) and a fixed oven-heating current.
The results of such calibration before and immed-
iately after the present data, as well as on several
previous occasions, were identical within statis-
tics (as discussed); it is inferred that the meas-
ured dissociation fraction, target thickness, and
oven temperature were constant throughout all
data measurements.

The oven used by Gardner and Bayfield et al.
has desirable features (Ref. 52) derived from the
fact that the gas containment cell is a thick-walled
tungsten tube isolated inside a larger thin-walled
tube used as a heater. Also, because the heater
current is gated on and off, experiments can be
done without possible effects of the associated
magnetic field. However, these features require
that instantaneous heater power be much higher
than in the present oven, resulting in faster de-
terioration of the heater material and reduced

stability of oven temperature versus applied power.

The variation of temperature causes changes of
target thickness which are accounted for by a
different calibration technique. For their experi-
ments the cross sections for Ar target gas are
measured with the oven cold and with the oven
heated in association with each measurement of
a cross section for cold molecular and hot atomic
hydrogen. The change of the charge-transfer
signal for the Ar target with temperature is used
as a thermometer to determine oven temperature
(and as a check for any other spurious heating
effects); the change of the capture signal level
for the Ar target is taken directly to represent
the temperature influence on target thickness for
each individual measurement with hydrogen.

We believe the absolute value of the present
results to be more reliable than those of Gardner
and Bayfield ef al., but there is not absolute proof
that this is the case. The technique using Ar as a
thermometer relies on the temperature of the
dissociated hydrogen being the same as that of
Ar for a given cell wall temperature, which is
not clearly established. A test using the Ar tech-
nique to calibrate our target thicknesses in the

present data raised our results by about 20%—not
enough to bring about agreement between the
measurements, but more than our total estimated
uncertainty. The data of Bayfield and Khayrallah®
for He?** +H, normalized using the Ar technique,
are also higher by about 50% than data acquired
with the present oven®® and by other investiga-
tors.>*% The difference in the calibration tech-
nique seems to be the most likely source of the
disagreement between present data and that of
Gardner and Bayfield et al.5°'%* However, other
differences in the experiments can be postulated
as the source of disagreement, preventing ab-
solute resolution as to which data are more re-
liable.

The reproducibility of the present data is better
than that of Gardner,* who gives typical total un-
certainty at +30% with statistical quantities eval-
uated at 1 s.d. (67% confidence level), while the
present data have a typical total uncertainty of
+16% with statistical uncertainties evaluated at
90% confidence level.

2. Comparison with Crandall et al.

The present molecular-hydrogen results can be
compared directly to those of Crandall, Mallory,
and Kocher.*® Those earlier cross sections were
obtained with completely different collision cham-
ber and analysis system and are independently
absolute. Absolute values were obtained in that
experiment by direct measurement of pressure in
the gas cell and measurement of effective gas cell
length, while for the present data target thickness
is obtained by normalization as described. For
the molecular-hydrogen target the two experiments
can be compared for 29 independent measurements
of single-electron-capture cross sections. The
average ratio, ¢ [Crandall et al. (H;))/o[present
(H,)], is 1.016 (+0.019 at 90% confidence level on
mean ratio), showing excellent agreement.

The previously published results of Phaneuf,
Meyer, and McKnight?? at higher velocities were
acquired with the same collision apparatus but
with a different source of ions. The only over-
lapping data are for N®* near 60 keV where pre-
sent-data and those of Ref. 22 are identical for H
and H, targets within counting statistics of either
experiment alone. ‘

C. Comparisons with theory

The most extensive direct comparison of pre-
sent data and theory is for B3* and C** incident on
H which have been theoretically investigated by
Olson, Shipsey, and Browne® (shown on Fig. 4).
Their calculations employed configuration-inter-
action computation of molecular stationary-state
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FIG. 4. Electron-capture cross sections for C** and
B®* in atomic hydrogen. Present data: o for C** and
@ for B3*; data of Gardner and Bayfield et al. (Ref. 51):
A for C* and O for B3*. Dashed curves are theoretical
results of Olson, Shipsey, and Browne (Ref. 8) for these
ions, and solid curve is theoretical result of Harel and
Salin for Be** (Ref. 11). Error bars on present data
are total absolute uncertainties at good confidence in-
tended to be equivalent to 90% confidence level on sta-
tistics.

potentials at nuclear separation of up to 10a,. They
evaluated both radial and rotational coupling be-
tween the molecular states within a coordinate
system centered on the center of mass of the
colliding system without electron translational
factors. Eight molecular states were included
for (BH)** and seven for (CH)**. The two cases
are significantly different in that there are no
molecular-state crossing points for (BH)* and
the resultant calculated cross section is relatively
smaller (and estimated to be more uncertain) than
for (CH)*, where distinct crossing points for
states separating to H*+C3 (1s2,30 dominate the
cross section. The error bars shown on the theory
of Olson, Shipsey, and Browne (Fig. 4) are their
estimate of uncertainty in the calculated cross
sections for the two cases (25% for C** and 40%
for B3*). :

The present data and the calculation agree within
combined total uncertainties of experiment and
theory, although good confidence experimental
uncertainties overlap the actual calculated
values only for 2 of the 12 data points. The two
data points of Gardner and Bayfield et al.5°*%
agree reasonably well with the calculations and
present data.

Harel and Salin'! have calculated Be* +H elec-
tron transfer and find the Be®* (n=3) final state
to be dominant. Their three-state calculations
with only Be®* (z =3) final products are shown on
Fig. 4. They suggest, by examination of the mo-
lecular-potential curves, that electron transfer
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FIG. 5. Electron-capture cross sections for C% and
08+ in atomic hydrogen. Curves are theoretical results
for C%: solid curve is from Vaaben and Briggs (Ref,
9), long-dashed curves are from Salop and Olson (Ref.
10) for coordinates centered on carbon (C) and for coor-
dinates centered on hydrogen (H), short-dashed curve
is from Ryufuku and Watanabe (Ref. 12), dash-dot curve
is classical result of Olson and Salop (Refs. 10, 60).
Data are for O%* ions incident on H from present re-
sults (@) and from Meyer et al. (Ref. 61) (D).

for Be** +H and C* +H should be the same and, to
the extent that only »=3 levels are populated, this
is born out by the agreement apparent in Fig. 4.
Theoretically, the most widely studied case of
present interest is C®* +H - C% +H*.229:10,58,59 e
have not been able to obtain fully stripped carbon
at low velocity, but since the cross section is
supposed to be dominated by transfer to C>* (n=4),
the (OH)%* system at a given velocity should have
nearly the same molecular potentials for the imp-
ortant states and the cross sections should be
nearly the same (see Fig. 5). However, the var-
ious theories are not so discrepant that present
data can clearly distinguish between them. Appar-
ently, an important difference between the coupled-
molecular-state theories is the choice of center
of the coordinate system in evaluating the coupling
between states. The most detailed eleven-state
calculation by Vaaben and Briggs® employs a trans-
lation factor that shifts the coordinate system
during the collision and obtains excellent agree-
ment with present data. Salop and Olson'® com-
puted cross sections in a six-state calculation,
using coordinate systems centered on either the
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FIG. 6. Electron-capture cross section for 5+ ions
in atomic bydrogen. Present data for B5* (@), for N°*(0)
and for C%*(A). Data of Phaneuf, Meyer, and McKnight
(Ref. 22) for N®*(g). Heavy dashed curve is a prelim-
inary calculation of Salop and Olson for B%* (Ref. 13)
with coordinates centered on boron (B) and on hydro-
gen (H); solid curve is theory by Harel and Salin (Ref.
11) for B%*; dot-dash curve is classical theory of Olson
and Salop (Refs. 13 and 60); and short-dashed curve is
UDWA theory by Ryufuku and Watanabe (Ref. 58).

center of mass or the C or H nuclei. They chose
to plot their results centered on H, which do not
agree well with present data. However, their
results centered on C and their two-state close-
coupling results (not shown on Fig. 5) agree with
present experiment and with Vaaben and Briggs in
the energy range tested. Ryufuku and Watanabe!?:5®
have carried through a detailed calculation within
a different approach. They employ atomic orbitals

in an “S-matrix” formulation to represent the sys- .

tem and calculate the charge-exchange amplitude
employing unitarized distorted-wave approximation
(UDWA) and other approximations. Their UDWA
results extend over the complete velocity range
and agree well with present data except for the
lowest-energy data point. Experiments at lower
velocities could provide a more sensitive test.

In the high-energy region the classical Monte
Carlo calculation of Olson and Salop'?:1%:%° and the
UDWA of Ryufuku and Watanabe agree well with
the recent results of Meyer et al.%* for 0%, with
the low-energy theories tending smoothly toward
the high-energy result.

The theoretical results for B%* are more sensit-
ive to the choice of coordinate center than similar
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FIG. 7. Electron-capture cross sections for O%* in-
cident on atomic hydrogen. Curves are theoretical re-
sults: solid curve is from Harel and Salin (Ref. 11);
long dashed curves are preliminary calculations of
Salop and Olson (Ref. 13) for coordinates centered on
oxygen (O) and on hydrogen (H); short-dashed curve is
from Ryufuku and Watanabe (UDWA Ref. 12); and dot~
dash curve is classical calculation of Olson and Salop
(Refs. 13 and 60). Data are for 0O3* from Meyer et al.
(Ref. 61) ®), and present data for Ar8+ (@). ’

results for C®*, and perhaps B®* is a more inter-
esting case to test available theory. Our one data
point for B®* is lower than any of the theoretical
estimates (Fig. 6). Invoking the same argument
here as for the C®* case, we compare the B%*
theory with present data for both C5* and N°*.
These data are a little higher than the B%*

data and agree with the preliminary calculation

of Salop and Olson'® centered on H, at least over
most of the tested velocity range. This agreement
is opposite to the C®* case, where agreement was
with calculation centered on C; this reinforces the
idea that the choice of coordinate system is not
unique and that the inclusion of electron-translation
factors may be necessary in some cases. The
calculation of Harel and Salin! jg again only a
three-state calculation revealing the dominance of
electron transfer of B**+H resulting in B* (n=4);
the values plotted in Fig. 6 are the sums of the
transfers occurring from coupling of molecular
states 5go — 4fo and 5g0 — 3do, with the first



transition dominating by about one order of mag-
nitude. The Harel and Salin results are calculated
with the origin of coordinate system fixed on the
B%* nucleus as in the upper curve of Salop and
Olson (Fig. 6). The best agreement between B%*
data and theory is for the recent results of
Ryufuku and Watanabe.%

For higher energies the classical Monte Carlo
results of Olson and Salop!®!3:21.60 for 5+ ions
agree well with data of Phaneuf, Meyer, and
McKnight?? for N on H. However, unlike the C%*
case, for B5* the low-velocity theories do not tend
smoothly toward the high-energy results. For B%*
the various theories are discrepant at velocities
near the Bohr orbit velocity (v=2.2x 10® ¢cm/sec),
which suggests that this case is a sensitive one for
testing theory in this difficult “transition” region
of collision velocity.

Considerable theory has also recently appeared
for O%* +H electron capture.!'™*? In this case the
closest to a fully stripped projectile of charge 8
for which we have low-velocity data is Ar®*. For
the (OH)®* system, transfer is predicted to be
dominantly into O™ (z=5) at low velocities, so
that Ar®* with outermost electrons in »=2 levels
may stillbe a fair representation of a fully stripped
nucleus for electron transfer. Figure 7 presents
the one data point we have obtained for Ar®*+H.

At high velocity the single experimental result of
Meyer et al.®! for O% projectile agrees well with
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the classical theory,'®% and the transition of

" theory from low-velocity to high-velocity regions

is reasonably smooth, although not as good as for
C8+,

Additional general theoretical results and two-
state results have been published which apply to
the cases studied here (Refs. 2—7 and 59) but
comparisons are not generally as favorable or as
revealing as for the specific calculations repres-
ented in Figs. 4-7. Extension of studies with
atomic H target to lower velocities than tested
here and to excited-state formation through elec-
tron transfer would be fruitful for testing the
developing theories and providing basic data of
applied value.
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