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Stochastic instability of a nonlinear oscillator
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The equation describing perturbed motion of a nonlinear oscillator is studied by a Hamiltonian formalism

and by computer mapping. Other physical situations, including the motion of a charged particle in the field

of two plane waves, the destruction of magnetic surfaces in a tokamak; and the bounce motion of a charged
particle trapped in a magnetic field, can be described by the same equation. Theory predicts the regions of
stochastic instability of orbits in a good agreement with computer calculations.

I. INTRODUCTION

The purpose of this paper is to explore the con-
ditions under which the solutions of

d'x/dt = -sinx —eA, sin(Xx —Qt),

become unstable. Equation (1), which is in dimen-
sionless form, can be used directly to describe
a number of probIems important in plasma phy-
sics: the motion of a charged particle in the field
of two electrostatic plane waves, '' the destruc-
tion of magnetic surfaces in a tokamak by reson-
ant magnetic perturbations, ' and the bounce motion
of a charged particle trapped in a toroidal mag-
netic field but perturbed by a superposed electro-
static wave. 4 Moreover, Eq. (1) provides a simple
model for processes which are described in full.
by more complicated equations, such as the cyclo-
tron and cyclotron-harmonic acceleration of
charged particles in a strong background magnetic
field. ' '

The Hamiltonian for Eq. (1) is given by

of Eq. (1) behave as if there were still such an in-
variant. A rigorous proof of the existence of
exact invariants for the case of a periodic pertur-
bation is given by the Kolmogorov-Arnold-Moser
theorem (KAM), ' which constructs convergent
series that represent analytically such invariants
when they do exist. A geometrical interpretation
of the KAM theorem has also been given: plot
the orbits in the space with coordinates x modulo2w,
v =dx/dt, ands =Qt modulo2m, and visualize the un-
perturbed trajectories which now lie on toroidal
surfaces. The intersection of these surfaces with
the plane y = const will appear as in Fig. 1. Ac-
cording to the KAM theorem, small perturbations
do not destroy most of these invariant tori but
only deform them slightly. The amazing stability
of the invariant surfaces to perturbation persists
up to a certain magnitude of perturbation. When
the perturbation is big enough, almost all of the
invariant surfaces will be destroyed in a certain
region of the phase space, and most of the tra-

H =Ho+ eH~,

Ho= g(dx/dt) —cosx,

H, = -cos(Ax —Qt) .

(2)

(3)

(4)

With no loss of generality we can take X& 0. We
will consider the second term in Eq. (2) a pertur-
bation, assuming «&1. The unperturbed Hamil-
tonian (3) corresponds to the motion of a simple
pendulum, and its trajectories projected on phase
space x, v = dx/dt lie on the lines of constant ener-
gy, H, =const (Fig; 1). The separatrix, H, =l,
separates the closed or trapped trajectories from
the untr apped.

When the perturbation is present, the Hamilton-
ian becomes time dependent, and energy is not
conserved. There is, in this case, no longer any
simple invariant of the motion for Eq. (1); never-
theless, when & is small enough, the trajectories

FJG, 1, Tra3ectories of unperturbed motion in phase
space.
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jectories in this region will wander about within
the volume limited by the closest undestroyed
surfaces. The property of motion in this case
has been studied in ergodic theory, "and it has
been shown that there is an instability which man-
ifests itself in the exponential divergence of any
two arbitrarily close trajectories. This behavior
is called stochastic instability, ' and we will be
calculating mhere in phase space and for what
range of parameters this instability exists.

Section II is devoted to analytic study. It is based
on perturbation theory for «&1 and on the reson-
ance overlapping criterion. " This approach was
first applied to Eq. (1) by Zaslavskii and Filonen-
ko, studying motion primarily near the separa-
trix. We have also considered regions away from
the separatrix, a wider range of parameters, and
have found number of new results. In Sec. III
we study Eq. (1) numerically by computer mapping,
and this section serves to illustrate the analytic
theory. Our results are summarized in Sec. IV.

II. HAMILTONIAN PERTURBATION THEORY

The basic idea of our calculation is that de-
struction of an invariant is due to that component
of a perturbation which resonates with the unper-
turned motion. To find these resonances it is very
useful to introduce the action-angle variables J
and ())) associated with the unperturbed Hamilton-
ian (3). Consider first the motion inside the
separatrix. Equation (1) can be written

H, =P V „(J)e' ~ ""' + c.c. ,
m, n

(10)

and note from (4) that n takes on only the values
+1.

Consider now the special case where only one
harmonic is nonzero in Eq. (10):

H, =21 V.„I cos(~+~,),
where n) =m p-nQt and M), = arctan(Be V „jImV „).
In this case there is an exact constant of motion

((u, z) = f (w(z) —(n/m)(()m+ ar(rug), , , (12)

It may be observed that the contours of the in-
variant surfaces are those of islands, similar to
Fig. 1 but with v and x replaced now by J' and (j).
The full width of the separatrix for these islands
ls

and resonance occurs on that orbit, J =J „, mhich
"sees" a constant phase of the perturbation, i.e.,
on which

de jdt=mco(J „)—nQ=O.

Expanding (12) in powers of AJ=J'-J' „around
the resonance, we get

(j()gg, J)= — (AJ)'+2~~ V „) cos(M +u),) = const.1 cAo

dJ . BH, d(t)
( )

BH,
(5)

6 „=4 2EV (15)

(u(J) = dH Q

cf = dv (L)t', (7)

S(x r) = f n(x. ,J)dx„, (8)

and the equations for the canonical transformation
to new variables can be written

Equation (15) must be evaluated at J =J'„„.
If H, [Eq. (11)]contains two or more incommen-

surate harmonics, then there is no longer an exact
constant of motion akin to )j)(w, J') [Eq. (12)].
Stochastic instability developes whenever separ-
atrices of neighboring islands overlap, "and we
can parametrize the overlap condition by the quan-
tity s, '

s=-,'(~ „+a,„,)jaJ „.

In (7), the integral is taken over the area inside
the closed trajectory in the phase space (Fig 1);.
the Hamiltonian does not change, because the gen-
erating function S is independent of time. It is,
of course, the property that the frequency &o(J)
is constant on the unperturbed orbits (J = const) that
makes the action-angle variables especially con-
venient. The variable (t) is periodic, with period
2n. We now expand&y ln a Fourier series in the
angle variable y:

Here m, n and m', n' are mode numbers for neigh-
boring resonances, AJ „=~J „-J„~. The over-
lap criterion says that most of the invariant tori
mill be destroyed for s & 1 in the region between
islands"' and describes well the stochastic tran-
sition in the case 6 „=6 .„,m-m'. . Homever,
the actual structure of invariant surfaces in the
transitional region 0.7 & s ~ 1.5 can be quite com-
plicated. '

Nom consider the case where many resonant
modes are present with ~m~»1. From (13), with
m' =m~1 and n' =n=+1, we can approximate
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co' dJ
mfa g J=S~„

Then, using Eqs. (15)-(17), we can easily find

s =32 4 qV„
Q dQ)

(18)
a

Inequality (18) can be used to determine instability
regions.

Further analysis requires use of the specific
Hamiltonian given in Eqs. (2)—(4). Carrying out
the operations indicated in Eqs. (5)-(9) leads, for
orbits inside the separatrix to"
0 & k~:——'(I +Jf ) 1, j = (8/m)[E(k) —(1 —k )K(k)],

x =2 sin-'[k sn(n, k)], n =2k cn(o. , k),
S = 4[E(amo, , k) —(1.—k~)o ], p = &on, ~ = v/2K(k) .
In this set of relations, am, sn, and cn are Ja-
cobian elliptic functions, K is the complete ellip-
tic integral of the first kind, E(p, k) is the incom-
plete elliptic integral of the second kind, and

E(k) =E(tv, k). Some properties of these functions
are presented in Appendix A. Using k instead of

2, we can write (18) in the form

u(k)
k2(1-k')~(k) Q'I« „ I ~=„o», (2o)

where we have evaluated

dQ) 1 (d J
dJ 16 k~(l —k') (21)

~ V„„~=~ exp[-~QK'(k)[],
/2Q/2k-x

(22)

Here K'(k) =K( (1 —k')'~'), and we have used Eq.
(B3) and resonance condition (13). Equation (22)
shows that V „ is a rapidly varying function of 0
and A. , and modest changes in these parameters
can alter dramatically the size of the stochastic
region, given by Eq. (20), while the dependence
on e in (20) is just linear. Some numerical eval-
uations of Eqs. (20) and (22) are provided in Sec.
II.

In the case ~Q ~
«1 the resonant condition (13)

cannot be satisfied except very close to the separ-
atrix. Near the separatrix k-l, +(k) = w/

in[8/(1 —k)], so that 1 —k „=8e " ~" . This case
corresponds to a slow, adiabatic perturbation.

We note that s' in (20) goes to infinity as k-l,
which indicates a region of instability near the

In order to use Eq. (20) we need the resonant
value of V „, generally a quite complicated func-
tion of 0, A. , and k. We have calculated it analy-
tically in Appendix B in different limits. For
example, in the region ~Q~ & max(1, 2A), the leading
term of the asymptotic expansion is

separatrix. This region is very small when ~Q
~

»max(1, 2A) or ~Q~ «1, and reaches its maximum
size for ~Q~ -max(1, 2X), when the phase velocity
of the perturbation Q/A. is of the order of the half-
width of the primary island (see Fig. 1) in the
case X~ 1. For the case A. »1 the stochastic re-
gion can occupy a consid'erable amount of trapped
phase space (see Fig. 5), while for A. «1 it is re-
latively small.

Consider now the case when resonance occurs
near the bottom of the potential well, k «1. It is
then appropriate to expand (12) in powers of Z-O,
rather than hJ-=J —J „. Keeping the two first
terms, we get

q =[1—(n/m)Q]g -~6g'+2~v „g ~'eos(mP -nQ),

(23)

where we have used J=2k', ~=1-8J, and V „
= v „J ~' when k«1 (see Appendices A and B).
The perturbed surfaces around k =0 can now be
very different from the simple elliptic unperturbed
surfaces. For example, when

(24)

=1
V(X q Ho)44 ~

tT tQ
(2 5)

Velocity v is positive or negative depending on
whether it describes motion above or below the
separatrix. Owing to this ambiguity we have two

sets of variables, J, and p, . Using formulas
(6), (8), (9), and (25), we can find"

the first term in (23) may be neglected and, in the
case of 1 & ~m~ & 4, the unperturbed elliptic point,
k = 0 becomes an unstable hyperbolic point. For
the case m = 4 there is a threshold value of ~v~~
» (32~a ~)

' at which this transformation takes place.
In case of resonances with m~ 5, the 0 point al-
ways preserves its identity. More generally, for
Q & m/n, a chain of islands stretches out along the
J „=16(1—Qg/m) contour. However, as Q ap-
proaches an integral value m/n, 1 & m & 4, this
island chain coalesces to a rosette pattern at k =0,
and the stable elliptic 0 point, J=O, becomes an
unstable hyperbolic point.

We turn now to examine motion outside the sep-
aratrix. In this case the phase-space trajectories
of the unperturbed motion are not closed, but we
can still introduce the convenient action-angle
variables J and p for which the equations take
forms (5) and (6). Instead of Eq. (7) we must now

use
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4J, =~ —kE(1/k), k =-,'(I +Hg & 1,

K(l/k), x = 2 am(p, 1/k),

v=+2k dn(P, 1/k), (u, =+a), &o=
)

.nk

(28)

The perturbation JJ, is not a periodic function
of P now, but its Fourier spectrum is still dis-
crete, with m=kn+p, n=+I, and p=0, +1, . . . (see
Appendix C). Notice that X and m can be nonin-
tegers. The resonant condition (13) can now be
written

m(g)~ =nQ. (27)

aZ'1 u

Here we have used Eq. (C4) and resonance con-
dition (27). It follows from this equation that
resonances only appear above the separatrix when
the phase velocity of the perturbation 0/X & 0 and

below when Q/A. & 0. When 2X is an integer the

fact-

orr arising from the signum function in Eq. (28) is
present for all values of Q.

Close to the separatrix, k=1, Eqs. (20), (22),
and (28) are almost the same, the only difference
being that )J, ~

outside is about two times smaller
than J inside, while ~ is twice as big outside as
it is inside. As a result the depth of the stochas-
tic layer inside the separatrix is about twice its
depth outside the separatrix. '

Finally, for resonances far away from the sep-
aratrix, k»1, the resonant condition can be writ-
ten

k.„=-,' fQ/m [. (28)

Corresponding Fourier coefficients have been cal-
culated in Appendix C, yielding

V „==,'Z~„(~/4k'. „).

Using the resonance overlapping criterion, we can
derive the equation exactly as in (20) and (21), but
with J, m, and 1-k' being replaced by J+, ~„
and k~ —1. In the region ~Q~ & k max(1, 2X) the lead-
ing term in the asymptotic expansion of

~
V „~ is

equal to
f2QI"-'

J V„„/ =-,'(1+ sgnQcu+)u&

III. COMPUTER MAPPINGS

The practical way to determine for Eq. (1) wheth-
er invariant surfaces do or do not exist is to map
trajectories in phase space x, v = dh/dt. Invariants
exist if the points of a trajectory taken at succes-
sive times t~ = 2'/Q, p =1,2, . . . , lie on a smooth
curve. If the mapping is not a smooth curve but
an irregular sequence of points which appear to
fill a whole area, then we may say that the invar-
iant surfaces are destroyed.

Equation (1) lends itself well to rapid computer
integration, and the figures which accompany this
paper were obtained by an extension of the method
described in Ref. 2. Further details of the inte-
gration will be given elsewhere. In Figs. 2-6,
the ordinate is Y= vX/Q and the abscissa is x/2w.
Each plot is the superposition of R runs; the num-
ber of mapping points in every run is equal to¹
As initial conditions for these runs we took xp,
Yo+5Y, , where 5Y,. = ( j —1)51", j =1,2, .. . , R.

Figure 2 is a detailed study of the case in which
q= „X=1,and 0=4. The lines which appear
solid on this picture are actually very dense map-
ping points (N = 800). These lines correspond to
the intersection of invariant surfaces with the plane
of the picture. The scattered points belong to re-
gions of stochastic instability. In order to check
our theory, we have calculated in Table I the posi-
tion, the island width, and the stochastieity pa-
rameter for the resonances inside and outside the
separatrix, using Eqs. (13), (15), (20), (22), and

(28). According to these calculations islands with

m=5, 6 and n=1 inside the separatrix, and m=1, 2,
3 and n =1 above the separatrix, do not overlap
(s & 1) and should be observable. We can discern
most'of these islands in Fig. 2, except m =6,n=1,
which is close to the inside stochastic layer, and

apparently none of our initial points lies close to
the center of these islands. The m =1,n = 1 island
lies above m = 2, n =1 and also cannot be seen for
these initial data. %e note in Fig. 2 that the upper
stochastic layer above the separatrix is thick and
has a wide transitional region with island struc-
ture, while the lower stochastic layer is compar-
atively thinner and is immediately bounded by an
invariant curve.

Figure 3 is an example of the adiabatic (Q «1)
case, in which 0= „, X. =1, and &= „. In agree-
ment with theory, there are no islands in this case
even very close to the separatrix. But the map-

In the limit k'„»—,'X all Fourier coefficients go to
zero except p =0, with V~„„=——,'. This value cor-
responds to a perturbation in Eq. (4) which is it-
self considered an approximate resonance of the
primary-island system.

ping points do not lie on smooth 'curves either.
Instead, they fill thin ring-shaped regions, owing
to a very slow drift of action around its adiabatic
value. We believe that this drift is due to high-
order parametric effects (the frequency is a slow-
ly changing function of time with period 2n/Q),
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0.25

0

FIG. 2. Trajectories of
perturbed motion for the
case in which &=y, X=1,
Q = 4, R = 30, N= 800, x()
=0, Yo= —0.6, and & F
= 0.045.
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but a detailed discussion of this effect is beyond
the scope of the present paper.

Figure 4 provides an interesting example of a
case in which a stochastic region appears far
away from the separatrix, while the motion near
separatrix is quite stable. In this case 0jX=~
»1, and the stochastic layer near the separatrix
should be exponentially small. Resonances above
the separatrix have been calculated in Table II
by means of Eqs. (18), (26), and (30). Overlap-

TABLE I. Parameters pertinent to FiI,. 2.

ping (s & 1) with m =14—19 is responsible for the
stochasticity which is clearly observed on this
figure. These resonances occur in the vicinity of
2k = ~Ajar) = [v~ (7=1). The harmonic m =X =16
corresponds to p = 0 in Eq. (30) and, . because
k'„&-,'X=4,

~ V„~ is close to its asymptotic va. lue
of O 5

Figure 5 corresponds to e = ~64, X = 0 = 32, and was
produced by mapping only one trajectory. The
stochastic region occupies a considerable part
of the phase space in this case, but stochasticity
appears only above the original separatrix, in

Jmn 40

5 0.783
6 0.916
7 0.965
8 0.984
9 0.993

10 0.997
11 0.999
12 0.999
13 1
14 1

1.35
1.97
2.26
2.4
2.48
2.51
2.53
2.54
2.54
2.54

0.00541
0.007 54
0.007 62
0.007 11
0.006 5
0.005 92
0.005 41
0.004 97
0.004 59
0.004 27

0.325
0.315
0.258
0.201
0.152
0.114
0.085
0.062
0.046
0.033

0.37
0.76
1.3
2.0
3.1
4.6
6.9

10.2
15.1
22.4

20

-20

7 1
6 1
5 1
4 1.01
3 1.06
2 1.26
1 2.13

1.27
1.28
1.29
1.34
1.51
2.06
4.01

0.008 54
0.009 98
0.012 1
0.015 6
0.024 2
0.060 6
0.5

0.0/3
0.044
0.080
0.141
0.239
0.443
1.33

15.9
l7

3 33
1.58
0.81
0.487
0.33

-40
-0.6 -0.4 -0.2 0

x/2~
0.2 0.4 0.6

FIG. 3. Trajectories of perturbed motion for the case
in which &=~, X=1, 0= ~8, R=16, N=1300, xo-—0, 7'0

=2, and (5 X=2.
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FIG. 4. Trajectories of
perturbed motion for the
case in which &= p, ~=16,
A=85.3, R=21, N=1000,
xp = 0, 7'p = 0, and 6 Y= 0.3.

~ 0

-0.5
—0.6 -0.4 -0.2 0

X/2w

0.2 0.4 0.6

agreement with the discussion following Eq. (28).
Figure 6 and 7 were run to illustrate the con-

version of the stable elliptic point a,t J=k=0 to an
unstable hyperbolic point. The values of 0 =2
and 0 = 3 lead, as expected, to m = 2 and m = 3
rosettes at the origin.

IV. CONCLUSION

Our study has shown that formula (20) gives a
good quantitative description of the regions of
stochastic instability for Eq. (1) except very close
to the bottom of potential well. Calculation of the
Fourier coefficients V „ in Eq. (20) shows them
to be very sensitive functions of X and Q. Even
modest changes in these two parameters can yield

dramatic modification of the stochasticity, while
the dependence of s~ on & is just linear. %e have
also found that stochasticity appears above the
upper separatrix or below the lower separatrix
for 0jA, &0 or 0/A. & 0, respectively. Moreover,
we have found cases where stochastic instability
appears away from the original separatrix while
the motion near the separatrix is quite stable.
Finally, we have found that the stable elliptic
point at J =0 can become an unstable hyperbolic
if the resonant condition I mI = IQI ~ 4 is satisfied.
For ImI ~ 5, the 0 point remains stable.

Iv „I

24 1.92
23 1.99
22 2.07
21 2.16
20 2.25
19 2.36
18 2.48
17. 2.61
16 2.76
15 2.93
14 ~ 3.13
13 3.36
12 3.63

3.57 8.94E-8
3.72 7 ~ 94E-7
3.89 6.95E-6
4.07 5.94E-5
4.27 4.88E-4
4.50 0.003 75
4.75 0.025 6
5.02 0.141
5.34 0.466
5.69 0.113
6.1 0.010 3
6.57 4.61E-4
7.11 1.11E-5

0.001 68
0.005 02
0.014 9
0.043 5
0.125
0.346
0.904
2.12
3.86
1.9
0.573
0.121
0.018 8

0.0115
0.0314
0.0849
0.226
0.587
1.47
3.44
7.19

11.6
5.02
1.32
0.241
0.0318

TABLE II. Parameters pertinent to Fig. 4.

. ~ YIAliib&% .
i'l%" ~

[
~
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aJPIr~i &Ij H C

~ ~~

I

~ gl r ' ~ ~'.rt-'gAQFJ
KH4~Ik~~ir-

~% I X~ I I&&/~~

&~ai

g P

-06 —0.4 0.2 0
x/2~

0.2 0.4 0.6

FIG. 5. Trajectories of perturbed motion for the case
in which &= ~, ~=32, 0=32, R=1, N=10009, xp-—0;
rp=1, and ~v=0.
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FIG. 6. Trajectories of
perturbed motion for the
case in which & = 64, ~= 4,i

Q =2 R= 11,%=700 &p

=0, Yp=0.01, and ~ Y
= 0.398.

—6
—0.6 -0.4

X/2~
0.2 0.4 0.6
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We list here some properties of elliptic inte-
grals and of the Jacobi elliptic functions:

k=O: K(0) =E(0) =-, ~., sn(u, o) =sinu,

k ((1 K'(k) —=K[(l —k')' '] = 1n(4/k),

k =1: E(1)=1, K'(1) =-,'w, sn(u, 1) =tanhu,

k =1: K(k) = —,
' in[8/(1 —k) j .

0—

-4
-0.6 0.2

X /2~

~ es ~~/ ~
~qg QP

~O

P

p oo

a ~ +
—0.4 -0.2 0 0.6

FIG. 7. Trajectories of
perturbed motion for the
case in which & = 64, X= 6,
0=3 R= 11 N= 300 xp
=0, Yp=0g, and 6 Y
= 0.38.
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TABLE III. Periods, zeros, poles, and residues of Jacobi's elliptic functions (m and n are
integers).

Function Primitive periods Zeros Poles Residues

sn(u, k)

cn(g, k)

dn(u, k}

4K, 2iK'

4K, 2K+ 2iK'

2K, 4iK'

2mK+2niK'

{2m+ 1)K+ 2niK'

2mK+(2n+1)iK' (-1) /k

2mK+ (2n+1)iK' (-1) +"/ik

( 1)n+ i(2m + 1)K+ (2n + 1)iK' 2m K+ {2n + 1)iK'

dK(k) E(k) K(k)
dk k(1-k') k '

sZ(x, k) E -Z
Bk k

APPENDIX B

The Fourier coefficients V „ inside the separa-
trix, 0 ~ k & 1, are given by

Im 2m/n
V „= (y f)e ((m4 --n Qt) dy df

0 0 (B1)
where

H, = -cos(Ax —Qt), x =2 sin '(k sun), n = P/&u.

Carrying out the integration in time shows that n
is restricted to the values ~1. Then, expanding

expIin(sin 'k sno. )] = dno, +ink snn,

we obtain

when &pe»1. The main contribution comes from
integration along the branch cuts, and for this
reason we use only the leading singular terms in
the expansion of dna and sn(x near their poles (cf
Table III). Making use of Hankel's formula for
the gamma function, for g &0

dz e '(-z) ",

the contour of integration of which is shown in
Fig. 9, we can finally find

V = -(sgnmn)'"'(g (2(g Im I

)2~
e-tdl mlle

'
(BS)P5 f 7l I'(2~)

The main contribution comes from n =e, when
n=1, and from n=n, when n=-1. We also in-
cluded the case m & 0 in Eq. (BS)by using the relation

V „=— dn exp -imea. dna+ink snn 2~.
0

(B2)

We first consider m & 0 and depress the contour
for this integral from the real axis to the lower
half plane of the complex z plane, as illustrated
in Fig. 8. Branch points of the integrand occur
at e, =-iK' and Q., =-iK'+2K. If 2A. is an integer,
then 0., and e, are poles or zeros, depending on

n, but our calculations will apply in this case too.
Because the integrand is periodic with period
4K(k), the contributions along contours C, and C4
cancel each other. Integrals along C, can be neg-
lected because the exponent is negative and large

(21 I)"- k -'
4

(B4)

while for X «1, I'(2A.)-1/2X and Eq. (BS) becomes

Il i=(~/lml)e — "" (B5)

Near the bottom of a potential well, k«1, we
can calculate V „with a small m number, using

V „—V

Equation (B3) is the leading term of the asymptotic
expansion of V „ in the region &olml & max(1, 2X),
as can be seen by considering 2A. an integer, in
which case contribution from the poles can be cal-
culated exactly. In the limit k «1, K(k)- —,'w,
K'(k)-ln(4/k), &u- 1, and (B3) can be further
approximated

Cs 0

I

Q
ci&&)r

Ip
cs

2K
I
I
I
I

-iK'

. &Jsq(

/gcs', c5

C4 4K

FIG. 8. Contour in the complex & plane for the inte-
gral in Eq. (82).

FfG. 9. Contour for the integration of Hankel's for-
mula.
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a different approximation for (B1). Expanding (Bl)
in powers of k, we have

x =2k sing+0(k'),
~
V „( =-,'J'~, (2A.k) . (B6) -4K -2K 2K 4K

In this calculation we used the formula for Bessel
functions with m integral,

(&) eizs inch-imbed~
0

(BS)

In the limit )(.k «1, (B6) can be approximated

I V„,„I = luf "/2r(1+i~1). (BS)

, C(), C)() , C):) ', C)&) , C)&')

'

H, = -cos(2)). amp —Ot), p = &(1/k) p/)(. (cl)
Here H, is not a periodic function of p as inside
of the separatrix, and a Fourier integral in p is
appropriate. We expand

H —Q V ei(wr c nnt ) d-1 ti),n
n-~1

and invert
g ~ 2~/0

V (su) = H (P t)e ' ""' dPdt
(2m)'

Taking the integral over time, we obtain

APPENDIX C

In the region outside the separatrix the perturba-
tion, expressed in action-angle variables for the
unperturbed orbits, is, by (4) and (26),

FIG. 10. Contour in the complex P plane for the in-
tegral in Eq. (C2).

e-anfP(w-kn) —P 5(~ g+ p)
p= -ao p =-ao

to obtain

1
v„(m) = — Q 6(w xn—-p)

4K p

/-ice)(p ~
x d exp cnP+ in sn

C

(c3)

The remaining calculations are very similar to
those in Appendix B. The final result is

V =-(1+sgn~~)„( I
I)" '

m, n 2r(2)).)

1 00

V„(w) = —~ 1/k dp exp(2inX amp —i%1(p/K).

(c2)

m (uK'. (1/k)x exp—

m =~n+I, p = 0,~1, . . . .

(c4)

We consider first case&a & 0, and deform the con-
tour of integration in the lower half plane as in

Fig. 10. Here

P~= -iÃ'(1/k)+2PK(1/k), P = 0,+1, . . .

are the singularities of the function

e(2n), am 8 = (cnp +in snp)'~

Generally, there are branch points, or poles if
2X is integral. We can split the contour of inte-
gration C into an infinite number of similar con-
tours Cp which are shifted a distance 2K to each
other, and can then use the periodicity relation for
function amP, p integral,

am(p+2pK)= amp+7(p,

together with the identity (
= 2g(p)(g/4k ), gyes =)(~+p . (C5)

The spectrum is discrete even though m is not an
integer. Expression (C4) is the leading term of
the asymptotic expansion in the region &u~m ~/k
) max(1, 2)).). The factor arising from the signum
function in Eq. (C4) is due to the fact that when n
changes from+1 to —1, poles of the function cnP
+in snP become zeros and zeros become poles.
Near the separatrix k =1, Eqs. (B3) and (C4) are
almost the same.

Far from the separatrix, a different approxi-
mation is useful. For k»1, we can expand

x = 2 am(P, 1/k) = 2P + (1/4k') sin2P + . . ~

Using (C3), we can easily find Fourier coefficients
with the small m numbers:
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