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Fine-strnctnre intervals and polarizabilities of highly excited d states of K
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The fine-structure (fs) intervals and polarizabilities of K n = 15-20 d states have been measured using a
radio-frequency resonance-selective field-ionization approach. Although there is no apparent difFerence in the
field-ionization characteristics of the d3&, and d„~ states when excited in zero electric field, we are able to
observe the resonances by using a small dc electric field and time-resolved detection. The fine-structure
intervals of the K d states for n —20 are inverted. Specifically, the observed fs intervals (in MHz) are: 15d,
—375.33(40); 16d, —306.25(15); 18d, —211.68(20); 20d, —152.42(45). The observed tensor
polarizabilities [in MHz/(V/cm) ] are: 15d, —0.0208(9); 16d, —0.0315(8); 18d, —0.0681(18); 20d,
—0.1349(40).

I. INTRODUCTION

For decades the fine structure (fs) of alkali
atoms has been a subject of continuous in-
terest. Recently there has beeri a renewed in-
terest since the tunable dye laser has made it
possible to carry out systematic, high-resolution
studies of alkali fs as a function of the
principal quantum number n and /. Here we shall
restrict our attention to the variation of d-state
fs with n. Recently, Cooke et al. ' have shown that
the fs of the Li d states are hydrogenic to within
1/o from n= 7-11. Fabre et ttl. s have shown that
the fine structure of Na d states is inverted (the
d=-,' state lies above the 8=-', state), that the mag-
nitude of the interval is about equal to that of hy-
drogen, and that the intervals are well represented
by A/(ns')s+ B/(n*) swhere I* is the effective tluan-
tum number. In Bb, Kato and Stoicheff' and Har-
vey and Stoicheff' have recently shown that, al-
though the fs intervals are much larger than II,
the intervals can again be represented by A/(n*)'
+B/(n*)s for all values of st*. For Na, A &0 and
B&0, and for RbA&G and B&0. In the case of
Hb the magnitude of B is large enough that the fs
of the Rb 4d state is inverted. As we shall see,
the behavior of the E fs affords a curious contrast.

Along with the recent experimental progress
has come significant theoretical progress. Notable
recent successes are the calculations of inverted
Na d fs by Holmgren et a/. ,' Luc-Koenig, ' and
Foley and Sternheimer, ' and the calculation of
the Rb 4d fs by Lee et gl.'

The polarizabilities of excited atoms are of in-
terest because, much as for a ground-state atom,
the polarizability of an excited atom is the para-
meter that characterizes how the atom interacts
with a weak external electric field, whether it be
a macroscopic field or the microscopic field from

another atom or molecule. Thus the polarizabili-
ties play a role in collisions and field ionization
of Rydberg atoms.

Here we report the measurement of a series of
fs intervals and polarizabilities of K d states using
a radio frequency (rf) resonance technitlue. We
have used a selective field ionization method re-
lated to one we have used previously for Na. ~

However, a more subtle approach was required
due to dramatic differences in the field ionization
behavior of Na and K.

II. ENERGY LEVELS AND HAMILTONIAN

Before considering the details such as the fs of
K, it is worth considering the gross features of
the K spectrum. To this end the K energy levels
for n-18 are shown in Fig. I, which shows the
energy levels as a function of electric field (on
this scale the fs intervals are too small to re-
solve). Note in particular that the energy of the
18d state is depressed as the field is increased,
due mainly to the proximity of the 18f level.

The Hamiltonian for the energy levels of the
K atom in a weak electric field E can be written'

X~,„, represents the Coulomb interaction of the
valence electron with the ionic core. The energy
W of each principal series of l is given (in atomic
units) by

(2)

where n*=n —6, and 5, is the quantum defect of
the E state. For K the quantum defects of the s, p,
d, and f states are 2.15, 1.70, 0.27, and 0.007,
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between states coupled by the electric field. Their
results can be simplified in the event that the fine-
structure splittings are small compared to the
Ll energy separations; for then, in addition, the
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FIG. 1. K energy levels near n =18 as a function of
electric field. In the field regime shown the higher E

states exhibit a linear Stark effect and fall between the
two lines diverging from 18f . In these fields the
Stark effect of the s, P, and d states is quadratic and

only appreciable for d states.

respectively. As a result of the different quantum
defects, l states of the same n are not degenerate
but have different energies as shown by Fig. 1.
X„represents the spin-orbit coupling which is
of the form L ~ S. The ().P' and ()(P' terms are
the leading terms in the perturbation expansion
for the Stark effect (in even powers of E). Such
an expansion may be used to express the energy
of a state only for fields weak enough that the
Stark shift is less than the fs interval, a condition
that is met in our experiments. At fields some-
what below where the pexturbation expansion be-
comes invalid, the higher-order E' and Ee terms
in the Stark effect begin to appear due to the un-
coupling of L, and S. o.o and n, are, respectively,
the scalar and tensor polarizabilities which char-
acterize the second-order Stark shift. ~, des-
cribes the common displacement of all the m&
states of a given J, and 0., determines the split-
ting of the m& levels. In E(l. (1) we have neglected
the effect of hyperfine structure which is negligible
in our experiments. "

Khadjavi et a/. ' have derived general expressions
for the polarizabilities n, and n, which depend on

where R(nl) is the radial wave function and E„,
the energy of the n, state. Note that the scalar
polarizabilities of both J levels are equal and that
the tensor polarizabilities are related by the fac-
tor of ~7. To simplify the notation let us rewrite
the polarizabilities

It is worth noting that the. above-mentioned sim-
plification occurs for both Na and K, where the fs
intervals are small compared to the hl separa-
tions, but not for Cs. The validity of this simp-
lification has been verified experimentaQy by
Harvey et al."and Hawkins et al. ,"who have
shown that for Na d states that no(~) = ao(~) to with-
in l%%uo and that ().,(~) = ~7an, (~) to within 3/().

We may estimate the signs. of 0.0 and n, using Eqs.
(3) and (4). IntheE andP sums of Eq. (4) the terms for
which n' is nearest n dominate both because the
energy dominators are the smallest and because
the dipole matrix elements are the largest. Thus
for the 18d state we would expect the E sum to be
large and negative due to the presence of the 18f
state just above the 18d state as shown in Fig. 1.
Since the 18d state is roughly midway between
the 19P and 20p states we would expect their ef-
fects to cancel, resulting in P being small com-
pared to E. Thus no and 0., would be mainly de-
termined by E, with the result that n, & 0 and n,
&0. Note that+0& 0 is in agreement with the downward
energy shift of the 18d state in an electric field
as shown in Fig. 1. As we shall see, the sign of
n, is important in determining the sign of S~, the
fs interval.

In Fig. 2 we show energy level diagram of the K
18d state in the low electric field used in these
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FIG. 3. Relevant energy levels for the experiment on
the K 18d state. The straight arrows pointing up indi-
cate the two-step laser pumping of the 18d&/.2 state. The
curved arrow indicates the rf-induced fs transition and
the dotted arrow indicates the selective ionization of the
18d3/ 2 state.

FIG. 2. Energy level diagram for the Kd fs states
in weak electric fields. The line indicates the transition
we observe.

experiments. The diagram is drawn for S„&0,
n, & 0, and n, &0 (which we shall see to be true).
The solid line indicates the transition we observe
in the experiments, the hm&= 0 transition
ds/2lm&l =& d3)2lm&l =2 From Eq. (1) we can
calculate the frequency of the transition to be

The absolute value sign is to avoid the possibility
of a negative frequency. Note in particular that if
n, and S„are of the same sign that v increases
with E'.

HI. EXPERIMENTAL METHOD

In Fig. 3 we illustrate the basic idea of the ex-
periment for the K 18d state. We use two pulsed
dye lasers to excite K atoms in an atomic beam
to the 18d,/, state via the transitions 4P, &, -4p»„
4P», - 18d, &,. Immediately following the laser
excitation we use an rf field to induce the 18d, &,
-18d, » transition. About 0.7 psec after the laser
excitation we field ionize the atoms in the 18d
state in such a way that we selectively detect those
in the 18d3/, state. Thus when the frequency of the
rf field is not tuned to the 18d,»-18d ~, resonance
there is no signal, but as the frequency is swept
through the resonance there is a dramatic in-
crease in the signal as shown in Fig. 4.

The method is analogous to the molecular-beam-
resonance approach, and as a consequence the

selective population and detection are crucial to
the experiment. Selective population is straight-
forward. We can take advantage of the much larger
M=1 than b,J=O dipole matrix elements to pop-
ulate either the 18d», or 18d, » state by using the

4p3 /2 or 4p, &, state respectively as the im-
mediate state in the laser pumping. In addition,
if we apply a weak (-10-100V/cm) dc electric
field and polarize the laser so that E, „([E~, we
can take advantage of the Lm& =0 selection rules
to populate only lm~ l

=-,' or —,
' states of the 18d, &,

state or only the lm& l
=-,' state of the 18d», state.

The selective detection of the excited K d states
poses a more subtle problem. It is useful first to
examine the ionization behavior of the K 18d state
that is typical of all the K d states. In Fig. 5 we
show a plot of total (time-integrated) ionization
current versus the peak field attained in the ion-
ization pulse for the 18d», state (zero dc field).
There are three ionization thresholds, two nearly
overlapping at 3.63 and 3.68 kV/cm, and the third
at 3.98 kV/cm is clearly resolved. The analogous
trace for the 18d» state is identical, so at first
glance it seems impossible to contemplate doing
'a resonance experiment using field ionization as a
state-selective detector. We should note that
the similarity of the field ionization behavior of
the two K d fs states is radically different from
what we observed in Na. ' This difference arises
in the passage from low to high field when the field
from the ionizing pulse is applied. We shall not
discuss the details of the field ionization of K here
as they are discussed in detail elsewhere. "

The method used to do the resonance experi-
ments becomes apparent when the thresholds are
identified, to the extent possible. To identify at
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FIG. 4. 18d5/2 18d3/2 resonance observed in dc

field of 35.6 V//cm on a sweep of decreasing frequency.

FIG. 5. Field ionization thresholds observed for the

18dny2 state. There are two unresolved thresholds at
3.63 and 3.68 kV/cm. and one clearly resolved threshoM
at 3.98 kV//cm.

TABLE I. Threshold fields for ionization of potassium
18d states.

2

2

3.63-3.68 kV/em
fm, [

1. ~X)

i. 4 (Z)

3.98 kV/em
[m~/

least partially the thresholds of Fig. 5, we applied
a dc field of 20 V/cm and polarized the second
laser so that E, „((E~,. Then the threshold at
141 7 disappeared for both the d, » and d, &, states.
Therefore the Arn~ =0 selection rule implies that
these thresholds must be due to only the ~m J ~

= ~

and —,
' states for the d», and d, &, states, respec-

tively. Thus we can construct Table I, which gives
the possible ~m~ ~

states that can contribute to each
threshold. The parentheses around entries in-
dicate that we doubt that there is any contribution
from these states but that the evidence is not, con-
clusive. However, this uncertainty in no way af-
fects the resonance experiments described here.

From Table I it is clear why we chose to study
the sm&-—od, j2-ds(2lmsl = —,

' transition. All atoms
in the 18d», [m& ~

= —, state ionize at the 3.63-3.68
kV/cm threshold, none of them ionize at the 3.98
kV/cm threshold. However most of the atoms in
the 18d», ~m,.

~

= —, state ionize at the 3.98 kV/cm
threshold. Thus there is a clear difference in the
ionization behavior of the 18d, &, ~m& ~

= —,
' and

18d, &, ~m,. ~

= —,
' states which, in principle, makes

this transition observable. Note that the other
dm& = 0 transition 18d, &, -18d, &, ~ mj

~

= —,
' is not

observable.
By combining the selective excitation and de-

tection we are able to do the resonance experi-
ment. We populate the 18d, &, state with the sec-
ond laser polarized so that E „((E~„ensuring
that we populate only the ~m~ =-,' and —,

' states.
Using an rf electric field such that E„l)E„we
can induce the bm&=0 transition 18d, ~, ~ml ~

=
&

-18d, &, ~m& ~

=-,' populating the 18d» m& ~

= ~ state.
We detect this population using time-resolved de-
tection of the field ionization. We set the ampli-
tude of the field ionization pulse to 4.03 kV/cm,
which is high enough to ionize all atoms in the
18d state. Since the ionization pulse is not a
sharp step but has a finite rise time of about 300
nsec, atoms ionized at the 3.98 kV/cm threshold
are detected ?0 nsec after those which are ion-
ized at the 3.63-3.68 kV/cm threshold. Thus
atoms in the initially populated 18d, » ~mz ~

= —,', —,
'

states are ionized first. Those atoms which have
undergone a transition to the 18d, &, ~m~ ~

=-', state
are not ionized untQ later when the field reaches
3.98 kV/cm. Examples of the time-resolved ion
signals are shown in Fig. 6. Figure 6(a) shows
the ion pulse from the threshold at 3.63-3.68 kV/
cm. We have arbitrarily labeled its arrival time
to be f =0 In Fig. 6(b) w.e show the ion signal
when the rf field is tuned to resonance. The ion
signal from the 3.98 kV/cm threshold is clearly
apparent at t = 70 nsec. To do the experiments
we simply set the boxcar averager gate, which is
60 nsec wide, at t = 70 nsec in Fig. 6. Thus there
is normally no signal, but on resonance there is
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an easily observed increase in the ion current.
It is worth noting that the total (time-integrated)
ion current is the same on or off resonance, so
the time-resolved detection is essential.

In these experiments we used the electric res-
onance method first used by Hughes. " In the pres-
ence of a weak electric field it is possible to drive
the d, &,

- d, &, transition with an rf electric field
because the dc electric field admixes a small
amount of states of the opposite parity. Due to
the large electric dipole matrix elements at n= 18
rf electrics fields -1 V/cm are required when dc
fields of -20 V/cm are used. At frequencies of
200-400 MHz it is considerably easier to generate
electric fields of 1 V/cm than the magnetic fields
of 1 G that would be required to drive the magnetic
dipole transitions. Thus the motivation for using

(a)

the electric resonance technique was its ease. To
generate the rf we used a Hewlett-Packard 32008
signal generator and a General Radio 12089 sig-
nal generator. The frequency was monitored with
a Hewlett-Packard 5245L counter with a 5253B
converter, leading to an accuracy of better than
~0.1 MHz.

The laser atomic beam apparatus is of conven-
tional design, ""and only the interaction region
is of particular interest. As shown in Fig. 7 the
atomic beam is crossed by the laser beams be-
tween plate b and grid c, which are 1.12 cm
apart. A positive high voltage pulse is applied
to plate b 0.7 p. sec after the laser pulse. The rf
is continuously introduced by a 50-0 cable termin-
ated with a 50-0 resistor as shown in Fig. 7. To
minimize the effect of the high voltage (-2000 V) on
the front of the electron multiplier the grounded
grid d was inserted. To determine the magnitude
of the field introduced by the multiplier we checked
the frequencies of the observed transitions with
dc fields of +40 and -40 V, and from the shift
determined that the leakage field from the multi-
plier was 0.140 V/cm. This was used to correct
the measured dc fields.

For each nd state resonances were observed
for several values of dc field as shown in Fig. 8.
Each point of Fig. 8 corresponds to a sweep of
increasing and decreasing frequency to cancel
the offsets (-0.2 MHz) produced by the time con-
stant of the boxcar averager.

IV. RESULTS

As shown in Fig. 8, the resonance frequency
increases with E' thus S„and ~, have the same
sign. Since an. inspection of the energy level dia-
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FIG. 6. Time-resolved ion signals from the 18d state
with an ionizing field of 4;03 kV/cm and 27 V/cm dc
bias field. {a) Signal from the &8dz/2 state excited with
E,~„IIEd,. (b) Signal with rf tuned to the lsd&y2 lsda~,
resonance. The second ionization pulse at t =70 nsec is
due to the atoms which have made the transition to the
lsd3y2 ~ m& ~=~& states

FIG. 7. Interaction region. The atomic beam is cros-
sed by the laser beams (shown going into the paper)
between grid a and plate b. The high-voltage ionizing
pulse is applied to plate b that ionizes the atoms and
accelerates the ions through the grid and into the elec-
tron multiplier. The rf is introduced by a 50-Q co-
axial cable that is terminated by a 50-0 resistor be-
tween grid a and grounded plate c. Grid d serves to
shield the leakage field from the electron multiplier.
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FIG. 8. Plot of the observed frequency vs E2 for 18d,
as well as the fit to the data using Eq. {7).
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gram of Fig. l and Eps. (3) and (4) implies that
n, &0 it is clear that 8~&0 and that the fs is in-
verted. Extrapolating from the values from lower
n this is hardly unexpected.

In Fig. 8 it is also apparent that the frequency
variation is not linear in E' but at least quadratic.
Thus we extended Ec[. (6) and fit the data to the'
form

D= (S„+,9, u,E'+)Z']—,

where y is related to the hyperpolarizability. '
The results are given in Table II along with the
values of e, and ~, for n «18 calculated using
the Bates-Damgaard method. ' '" The very close

FIG. 9. Plot of 8&{n~)3vs {n*) 2. The curve is fit to
the data using Eq. {8). The data for n «8 are from Ref.
23.

agreement between the measured and calculated
values of 0,, gives us confidence in the calculated
values of eo. Unfortunately we were unable to
calculate values for the n= 20 radial matrix ele-
ments; the numerical problem, was simply be-
yond the capabilities of our computer.

The fs intervals of the alkali atoms can be fit
to a power series in odd. inverse powers of n*
beginning with (l/n*)'. " The successive powers
of i/n~' reflect the energy dependence of the val-

TABLE II. Fine-structure intervals and polarizabilities of K d states.

a2 meas u2 calc o'.
0 calc

[MHz/( V/cm) ~] [MHz/( V/cm) z] [MHz/( V/cm)41 [MHz/( V/c m) ]

15 -375.33(40)
16 -306.25(15)
18 -211.68(20)
20 -152.42(45)

-0.0208(9)
-0.0315(8)
-0.0681(18)
-0.1349(40)

-0.0201
-0.0312
-0.0699

2.3 (36) x10 '
3.32(37) x10 ~

2.45(20) xaO '
1.62(23) x10 ~

0.100
0.156
0.351
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TABLE III. Parameters for fs expansions.

A (GHz) B (QHz) C (GHz)

Na

K
Rb

-96.5
-1134.3(5)
10800(15)

49S.5
-14410(70)
-84 870(100)

72 470(2300)
~ ~ ~

'See Ref. 2.
See Ref. 4.

A B C
d (~g)3 (~g)5 (~4)V

We determined the value of A solely from the n
= 15-20 data, ignoring the (1/n*)~ term and de-
termined B and C by fitting all the fs intervals
but n= V and 8 to Eq. (8) holding A fixed. We have
omitted the fs intervals for n= 7 and 8 because
they are clearly inaccurate, as shown by Fig. 9.

ence electron's wave function at the ionic core.
The fs intervals of Na and Hb can be fitted by only
two terms. For K, however, a (1/n*)' term must
be added to produce a reasonable fit to the data
for n down to 4 (even the inclusion of this term
does not allow us to fit n=3). Using the K fs inter-
vals compiled by Moore, "for n ~ 4 we are able to
fit the K fs intervals by

In Table III we give values of A, B, and C for Na,
K, and Hb. We show the measured and fitted
[from Eg. (8)) values of S~(n*)'. Note that even
with the inclusion of the C/(n*)' term the n= 3 fs
does not fall on the curve. We should point out
that a plot of the Na and Hb fs intervals would ap-
pear as a line on a graph such as Fig. 9.

Since K has eight more electrons than Na, it is
not at first surprising that the first two terms of
Eg. (8). However, it is surprising that for Hb,
which has 18 more electrons than K, the d fs in-
tervals can be represented with only the first two
terms of Eg. (8). Thus, it is clearly not the total
number of electrons that is important.
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